ABSTRACT

Title of Dissertation: THE MALLEABILITY OF COGNITIVE CONTROL AND ITS EFFECTS ON LANGUAGE SKILLS

Erika Kristin Hussey, Doctor of Philosophy, 2013

Dissertation directed by: Professor Michael Dougherty
Department of Psychology

Cognitive control, or executive function (EF), refers to the mental ability to regulate and adjust behavior across domains in the face of interference, conflict, or new rules. Evidence from psycholinguistics suggests a role for cognitive control in a range of language processing tasks including syntactic ambiguity resolution and verbal fluency. Separate work demonstrates that EF abilities are malleable with extensive practice, such that training improvements transfer across domains to novel tasks that rely on the same underlying EF mechanisms (an effect dubbed ‘process-specificity’). In uniting these two growing literatures, this dissertation investigated the (causal) role of cognitive control for language processing through two longitudinal training interventions.

In one study, I demonstrated that practicing a battery of cognitive tasks conferred selective benefits on untrained reading tasks requiring syntactic ambiguity resolution. Compared to controls, individuals who responded most to an EF training task exhibited (1) higher accuracy to comprehension questions indexing offline reinterpretation, and (2) faster real-time recovery efforts to resolve among conflicting interpretations. A second experiment extended these findings by addressing the degree to which training on a
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Chapter 1: A Review of the Extant Literature

Cognitive control, also called executive function (EF), refers to a cluster of mental processes that permit the flexible adjustment of thoughts and actions across domains, allowing individuals to adapt to new rules and guide the selection of task-relevant over task-irrelevant information in an environment that varies continuously (Miller & Cohen, 2001). As we navigate our surroundings, we can frequently rely on a set of highly regularized functions that render certain tasks like driving a car or skimming a magazine article relatively automatic. Sometimes, however, new instructions or conflicting information compels us to override these reflexive actions and instead consider what might otherwise be a disfavored (or atypical) response. For instance, a resident of Chicago may be in the habit of making a legal right turn on red when driving at home, but this routine behavior could result in a costly ticket when she visits New York City, where turning on red is strictly prohibited! Likewise, imagine reading the following sentence upon skimming the magazine: *At the restaurant, the interns discussed the bill before suggesting edits to the senator*. One might initially interpret the word “bill” to mean the list of charges incurred for the meal, rather than its intended (though less common) interpretation, namely a draft piece of legislation. On the surface, both examples are quite different, but conceivably induce a similar experience: the detection of an incompatibility and the ensuing need to rein-in a highly familiar, yet currently inappropriate cognitive reaction (e.g., refrain from turning; revise the more frequent

---

meaning, but current misanalysis, of “bill”). Such ‘interference resolution’ functions are an essential part of cognitive control (Botvinick, Braver, Barch, Carter, & Cohen, 2001) and help adapt information-processing strategies so individuals can regulate behavior in view of ever-changing goals, new contexts, or situation-specific demands.

As many researchers have argued, executive functions encompass a *collection* of cognitive processes that help guide goal-directed behavior; that is, cognitive control is not a unitary construct but comprises separable components (Botvinick et al., 2001; Miller & Cohen, 2001; Norman & Shallice, 1986). In addition to the interference-resolution processes outlined above, other EFs include task-switching, updating, and information monitoring, each of which can operate over visual, spatial, or verbal domains (Friedman & Miyake, 2004; Miyake et al., 2000; Smith & Jonides, 1999) and thus may be recruited across a variety of tasks including selective attention, decision-making, working memory (WM), error monitoring, and language processing (Badre & Wagner, 2007; Botvinick et al., 2001; Thompson-Schill, Bedny, & Goldberg, 2005; *inter alia*). With regard to interference-resolution functions in particular, converging data from neuropsychological patients and brain-imaging studies of healthy adults suggest that, across a range of WM, attention, and language tasks, posterior regions of left ventrolateral prefrontal cortex (VLPFC) commonly support the ability to resolve among competing sources of evidence, regardless of domain (Thompson-Schill et al., 2005).

In the first chapter of this dissertation, I discuss how a burgeoning literature demonstrates that EFs can be trained through ample practice—that such abilities are seemingly not fixed, but malleable—and that performance increases throughout the course of training generalize to novel tasks that were not part of the training protocol.
Some examples of transfer include benefits on unpracticed tasks tapping fluid intelligence (Jaeggi, Buschkuehl, Jonides, & Perrig, 2008), working-memory updating (Dahlin, Neely, Larsson, Bäckman, & Nyberg, 2008; Li et al., 2008), and task-switching (Karbach & Kray, 2009)—that is to say, transfer benefits have been observed across a range of executive functions.

I am especially interested in the implications that these training-transfer findings have for language processing under conditions of conflict, given that domain-general interference-resolution and cognitive-control functions have been associated with assorted linguistic abilities including the resolution of lexical (Bilenko, Grindrod, Myers, & Blumstein, 2009; Copland, Sefe, Ashley, Hudson, & Chenery, 2009; Khanna & Boland, 2009; Vuang & Martin, 2011) and syntactic ambiguities (Novick, Trueswell, & Thompson-Schill, 2005; Trueswell, Sekerina, Hill, & Logrip, 1999; Ye & Zhou, 2009), verbal fluency (Kan & Thompson-Schill, 2004; Novick, Kan, Trueswell, & Thompson-Schill, 2009; Robinson, Blair, & Cipolotti, 1998; Schnur et al., 2009), and perspective-taking during natural dialogue (Brown-Schmidt, 2009; Nilsen & Graham, 2009; for reviews, see Novick et al., 2005; Novick, Trueswell, & Thompson-Schill, 2010). For each language ability detailed below, I couch my hypotheses within a process-specific account (see Dahlin et al., 2008; Shipstead, Redick, & Engle, 2010; 2012), which in the training literature posits that post-intervention, performance increases on novel tasks largely depend on the extent of overlap between the training and transfer measures, both in terms of the shared cognitive processes and underlying neural systems needed to complete them. That is, if a certain component of EF (e.g., interference resolution) is targeted and improved through training, then transfer measures relying on common
processes should be influenced accordingly, irrespective of domain or modality. In view of this, I will focus my initial discussion on a few language comprehension and production tasks that fit within the VLPFC-mediated process-specific function typically referred to as ‘interference resolution’ (however, I acknowledge other brain systems involved in a wider array of EFs, and consider the implications of this for training and the effects on language in the final chapter). The training studies discussed in Chapters 2 and 3 implement a subset of these language tasks as untrained assessment measures.

As sketched in the driving and reading examples earlier, conflict (or interference) here will refer to conditions that contain the presence of mismatched or incongruent sources of evidence. Specifically, ‘conflict’ designates cases in which current situation-specific demands generate an incompatibility between how an input stimulus should be characterized (dubbed representational conflict), given how the input is normally considered. Such interference is often called ‘prepotent conflict,’ because individuals must override their dominant (prepotent) biases in support of atypical alternatives (Botvinick et al., 2001). For instance, the Stroop task is a canonical representational conflict task involving the need to countermand a prepotent bias that is generated by a lexical representation (which gives rise to an automatic reading response), in favor of a perceptual (color) representation. A comparable type of representational conflict occurs in the form of ‘underdetermined conflict,’ in which multiple candidate representations are equally reasonable and thus compete for selection (Botvinick et al., 2001). Importantly, brain-imaging findings suggest separable neuroanatomical involvement for representational conflict versus response conflict (or response selection; see Milham et al., 2001; Milham, Banich, & Barad, 2003; Nelson, Reuter-Lorenz, Sylvester, Jonides, &
Smith, 2003). My major focus here is on the implications of interference-resolution training at the representational level on particular language-performance measures such as lexical and syntactic ambiguity resolution (in comprehension) and verbal fluency (in production). Both prepotent and underdetermined representational conflicts recruit posterior regions of VLPFC (Brodmann areas 44 and 45) across language and memory domains, meeting the requirements for a test of process-specificity (see Novick et al., 2010; see also Milham et al., 2003 and Nelson et al., 2003, which demonstrate VLPFC recruitment for representational conflict resolution but anterior cingulate recruitment for response-level conflict resolution).

Generally, I believe that—considering the mounting evidence showing the effectiveness of various types of EF training in different populations (Jaeggi, Buschkuehl, Jonides, & Shah, 2011; Klingberg et al., 2005; Westerberg et al., 2007)—there is room to establish new research investigating if EF training protocols that focus on selective sub-processes (i.e., conflict resolution) could be used successfully as an intervention technique to mitigate problems in general language use that arise under high-EF (i.e., high-interference) demands.

Indeed, there is tantalizing evidence supporting process-specific transfer to conflict/interference-related language measures, drawn not from a long-term training paradigm per se, but rather from another type of intervention designed to fatigue selective cognitive processes common to WM and language processing tasks. These so-called ‘resource depletion models’ offer an interesting framework to understand negative transfer to tasks relying on temporarily exhausted EFs shared across ostensibly different domains (Persson, Welsh, Jonides, & Reuter-Lorenz, 2007; Van der Linden, Frese, &
Meijman, 2003). That is, rather than boosting general-purpose EFs through long-term practice, as is the case with training studies, resource depletion paradigms rely on short-term “overuse” of a particular cognitive process. For example, after performing a complex task that places high demands on EF capacities, these resources are rendered temporarily unavailable for continued use; therefore, performance decreases on transfer measures that rely on the common “worn out” EF (Persson et al., 2007; Van der Linden et al., 2003; see also Synder et al., 2011 for similar findings among anxious individuals).

In one study (Persson et al., 2007), interference-resolution abilities were fatigued through an intensive session of an item-recognition task with high interference-resolution demands. In this task, participants indicated whether a probe item (e.g., C) appeared in an immediately prior memory set (e.g., r, f, c, l) (see Monsell, 1978). Frequently, subjects could respond correctly due to familiarity alone: familiar probes required a ‘yes’ response and unfamiliar ones a ‘no’ response. However, relying on familiarity on some ‘no’ trials was prone to error, because they contained a probe (e.g., G) that was not among the current memory set (j, p, v, m) but was among the items in the prior trial (g, k, v, p). Thus, these trials required subjects to override a prepotent familiarity bias (and ‘yes’ response) and instead re-characterize the probe stimulus as ‘familiar-but-irrelevant,’ and respond ‘no.’ Such ‘recent-no’ trial types, when compared to ‘non-recent-no’ trials (when the probe did not appear in either the current or preceding sets) routinely recruit left posterior VLPFC (Jonides & Nee, 2006). Important for the current discussion, after subjects completed this task and “fatigued” the interference-resolution process, they subsequently demonstrated selective performance declines on VLPFC-mediated, high-EF conditions on a verbal fluency task, in which they had to generate an associated verb to a
given noun (e.g., scissors → cut; high-EF items had many possible associated verbs, like ball → kick, throw, catch, bounce, and thus contained underdetermined response conflict; see Thompson-Schill et al., 1998). This pattern of negative transfer was not observed for (1) subjects who received exposure to only low-EF trials during their intensive practice session (i.e., no recent-no trials); or (2) individuals who practiced a different task before the verb generation task, namely a stop-signal task that recruits mainly right-hemisphere networks and a different subcomponent of EF (response inhibition; see also Friedman & Miyake, 2004). Together, this suggests that the process-specificity observed across intervention and transfer tasks operates on a short time scale, such that as interference resolution is temporarily depleted, other tasks relying on shared cognitive and neural resources are affected accordingly.

Although these effects are transient, the selective transfer findings are nonetheless critical: they demonstrate that interference resolution abilities are at least temporarily malleable, and this malleability can subsequently affect language processing under similar conditions of high interference resolution demands. Consequently, throughout this dissertation, I ask: considering evidence for process-specific transfer, on a short time scale, across memory and language tasks that commonly rely on VLPFC-mediated interference-resolution functions, might one observe longer-term effects on language measures as well, when interference resolution is boosted via extensive practice? That is, is there positive transfer—namely, performance increases—when individuals consistently train interference-resolution functions over time? I hypothesize that the answer should be yes, given the evidence that other executive functions (e.g., task-switching, etc.) are both trainable and transferrable.
Although I outline below some potential benefits of interference resolution training on language use, I also discuss some caveats that should be considered, including individual differences in training success (not everyone responds similarly to training or reaps the same profile of benefits, cf. Chein & Morrison, 2010; Jaeggi et al., 2011), limitations that may be involved in training special populations, and the need for explicit linking hypotheses between training and any expected transfer: namely, there must be a theory that bridges the hypothesized underlying cognitive processes from one task to another (i.e., from an intervention task to a transfer task). Transfer from training to untrained assessment tasks cannot be expected, or explained, without a well-formulated process-specific theory (Shipstead et al., 2010; 2012). To this end, I also speculate that the magnitude of transfer effects is contingent upon the degree to which a targeted EF contributes to and shares critical features with an outcome measure. This is particularly important if, as some researchers suggest, EF is not a unitary construct but is comprised of separable, multi-component processes such as interference resolution, updating, and task-switching (Dahlin et al., 2008; Miyake et al., 2000; Persson et al., 2007).

Throughout this first chapter, I integrate the extant training and psycholinguistic literatures to develop testable hypotheses from an emerging picture within EF training research. The following section begins with a brief review of cognitive training studies demonstrating transfer to novel tasks that are ostensibly different from those practiced during the training regimens, but share specific processing demands. I then turn to research on the role of interference resolution in language use, sketching some hypotheses and implications the training findings have for new work aimed at improving language processing under high EF—particularly high interference-resolution—demands.
That is, if interference-resolution is malleable (which seems to be the case given the resource depletion work outlined above), I hypothesize that training such processes should also show transfer to untrained measures of interference resolution within the linguistic domain, patterning with other training-transfer findings. The theory bolstering this claim comes from work (drawn from patients, children, and brain imaging studies of adults) indicating that interference-resolution and cognitive-control measures play an important role in language tasks that I outline below.

1.1 Executive Function Training and its Transfer Across Cognitive Domains

A recent flurry of research is devoted to testing if general-purpose cognitive abilities can be enhanced through consistent practice with WM tasks that recruit brain regions within the cortico-striatal network key to executive functioning. Although interventions geared toward improving psychological faculties, specifically intelligence, were pioneered decades ago (see Feuerstein, 1980; Sternberg, Ketron, & Powell, 1982), Klingberg and colleagues have recently reinstated the notion by training domain-general cognitive abilities as a means to remediate populations with diminished WM resources including stroke patients (Westerberg et al., 2007), children with attention deficit hyperactivity disorder (Klingberg et al., 2005), and older adults (Brehmer et al., 2011).

Ever since, cognitive training programs have undergone significant study, particularly in healthy adults, to examine whether normally-functioning individuals’ EF abilities can be improved, and what generalized outcomes consistent training might have on everyday performance on non-trained tasks. To this end, researchers have been investigating questions related to dosage-dependence (does more practice yield more transfer?; Jaeggi et al., 2008), the extent to which training transfers to untrained but related measures
(Chein & Morrison, 2010; Karbach & Kray, 2009; Li et al., 2008; Morrison & Chein, 2011), if training tasks must adapt to individuals’ performance to be effective (Brehmer et al., 2011; Klingberg et al., 2005), and individual differences in training success (Jaeggi et al., 2011).

Here, I focus on the extent to which training generalizes to novel tasks. The typical training study is designed as a pre/post longitudinal experiment in which subjects are assessed on some cognitive capacity immediately before and again after an extensive intervention. In some cases, the intervention comprises practice with a single training task (Dahlin et al., 2008; Jaeggi et al., 2008; 2011; Li et al., 2008), whereas in others, a battery of training tasks is administered (Karbach & Kray, 2009; Klingberg et al., 2002; 2005). Regardless, the training tasks are different from those completed at the pre/post assessment sessions, with the intervention component typically lasting for several hours distributed over a few weeks. Upon conclusion of the regimen, trainees return to the lab and complete follow-up assessments, namely complementary versions of the tasks that were done just prior to training, to evaluate whether performance on assessments has reliably improved, thereby providing evidence for “transfer.”

Transfer has been documented for untrained tasks that share obvious features with well-practiced training tasks, an effect sometimes referred to as “near-transfer.” For instance, performance increases on WM training tasks generalize to structurally similar (but new) WM assessments (Karbach & Kray, 2009; Li et al., 2008; see below). However, “far transfer” can also be observed, namely to assessments that appear, on the surface, wildly different from the training tasks completed throughout the intervention regimen (Dahlin et al., 2008; Jaeggi et al., 2008; 2011; Kloo & Perner, 2003). This latter
form of transfer is possible provided that training and assessment tasks share certain essential underlying EFs (as well as overlapping neural resources; see Jonides, 2004; Sayala, Sala, & Courtney, 2006; Shipstead et al., 2010; 2012).

1.1.1 Near-transfer of Training

Near-transfer effects emerge when the nature of the processed information—including stimulus type, task structure, and response type—is similar across training and assessment tasks (but see Morrison & Chein, 2011 for an alternative definition of near-transfer). For instance, in one report (Li et al., 2008), trainees practiced a spatial 2-back task, during which they had to monitor the locations of sequentially-presented squares on a 3x3 grid and respond whenever the current location matched the location seen two trials earlier. Compared to a no-contact control group, trained participants demonstrated post-intervention improvements on a spatial 3-back task, providing evidence for near-transfer to a more difficult, but otherwise identical task. Another type of near-transfer occurs when the type of information (i.e., the stimuli) being processed is changed across training and transfer tasks, while the response-level requirements remain constant, resulting in a structural continuity between both tasks. For example, in the same study by Li and colleagues (2008), trainees also improved on numeric 2- and 3-back tasks, where instead of remembering locations on a grid, subjects indicated when a serially-presented number (0-9) matched the identity of a number presented two (or three) trials previously. The authors argued that transfer to a numeric n-back task provided support for a task-specific response strategy shared across stimulus modalities: Although the spatial 3-back and numeric n-back tasks differ from the spatial 2-back training task, all require the same
basic strategy, namely, information must be monitored and updated in a predictable fashion.

In addition to the above findings, Karbach and Kray (2009) observed that increases in task-switching abilities—an EF based on mental shifting across different goals or rules—as a consequence of training generalizes to performance on novel tasks with similar switching demands. Specifically, their training regimen involved making two-alternative forced-choice judgments about pictures (trees/flowers), based on two separate characteristics (e.g., identity vs. color), such that the relevant characteristic (or rule) changed predictably across trials. Stimulus types (fish/birds, trees/flowers, sports/music, planes/cars) and response categories (identity, number, color, and rotation) varied across sessions within the training regimen. An assessment of near-transfer involved responding to a novel set of stimuli (fruits/vegetables) using number and identity as response categories; compared to a non-switching active-control group, the task-switching trainees showed greater posttest improvement in switching costs, i.e. the difference in response time on switch (color followed by identity judgment) versus non-switch trials.

These examples highlight two sources of near-transfer: training and outcome measures tap the same underlying EFs (e.g., monitoring and updating), and both tasks provoke similar processing demands through a shared task structure (task-specific aspects). Consequently, it is difficult to disentangle the source of near-transfer effects, as two possibilities may account for any observed pre/post changes: (1) the trained EF shared by both tasks may have been improved, or (2) a task-specific strategy may have been developed. Indeed, in cases of near-transfer, the training and transfer tasks need not
tap the same underlying EFs, since transfer could occur simply with improvements at task-specific aspects of the paradigm. Near-transfer effects might be unsurprising: practicing an \( n \)-back task improves \( n \)-back performance, and therefore transfers to other \( n \)-back tasks (perhaps regardless of domain); likewise, practicing a categorization task-switching task generalizes to a similar task with novel categories. But, the extent to which these near-transfer effects are driven by the shared EFs across training and assessment tasks, the surface-level features (stimulus or response characteristics) that are isomorphic between both sets of tasks, or through a combination of both factors is unknown.

1.1.2 Far-transfer of Training

Training studies designed to show far-transfer effects help to elucidate the role of shared EFs; by design, the surface-level properties—stimuli or required responses—of the training and assessment tasks are quite different. Consequently, contrary to near-transfer findings, far-transfer effects are assumed not to rely heavily on the structural (task-specific) similarities across training and assessment tasks, and instead result mostly from improvements on underlying EFs important to both the training and assessment measures (Shipstead et al., 2010). In other words, the goal of far-transfer training is rooted in improvement of specific processes engaged during tasks with dissimilar structures, often spanning domains (again, sometimes referred to as process-specific training).

For instance, in one set of studies, subjects practiced a dual \( n \)-back memory task involving simultaneous updating of shape locations and the identity of heard letters, such that a target was defined as an item repeating \( n \)-trials previously in either modality (Jaeggi et al., 2008). Trainees showed subsequent improvements on Raven’s Advanced
Progressive Matrices, a transfer task that requires participants to select a textured shape from a set of possible response items, which fits a sequence of other textured shapes to complete a particular pattern with one absent piece (Jaeggi et al., 2008; 2011). The response and surface-level properties of \( n \)-back and Raven’s are distinct, as one task involves monitoring a continuous stream of letters or block locations for familiar instances, and the other requires reasoning to identify the missing element that completes a 4x4 matrix containing orderly patterns across rows and columns; thus, to observe transfer, there must be an underlying process common to both tasks that is enhanced through intensive \( n \)-back training. The authors reasoned that this shared process centered around a common need to employ attentional control, such that their training procedure—which forced trainees to practice constant shifting of attention to new stimuli—facilitated this ability, thereby enabling transfer to Raven’s, which similarly involves updating and selection among multiple representations (via the control of attention). Importantly, because the training and transfer measures were characteristically so different, the authors argued that task-specific elements could not explain the observed generalization, effectively ruling out near-transfer as an explanation for their findings. Rather, training boosted a part of the EF system—here, multiple-task management and attentional control processes—important for a range of cognitive tasks, including Raven’s performance. Indeed, separate work demonstrates that \( n \)-back and Raven’s activate a similar network of neural regions, providing additional support for resources common to both tasks (Burgess, Gray, Conway, & Braver, 2011).

Additional evidence of process-specific training comes from demonstrations of selective far-transfer from an updating task (letter running-span) to a structurally different
assessment measure (number n-back) that requires a similar updating EF; critically though, such transfer was not demonstrated on the Stroop task, which relies on a separable EF—interference resolution (Dahlin et al., 2008). During the letter running-span task, participants must recall the last four items of a study list that terminates unexpectedly, forcing them to continuously update the correct response set from a fleeting memory store; similarly, their version of n-back required subjects to monitor and refresh representations as new information is processed and deemed relevant. Running-span and a standard number n-back task recruit similar striatal regions, corroborating their underlying reliance on a common EF. Contrastingly, tasks requiring interference resolution, like Stroop, require subjects to re-characterize an automatized response (reading) in order to promote atypical, but task-relevant information (color name); such tasks rely on a separable neural profile (compared to that required for updating tasks) including a network of frontal and parietal regions. Dahlin and colleagues (2008) demonstrated that training on running-span confers benefits to assessment measures that share updating demands and corresponding neurological profiles (n-back), while those with little or no such overlap (Stroop) show negligible improvement. In sum, the amount of far-transfer to untrained tasks following intervention depends on the degree of overlap among cognitive and neural resources shared by the training and the transfer tasks.

Given these training and far-transfer effects for a range of EFs (e.g., attention control, memory updating), one might also hypothesize that transfer from general-purpose EF training to certain tasks of language processing might occur as well. That is, the language tasks are not trained per se, but tap particular cognitive functions (interference resolution) that may be trainable through an extensive regimen targeting
common processes (or neural resources). As hypothesized below, the result could be an alleviation of language processing difficulty under conditions that place heavy demands on the EF system in healthy, and perhaps even in special populations. I focus on a select few of these language conditions in the following section, concentrating specifically on a functional-anatomical association between interference-resolution processes of EF, and regions within left VLPFC that support them (for an extensive review, see Novick et al., 2010). I sketch how this association is important for production and comprehension abilities in healthy adults, young children, and patients with circumscribed VLPFC damage.

1.2 The Role of Executive Function in Language Use and the Implications for Training

One priority in psycholinguistics has been to study how non-linguistic cognitive abilities contribute to language production and comprehension. EF abilities have emerged as a candidate characteristic, defining in part those individuals who can better coordinate rapidly among multiple sources of linguistic (syntactic, semantic) and extra-linguistic (pragmatic, contextual) evidence across a range of communicative tasks. Given the breadth of work on various EFs for language, I focus only on the role of interference-resolution training for a handful of language tasks. As sketched above, interference resolution refers to the re-characterization of information in the face of competing sources of evidence. Regarding language processing, good interference-resolution skills enable readers and listeners to avoid comprehension errors in the face of ambiguity (e.g., by consulting top-down evidence to override misinterpretations), produce the right word among competing options, and take an interlocutor’s perspective when assessing
common-ground information during natural, unscripted dialogue (see Novick et al., 2005; 2010). Indeed, patients with circumscribed damage to left posterior VLPFC consistently underperform on high-interference conditions on non-linguistic tasks such as Stroop and the ‘recent-no’ task described above (Hamilton & Martin, 2005). Moreover, this general interference-resolution disorder in patients has been tied to their concomitant deficits on language tasks that generate similar EF demands, for example, when dominant meanings of lexical ambiguities must be countermanded (Bedny, Hulbert, & Thompson-Schill, 2007), when initial interpretations of syntactic ambiguities must be reprocessed (Novick et al., 2005; 2009), or when object names must be selected among categorical competitors (Schnur et al., 2009). As such, by training general-purpose interference-resolution abilities—supported by regions within VLPFC—in healthy adults, I hypothesize that there should be systematic improvements in high-EF conditions on language tasks requiring shared demands for interference resolution. Below, I provide examples of when interference-resolution abilities appear to interact with particular language processing skills and outline the implications these associations have for process-specific training in extreme populations as well.

1.2.1 Syntactic Ambiguity Resolution

Readers and listeners process sentences in real-time, committing to an interpretation incrementally as words and phrases are encountered moment-by-moment (Altmann & Kamide, 1999; Tanenhaus, 2007). One consequence of incremental processing is temporary ambiguity: the first analysis individuals assign sometimes turns out wrong. Cognitive control has been tied to individuals’ ability to adjust interpretations when late-arriving evidence signals that their initial analysis was incorrect (Novick et al.,
Such cases of interference/conflict (the so-called “garden-path effect”) elicit temporary processing difficulty in reading (Frazier & Rayner, 1982; Staub & Rayner, 2007; *inter alia*) and confusion during spoken comprehension (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). Individuals must then engage in a process that permits them to revise and capture the intended interpretation.

Evidence for the role of interference-resolution in this recovery process comes from populations with underdeveloped or impaired cognitive control such as young children (whose PFC development is protracted; see Huttenlocher & Dabholkar, 1997) and patients with focal damage to left posterior VLPFC. Both populations fail to initiate cognitive-control functions across assorted non-syntactic measures (e.g., Stroop, the recent-no, and other analogous tasks; e.g., Khanna & Boland, 2009; Hamilton & Martin, 2005), and both groups similarly fail to revise sentence interpretations following early misanalysis (Novick et al., 2009; Trueswell et al., 1999; Weighall, 2008; see also Christianson, Williams, Zacks, & Ferreira, 2006 for similar patterns in older adults). The linking assumption is that the discovery of a misinterpretation deploys interference-resolution to resolve the incompatibility between representations of sentence meaning: the one initially assigned and the one in need of recovery, similar to the controlled processes required to resolve interference during incongruent Stroop trials, or interference from familiar but currently irrelevant items in the ‘recent-no’ task (Hamilton & Martin, 2005; Novick et al., 2005; 2010). Interestingly, healthy adults undergoing functional neuroimaging demonstrate co-localized neural activity within left posterior VLPFC when performing both syntactic and non-syntactic tasks requiring interference
resolution, corroborating the necessary involvement of shared, domain-general processes presumed from special populations (January et al., 2009; Ye & Zhou, 2009).

This convergence of findings suggests an opportunity to alleviate the processing difficulty associated with temporary ambiguities that arise during sentence processing by targeting the EFs (through training) that appear to be domain-general, i.e. common across certain syntactic and non-syntactic tasks. Indeed, I tested this hypothesis in the studies reported in Chapters 2 and 3 of this dissertation.

1.2.2 Lexical Ambiguity Resolution

Research examining comprehension at the single-word level suggests a role for interference resolution when the dominant meaning of an ambiguous word (e.g., bill, as the tab issued by a restaurant) must be overridden to retrieve its subordinate meaning (an outline of a prospective law) (Bedny et al., 2007). Questions posed in this literature examine whether good conflict-resolution skills enable context-dependent meaning selection, and conversely, whether poor abilities impair it. Researchers have found that better conflict resolution is related to young children’s contextual sensitivity: context can be used by kids to countermand dominant, but inappropriate meanings of an ambiguous word; however, the use of top-down information is largely dependent on the maturity of their EF abilities, as indexed by a separate task of conflict resolution and inhibitory control (Khanna & Boland, 2010). Correspondingly, neuropsychological patients with poor conflict resolution show inadequate lexical ambiguity resolution when the subordinate meaning is activated by local contextual information (Balota & Faust, 2001; Bedny et al., 2007), suggesting that such patients have difficulty suppressing context-inappropriate meanings of ambiguous words (Copland et al., 2009; Grindrod & Baum,
2003; Vuong & Martin, 2011). Finally, across several studies, regions within VLPFC—the same areas involved in lesion-deficit analyses of patients showing interference-resolution impairments—are active in healthy adults during lexical-decision tasks necessitating resolution of meaning competition, suggesting that VLPFC-mediated EFs trigger to resolve increased competition associated with accessing the less frequent meaning of an ambiguous word (Bilenko et al., 2009).

Lexical ambiguity resolution abilities may also be enhanced, hypothetically, through interference-resolution training tasks designed to target EFs central to overriding dominant biases and implementing cognitive control (provided the effects are large enough to observe improvement; this may be particularly true in clinical patients). Future research might test whether EF training, with the right tasks, could garner improvements in integration among top-down contextual and lexical sources of evidence, particularly when these latter sources give rise to multiple conflicting meanings. There are obvious implications for clinical patients with word-comprehension deficits stemming from poor interference-resolution abilities.

1.2.3 Reference Resolution

When conversational participants interact, they establish what is known as ‘common ground,’ or shared beliefs. Brown-Schmidt (2009) has demonstrated that variations in cognitive control abilities can explain healthy individuals’ occasional inattentiveness to common ground information; that is, objects visually accessible only to the listener are occasionally (incorrectly) favored as a referential interpretation over objects accessible to both partners. Specifically, individual differences in interference resolution may determine if a listener can successfully override perspective-inappropriate
interpretations of referential ambiguities uttered by their partner. As such, interference resolution may predict how easily semantic and pragmatic information is integrated in order to rule out incorrect interpretations during natural dialogue.

Indeed, a study testing young children corroborates this account by showing that although 5-year-olds can distinguish common versus privileged knowledge during conversation, the preference for their own perspectives—assessed by gaze duration to inappropriate privileged-ground alternatives—is predicted by measures of interference resolution and inhibitory control (Stroop, a tapping task, and the bear/dragon puppet task), all of which require resolving among conflicting representations by overriding a dominant rule/bias (Nilsen & Graham, 2009). That is, children with poorer cognitive control demonstrated exaggerated looking times to high-EF referential alternatives inaccessible to the speaker but hidden (or “privileged”) so that only the listener (the child) can see them (e.g., a small duck when “Look at the duck” is uttered and competes with the target that is common knowledge, i.e., a large duck). Namely, children with better task performance on high-EF conditions were more likely to override their egocentric view and modify their behavior to be consistent with information shared by both communicative parties, and did so selectively for high-EF items evidenced by spending less time gazing at inappropriate privileged-ground alternatives.

Adults occasionally show similar consideration of perspective-inappropriate interpretations when a speaker utters a referential ambiguity, failing to be sensitive to common-ground information immediately. This behavior is also related to individual variation in interference-resolution abilities. For instance, during one ‘visual-world’ task (Brown-Schmidt, 2009), participants assisted the experimenter in revealing the identity of
subject-privileged pictures on a display by answering the experimenter’s questions. Generally, addressees consulted common-ground information to resolve temporarily ambiguous request, like, *What’s above the horse with the glasses?*, when two horses might be referenced, one wearing glasses and another wearing shoes. If the item above one of the horses (the horse with shoes) was previously grounded, then subjects directed their gaze toward the unmentioned target and the horse (with glasses) located below it, as the ambiguity unfolded. Crucially, however, the better an addressee was able to use perspective information to avoid considering inappropriate interpretations (i.e., understanding the question to mean the already-revealed object) was determined by his Stroop performance. That is, subjects with better cognitive control were quicker to resolve referential conflict by directing their attention away from grounded items and toward previously unmentioned items.

Although interference-resolution measures account for the individual differences in perspective-taking ability in children and adults, common-ground assessment likely requires multiple different kinds of EF (e.g., memory for perspective). However, it is important to note that the only experimental conditions predicted by Stroop performance are those that impose high interference-resolution demands. This raises the question: If relevant EF skills can be targeted and enhanced via interference-resolution training (for instance, using a training-appropriate version of the Stroop task as in Brown-Schmidt, 2009), would individuals (particularly children) subsequently be less likely to consider unintended interpretations in cases of referential ambiguity? That is, one might hypothesize that EF training, within a process-specific interference-resolution framework, will result in a generally sharper ability to promote relevant sources of information like
context and pragmatics, and suppress currently irrelevant ones (e.g., one’s privileged perspective) through top-down control.

Indeed, there is indirect support for this. Work by Kloo and Perner (2003) provides evidence for far-transfer across structurally dissimilar tasks of information re-characterization within a theory of mind context in young children, who were either assigned to card-sorting training or false-belief (perspective taking) training. The card-sorting task involved categorizing cards with two distinct features (e.g., two yellow apples, one green apple), with the relevant dimension changing (from number to color) after each set of cards were fully sorted. The false-belief task required children to answer questions about a conflicting situation in which a puppet acted on a certain puppet, but said he acted on another puppet. To assess the training-mediated effects of card-sorting and theory of mind, two novel assessments were implemented: The card-sorting transfer task included incorporating multiple rules for new cards (sort by number then color) and sorting an entirely different set of cards on novel dimensions. The false-belief-transfer measure was a traditional Sally-Ann task using the same puppets from training. Reciprocal far-transfer was observed for both types of training—individuals receiving false-belief training improved on card sorting, and those trained on card-sorting showed benefits on the Sally-Ann task—suggesting the presence of a shared object re-description process. Note that a similar card-sorting task resulted in transfer to “task-switching” measures in a report of near-transfer highlighted earlier (Kray & Karbach, 2009). Both sets of results point to the malleability of EFs important for perspective taking, namely, object re-description (given by the Kloo and Perner findings) and task-switching (consistent with Kray and Karbach’s work). To this end, task-switching ability is apt to
overlap with interference resolution (object re-description), as switching between multiple rules involves overriding old features and rules in favor of newly relevant ones, a type of information recharacterization that is a hallmark of interference resolution. A carefully designed training regimen—for example, by comparing task-switching training with interference resolution training—may illuminate the overlapping contributions of each EF for each false-belief and perspective-taking tasks similar to those outlined above.

1.2.4 Verbal Fluency

During language production, the ease with which a lexical item is generated depends partly on the degree of competition from other candidate words. Competition demands are particularly high when multiple semantically related words are equally plausible contenders for selection (a classic case of underdetermined representational conflict; see above discussion). Items with high versus low name-agreement, for instance, present different levels of conflict during naming tasks, such that low name-agreement items associated with many alternative labels (e.g., couch/sofa/loveseat) elicit more competition, reflected by longer naming latencies, thus requiring the use of VLPFC-mediated interference/conflict resolution to select among the competing alternatives (Kan & Thompson-Schill, 2004; Novick et al., 2009). High name-agreement items (e.g., images that invoke a single label, like apple), by contrast, have fewer alternative labels to choose from, rendering them less dependent on interference-resolution processes, and thus easier to access and produce. Furthermore, selection costs are compounded when cases of high-competition (low name-agreement) are crossed with increased retrieval demands (e.g., low association-strength between a cue and its most accessible response),
such that items with multiple weak associates are most difficult to output (Snyder et al., 2011).

This high-versus low-name-agreement asymmetry has been examined in nonfluent aphasic patients with VLPFC damage—the same patients mentioned above who exhibit generally poor interference resolution and cognitive control on a variety of nonlinguistic interference resolution tasks like Stroop and the recent-no task. This population demonstrates exaggerated effects of production difficulty for high-competition conditions that require the recruitment of interference-resolution resources, such that they take significantly longer or even fail to produce these items altogether relative to low-competition items (Novick et al., 2009). Patients with this neuroanatomical profile have difficulty with other verbal fluency tasks, including completing sentences when the options are open-ended (and therefore ambiguous), versus when the to-be-completed fragments provide a highly constrained context, yielding little competition from possible alternative continuations (Robinson et al., 1998; Robinson, Shallice, & Cipolotti, 2005). Similarly, healthy speakers take longer to produce the names of pictured objects when they are presented in semantically homogeneous (e.g., snake, cow, dog, ant) versus mixed contexts (e.g., snake, bus, axe, chair) due to the increase in lexical-semantic competition among semantically related competitors (Belke, Meyer, & Damian, 2005; Hodgson, Schwartz, Brecher, & Rossi, 2003). In one study, nonfluent aphasics with circumscribed VLPFC damage generated more errors when naming objects in homogeneous contexts; a companion neuroimaging experiment further showed that even healthy adults with a greater VLPFC response to naming under homogeneous conditions are prone to more naming errors compared to individuals with less VLPFC activation (Schnur et al., 2009).
Careful consideration of the literature suggests that language production under conditions of conflict appears to be modulated by general EF abilities, like those governing interference resolution on Stroop-like tasks. Consequently, training tasks tapping these same underlying neural resources may, hypothetically, be drawn on as tools to boost word selection abilities under elevated interference-resolution demands. The idea is that better interference-resolution skills acquired through training might generalize to an increased ability to resolve among semantically related lexical items that compete for selection, carrying important implications for clinical interventions in populations with deficits in verbal fluency that accompany a more general deficit in interference resolution. Indeed, the EF training intervention study presented in Chapter 3 includes measure of verbal fluency to test this hypothesis.

Furthermore, training may also have consequences for selecting among competing alternative names during states of elevated anxiety. One study reveals that more anxious individuals (evaluated by a composite score of anxious apprehension) are impaired relative to less anxious subjects when they must generate an associated verb (in response to a given noun) under high retrieval demands, an effect mediated by VLPFC (Snyder et al., 2011). This suggests that EF resources are depleted in cases of anxiety (Gray, Braver, & Raichle, 2002), which can negatively affect word selection processes under elevated EF demands (e.g., high competition items). Future research on interference-resolution training, therefore, might also address whether the right interventions can be used to offset such effects of anxiety and other deleterious affective states in both production and comprehension (but see Beilock & Carr, 2005).
1.3 General Discussion and Dissertation Aims

Overall, I reviewed a sample of language tasks that depend heavily on posterior regions of left VLPFC, which support interference-resolution abilities in a variety of populations. Among these measures there is great overlap in the EF processes involved to carry them out successfully, whether it means employing interference-resolution to produce the right word, resolve lexical ambiguities, take a speaker’s perspective to avoid errors in interpretation despite referential ambiguity, or recover from temporary misanalysis during sentence parsing. I believe that in view of these convergent findings, the theory that interference resolution and cognitive control contributes to language use may lead to the hypothesis that these domain-general cognitive control processes could be the target of extensive training regimens, the result of which could be attenuated processing difficulty during language use across a range of tasks, as indexed through measures of far-transfer. Such hypotheses are motivated also by the demonstration of positive transfer effects in non-linguistic cognitive domains following regimens targeting other EFs.

Given prior evidence for far-transfer from WM training tasks to other measures such as task-switching, updating, and false-beliefs, the major goal outlined here, based on a theory of the role of left VLPFC and cognitive control in language processing, would be to design training studies in search of generalized effects to language measures, in hopes of mitigating difficulties under certain production and comprehension conditions during everyday language use. Considering the patterns just reviewed suggesting a shared role for domain-general interference-resolution processes across a variety of language processing tasks, a common training regimen targeting this EF could, hypothetically, be
successful in correcting problems observed in each of these tasks.

The aim of this dissertation is to test for the causal relationship of general-purpose interference resolution for language use. I accomplished this through two intervention studies, hypothesizing that practice with an interference resolution task would confer selective benefits to high-EF conditions across a wide range of measures, but not to those conditions where the need to deploy EF is removed. To elaborate, transfer was only expected where interference resolution is targeted through training so as to affect shared processes that facilitate performance on particular linguistic and non-linguistic tasks; WM training tasks not involving interference-resolution are not expected to confer transfer to untrained conditions of language and non-language tasks relying on EF. The complementary effect was also expected: Conditions of assessment tasks that do not rely on interference resolution skills were not expected to improve following extensive exposure to interference resolution training.

In Experiment 1, I tested for the effect of training on a battery of general-purpose cognitive tasks (including canonical WM tasks and one interference resolution task) on syntactic ambiguity resolution. I hypothesized that improved EF following training should generalize to real-time sentence processing and comprehension. Notably, transfer effects should be restricted to parsing conditions under high EF demands, namely when readers must revise an early parsing commitment after encountering new evidence that conflicts with their developing interpretation. Because EF training is hypothesized to transfer only to tasks requiring common underlying EF mechanisms, no training-related changes are expected under low EF demands, when reinterpretation is unnecessary. Such selectivity would be evidence for a successful process-specific training-transfer effect.
Moreover, trainees demonstrating improvement on WM training tasks that do not tap interference resolution were not expected to show this selective performance boost; these subjects were, instead, hypothesized to show no improvement from pretest to posttest on measures indexing high or low interference resolution. Finally, I hypothesized that the participants assigned to the (untrained) no-contact control group would show no cross-assessment improvement on ambiguous or unambiguous items, owed to their lack of experience practicing tasks that require EF.

Experiment 2 extends Experiment 1 by implementing more carefully controlled training regimens, as well as additional assessment tasks with high-EF demands. In particular, participants in Experiment 2 were assigned to one of three training groups, each of which practiced a single version of the \( n \)-back task (mentioned briefly above) over the course of the training period: The Lures Group trained on \( n \)-back with lures, a task expected to boost interference resolution. An identical version of the \( n \)-back task absent lure items was given to the No-Lures Group, rendering this group a direct control for the Lures Group. A final 3-Back Group performed a non-adaptive version of \( n \)-back to remove a critical design component thought to drive training-transfer effects. Briefly, adaptivity forces participants to stay at the precipice of their best performance throughout training, providing an appropriate level of difficulty to keep them engaged and improving over the course of their study involvement. All participants in Experiment 2 performed a battery of tasks at pretest and posttest, including syntactic ambiguity resolution, verbal fluency, recognition memory, and Stroop. Built into these assessment tasks were conditions with high-EF demands (e.g., ambiguous sentences, nouns with many verb associates, blocks with interfering memoranda, and incongruent color words) and little-
to-no-EF requirement (e.g., unambiguous sentences, nouns with few verb associates, blocks with no interfering to-be-remembered items, and congruent or neutral color words). Given that only subjects assigned to the Lures Group practiced a training task compelling them to routinely resolve interfering representations, I hypothesized that this group (and no other) would improve selectively on the high-EF conditions—and show little to no performance boosts on the low-EF trials—of the assessment tasks. Likewise, no cross-assessment performance advantage should exist among subjects assigned to the remaining non-Lures Groups on the high-EF conditions. Moreover, Experiment 2 included difficult syntactic materials that have not been directly tied to non-mnemonic capacities (object-extracted relative clauses), thus presenting the opportunity to test whether interference-resolution training confers a general advantage for all cases where effortful cognition is required. An improvement by the Lures Group on these items would indicate that high-EF training confers a general advantage for all difficult items, rather than just those items with interference resolution demands. Taken together, both studies are expected to provide convergent evidence for the malleability of interference resolution skills and its effects on language processing.
Chapter 2: Experiment 1 - Training Executive Functions for Sentence Processing

In the first experiment of this dissertation, I investigated whether enhancing regulatory functions through EF training improves garden-path recovery in healthy adults. Given claims that EF and flexible cognition also play an important role in a range of other language processing tasks (see above), a positive result from the present research could open the door to exploring whether EF training may be an effective intervention tool for improving reading comprehension, particularly in rare instances when multiple evidential sources do not conspire to guide or facilitate processing (i.e., when various representations compete, resulting in small but reliable consequences for interpretation; see Chapter 1 and Hussey & Novick, 2012).

The training tasks implemented in Experiment 1 were developed based on benchmark working memory tasks, some of which are known to elevate demands for cognitive control (e.g., by increasing the need to resolve among conflicting representations in memory). It is important to note that a battery of working memory training tasks were administered to test the possibility that performance improvements on specific ones might contribute differentially to improvements in syntactic ambiguity resolution (see Method and General Discussion). Put differently, the training tasks that rely on resources common to garden path recovery should render correlated measures

---

across both tasks. As highlighted in Novick, Trueswell, and Thompson-Schill (2005; see also D’Esposito & Postle, 1999; Novick et al., 2009; 2010), some working memory tasks rely on a non-mnemonic capacity, which involves the EF ability to resolve conflicting (or interfering) representations—a general skill necessary for some linguistic tasks, including recovering from misinterpretation. Such cases require EF—in particular interference resolution—to rein-in initial mischaracterizations of the input. Not all working memory tasks necessarily share this interference-resolution property to the same extent; thus, it is possible that only those training tasks that tax the need to resolve among competing alternatives and re-characterize information will predict or correlation with performance improvements in syntactic ambiguity resolution abilities across assessments.

Therefore, I will examine whether performance increases on some working memory training tasks (n-back, Letter-Number sequencing, Block Span, and/or Running Span; see Method) contribute to changes in ambiguity resolution performance more than others. According to a process-specific training account, the amount of transfer to untrained tasks following intervention depends on the extent of overlap between the cognitive and neural resources shared by the training and the transfer tasks. As outlined in Chapter 1, garden-path recovery engages interference resolution processes supported by regions within left VLPFC. One of the EF training tasks, namely n-back with lures, has been shown previously to recruit regions within VLPFC, owing to the interference generated by lure trials (see Method below; see also Gray et al., 2003; Jaeggi et al., 2003; Owen, McMillan, Laird, & Bullmore, 2005). Thus, a process-specific account predicts that only those EF tasks that recruit common areas in VLPFC for interference resolution, such as the n-back task, should transfer to syntactic ambiguity resolution (Novick et al.,
EF training tasks involving exclusively other functions like maintenance and manipulation of information in verbal or spatial working memory absent interfering representations (e.g., Letter-Number sequencing; Block Span) should demonstrate little or no transfer (or transfer that is sensitive to the degree of overlap between the training task and transfer measure). By including multiple training tasks that employ different components of EF to varying degrees in the training regimen, I was able to test whether EF training at the broadest level sufficiently improves garden-path recovery, or whether interference resolution training specifically is necessary to increase syntactic ambiguity resolution abilities, thus informing a deeper understanding of the domain-general cognitive control mechanisms that contribute to sentence reinterpretation.

2.1 Experimental Preliminaries

Pre- and post-training assessments included a reading task using sentences containing a temporary syntactic ambiguity. Consider (1) and (2):

1. While the thief hid the jewelry that was elegant and expensive sparkled brightly. (Temporarily Ambiguous)

2. The jewelry that was elegant and expensive sparkled brightly while the thief hid. (Unambiguous)

In (1), the ambiguity springs from the verb “hid,” which can be used either reflexively (individuals can hide themselves), or transitively (individuals can hide objects). Here, the transitive interpretation is strongly supported due to the absence of a comma following “hid,” which would impose the reflexive analysis (Ferreira, Christianson, & Hollingworth, 2001). The presence of a plausible object (“the jewelry”) further supports the transitive interpretation (see Garnsey, Myers, Pearlmutter, & Lotocky, 1997). Hence,
readers rapidly interpret the sentence to mean the thief is hiding the jewelry. This analysis, however, is ultimately unviable because “the jewelry” turns out to be the subject of a new clause (“the jewelry sparkled…”), not a direct object. Upon encountering late-arriving disambiguating evidence that conflicts with the developing interpretation (“…sparkled brightly”), readers must initiate cognitive control processes in order to re-characterize their initial representation of sentence meaning, i.e., to resolve the conflict and revise their misinterpretation (Novick et al., 2005; 2009). In (2), the reversed clause order unambiguously signals the reflexive analysis; consequently, reinterpretation is unnecessary and interference resolution and cognitive control processes need not deploy. Another way to disambiguate (1) would be to simply add a comma following the verb (“While the thief hid, the jewelry…”). However, in order to provide sufficient room for accuracy improvement across assessments, I adopted the reversed clause order disambiguation in (2) to maximize the ambiguity effect between conditions, following prior work indicating nominally higher error rates when comparing (1) to this unambiguous construction, versus the comma-disambiguation construction (see Exp. 3 in Christianson, Hollingworth, Halliwell, & Ferreira, 2001).³

³ Although I subscribe to constraint-based lexicalist perspectives of ambiguity resolution (e.g., MacDonald, Pearlmouth, & Seidenberg, 1994; Novick et al., 2003; Novick, Trueswell, & Thompson-Schill, 2008; Trueswell & Tanenhaus, 1994), testing this theory against serial models (in which individuals start with a syntactically-driven interpretation and revise when needed; Frazier & Fodor, 1978) was not the focus of the current experimental efforts, as various constraints were not manipulated to differentiate these models. Moreover, under both accounts, the ambiguous sentences in the present experiment should initially lead to an incorrect transitive interpretation, which must be reconciled with conflicting input later in the sentence regardless of how it was developed. I, therefore, omit discussion of parsing-theory contrasts and describe my materials, as well as readers’ processing decisions, in simple terms that do not rely on a particular parsing framework (for a review and theoretical discussion of constraint-based theories with respect to cognitive control, see Novick et al., 2005).
Participants answered questions that probed for lingering effects of misinterpretation, for example, “Did the thief hide himself?” Full reanalysis does not always occur in ambiguous cases, resulting in erroneous ‘no’ responses (Christianson et al., 2006; Christianson & Luke, 2011). Importantly, all comprehension questions queried the correct (reflexive) interpretation, and not the initially conceived and consequently incorrect analysis (the transitive interpretation (e.g., “Did the thief hide the jewelry?”)). This was designed as such to avoid vulnerability to memory effects, where error commissions (i.e., a ‘yes’ response to “Did the thief hide the jewelry?”) could be influenced by familiarity of the memory trace of the initial misinterpretation. In other words, even if a reader did correctly revise the sentence, they might respond erroneously because the question itself restated the incorrect transitive analysis, thereby reactivating the initial misinterpretation. Error commissions to such sentences could be furthermore shaped by plausible inferences or general world knowledge, since thieves are likely to hide jewelry. Instead, in order to correctly respond ‘yes’ to these questions—for instance, verifying that the thief was hiding himself—readers actually had to override the initial, incorrect transitive interpretation (that the thief was hiding the jewelry) to recover the alternative reflexive interpretation, which is a more straightforward indicator of garden-path recovery. Similarly, an incorrect ‘no’ response to these questions signifies a lingering commitment to the early direct-object analysis and, thus, recovery failure.

2.2 Hypotheses

The present domain-general EF training regimen may support controlled revision. Hence, I hypothesize that interpretation recovery—reflected by comprehension accuracy for ambiguous sentences—should improve following training. Such performance
increases might be especially related to training tasks aimed at enhancing interference resolution abilities. No changes are expected in unambiguous cases where the need for cognitive control is removed.

To investigate the effects of EF training on real-time sentence processing and reanalysis, I recorded participants’ eye-movements. Leftward saccades (regressions) to previously encountered material signal changes in moment-by-moment revision, and mark the launch of recovery functions (Frazier & Rayner, 1982; Sturt, 2007). I hypothesized that recovery efforts should improve following training, reflected by less processing difficulty upon encountering disambiguating (i.e., conflicting) evidence. Note that changes in eye-movement patterns should be associated only with reading behavior following entry into disambiguating sentence regions, where interference resolution and cognitive control processes are hypothesized to engage. Changes are not expected in other regions of ambiguous sentences, or anywhere in unambiguous sentences, if improvements are related specifically to enhancements in domain-general interference resolution abilities.

Furthermore, training-related improvements in garden-path recovery processes—indexed by both online and offline measures sketched above—may depend to a greater extent on performance increases on some training tasks than others. Theoretically, the extent of improvement on a training task targeting interference-resolution mechanisms might be especially likely to predict gains in garden-path recovery, because interference-resolution processes are thought to help recovery of alternative parsing options when other sources of evidence have guided the parser toward an incorrect syntactic characterization of the input (see Novick et al., 2005; 2009; 2010). In other words,
enhanced interference-resolution abilities may help readers better avoid misinterpretations by more rapidly countermanding early parsing decisions in real-time, reflected by more efficient changes in controlled revision processes (i.e., regressions) once a misanalysis has been discovered.

As highlighted by previous findings in the cognitive training literature, the ability to observe reliable effects of training across assessments hinges on whether individuals in the treatment group *actually improve* on the task(s) completed throughout the training regimen (see Chein & Morrison, 2010; see also Jaeggi et al., 2011). That is to say, there may be decisive differences within the group of trainees regarding the extent to which individuals respond positively to the regimen. Here, only those who successfully improve performance during interference-resolution training are expected to transfer these benefits to untrained measures of garden-path recovery (see the Discussion for caveats to this method). An important approach to analyzing this kind of study, therefore, is to differentiate training “responders” from “non-responders” (Chein & Morrison, 2010; Jaeggi et al., 2011). This can be done in two ways: (i) by using training responsiveness to the various tasks as a continuous variable to test the relation between the amount of improvement during the regimen and the amount of pre/post improvement in ambiguity resolution (i.e., transfer)—a multiple regression analysis that is consistent with prior training work; and (ii) by treating responsiveness to the various training tasks as a discrete variable, separating responders from non-responders via well-established statistical clustering methods (see Fraley & Raftery, 2002; 2011) and comparing these groups’ performance on the sentence processing task (using accuracy and reading time data as dependent variables) to the untrained group, which had no inter-assessment
training data to evaluate. I expected that only the responders would exhibit cross-Assessment garden-path recovery gains that are significantly greater than the other two groups. This latter analytic approach is novel for training studies. Generally speaking, the responders are the people of most theoretical and practical interest here.

To summarize, I hypothesize that:

1. Individuals’ level of improvement on a training task targeting interference-resolution processes (n-back with lures; see Method) should predict gains in garden-path recovery, whereas performance increases on the three other working-memory training tasks, which do not involve interference resolution functions, should not predict test-retest changes in ambiguity resolution.

2. Those who show steady and significant improvement (‘responders’) on a training task targeting interference resolution processes (n-back with lures) will differ reliably from the untrained control group—as well as from subjects in the training group who do not respond well to this task—regarding their cross-Assessment change in garden-path recovery.

3. By contrast, responders on the three other training tasks, which do not target this important cognitive control function by design, should behave similarly to untrained controls and the non-responders on those tasks in terms of cross-Assessment performance in syntactic ambiguity resolution. This should be the case if and only if the other training tasks do not tap (or, at least, tap less of) the proposed underlying EF shared by the n-back-with-lures task and syntactic ambiguity resolution (i.e., interference resolution).
2.3 Method

2.3.1 Subjects

Healthy native-English-speaking subjects were randomly assigned to a training or no-contact control group. Thirty-three participants were excluded from analyses (16 from the training group) for failing to complete all study phases. The final participant group comprised 43 individuals (training group: \(N=21\), 15 women, \(M_{\text{age}} = 21.1\) years, age range = 18-39 years, \(M_{\text{education}} = 14\) years; control group: \(N=22\), 15 women, \(M_{\text{age}} = 21.8\) years, age range = 18-36 years, \(M_{\text{education}} = 14.29\) years). None of the subjects had a history of neurological disorders, stroke, or learning disabilities, and no one reported taking medications to correct problems related to neuropsychological or neuropsychiatric impairment. All subjects had normal or corrected-to-normal vision and hearing.

2.3.2 Design

A double-blind pretest/posttest design was used; accordingly, neither subjects nor experimenters knew subjects’ condition assignments. Different moderators held training and assessment sessions in separate labs, so that the experimenter who collected the assessment data was blind to the condition to which each subject had been assigned. Additionally, because subjects in the experimental and control conditions never interacted, they were in principle blind to each other’s condition and unaware of the differences between them. The experimental group visited the training lab for 20 one-hour sessions in the three-to-six weeks (\(M=4.9\) weeks) intervening pretest (Assessment 1) and posttest (Assessment 2) (see Figure 1). Importantly, training did not involve practicing syntactic ambiguity resolution or reading of any kind. Thus, any demonstrated effects of transfer might reasonably be attributed to improvements in domain-general
processes, rather than to extra experience practicing linguistic- or syntactic-specific processes. Control participants received no contact during this interval (see Chein & Morrison, 2010; Jaeggli et al., 2008), but the interim between their assessments was also three to six weeks ($M=5.1$ weeks), matched to the training group.

During each assessment, participants completed 14 short cognitive tasks and a reading task testing syntactic ambiguity resolution. I consider here data from only the syntactic ambiguity resolution task, as the additional cognitive assessments addressed independent research questions related to crystallized and fluid intelligence (and will therefore be reported elsewhere). Moreover, these other assessments were conducted and led by other researchers, and were largely completed during a separate task-administration session. None of the other cognitive assessments involved psycholinguistic tasks of any type. Each assessment battery was administered across two 2-hour sessions that were completed on different days within a two-week period.4

---

4 All subjects also completed a third assessment, which occurred three months following Assessment 2 without additional training for the experimental group. Assessments 1 and 2 were of primary interest, as performance at Assessment 2 measured the immediate effects of training versus Assessment 1 (Assessment 2 was completed approximately one week after trainees finished the regimen). Assessment 3 was included to evaluate maintenance of training effects primarily for the non-syntactic measures of cognitive function (i.e., the assessments of fluid and
2.3.3 Training Tasks

In the interval between assessments, subjects in the training group completed 20 hours of practice on eight tasks, four of which were working memory tasks with EF characteristics designed to tax and improve their ability to regulate attention. A battery of four EF tasks was used in order to tap a broad array of executive-control functions (see below and Table 1), to test if gains on any particular training task(s) with emphasis on specific EF properties (e.g., interference resolution) could significantly predict ambiguity resolution improvements versus others. These four EF tasks were programmed in-house, and were developed based on paradigms commonly used in the neurocognitive literature. These included a letter n-back task with lures in non-n positions (targeting conflict/interference resolution processes); an auditory letter running-span task (targeting the capacity of attentional focus; see Bunting, Cowan, & Saults, 2006); a letter-number sequencing task (LNS, a complex span task targeting the manipulation of verbal stimuli in working memory); and a block span task (a complex span task targeting visual-spatial working memory). Previous research has implicated the recruitment of regions within left VLPFC during non-training versions of n-back with lures (Gray et al., 2003; Owen et al., 2005) and some versions of running span (Postle, Berger, Goldstein, Curtis, & D’Esposito, 2001; see Discussion). Posit Science contributed the remaining four training tasks from their brain-fitness software packages (Brain Fitness Program, Version 2.1; Insight, Version 1.1). These included “jewel-diver” (targeting divided attention through visual-tracking of multiple objects), “match-it” (targeting the ability to match auditory and visual representations of a phoneme), “sound-replay” (targeting phoneme crystallized intelligence). We do not include Assessment 3 data, as they do not bear on my central hypotheses.
categorization and discrimination), and “listen-and-do” (targeting the ability to follow auditory instructions).  

Four tasks were administered per training session for approximately 15 minutes each. Over the 20 sessions, each task was repeated 10 times, and task difficulty adapted dynamically to individual levels to keep participants continually on the threshold of their best performance. Task order was the same for all participants. I describe the four in-house EF tasks briefly below, each of which is also detailed in the top 4 panels of Table 1.

N-Back. Sets of twenty-five single letters were displayed serially and participants indicated by button press whether the current letter had appeared $n$ items previously (see first panel of Table 1). For example, if given the sequence $H-B-K-H$ in a 3-back condition, the second $H$ would be a ‘target’; in the sequence $H-B-K-T$, the $T$ would be a ‘non-target’ because it does not match the 3-back stimulus, $H$. This version of $n$-back was intended to train conflict/interference resolution mechanisms by including ‘lure’ trials—recently presented letters that occurred either immediately before ($n-1$) or after ($n+1$) the $n^{th}$-back item (Kane, Conway, Miura, & Colflesh, 2007; see also Gray et al., 2003; Burgess et al., 2011). For example, if given the sequence $H-B-H-D-K$ in a 3-back condition, the second $H$ would be a lure (an $n-1$ lure) because it was a 2-back, not a 3-back, stimulus. Thus, subjects would have to respond ‘non-target’ to this item. Because

---

5 The four commercial Posit tasks primarily targeted low-level perceptual functions, and were included not because of any expected relation to syntactic ambiguity resolution, but because of theoretical overlap with the other pre/post cognitive assessments that subjects completed. The link between the Posit tasks and the other assessments addresses entirely separate research questions beyond the scope of—and unrelated to—the work presented in this paper. We mention them because subjects in the training group completed them during the interval between assessments, but hereafter we limit further discussion and analysis of these tasks because they will be reported in full elsewhere.
lures did not appear in the specified $n$-back location, participants had to override a tendency to respond based on familiarity alone and resolve the conflict between the correct representation and a familiar, but incorrect one (see General Discussion). Participants encountered three lure levels before $n$ increased: no lures, $n+1$ lures only, and both $n+1$ and $n-1$ lures. Task difficulty increased when participants achieved at least 85% accuracy by first increasing lure level incrementally and then by increasing $n$. Task difficulty decreased if participants fell below 65% accuracy, again by first decreasing the lure level and then by decreasing $n$. Difficulty values reflected both the value of $n$ and the lure level.

**Running Span.** Anywhere from 12 to 20 letters were presented auditorily in a continuous stream (see second panel of Table 1). Each string ended unpredictably, after which participants immediately had to recall the last $n$ items from a fleeting auditory memory store. Initially, $n=2$ and $n$ increased after participants successfully satisfied the criteria for progression at each of three presentation rates: 1,000 ms, 750 ms, and 500 ms. If a participant achieved 100% accuracy on four successive trials, then presentation rate increased in increments of 250 ms to a maximum rate of 500 ms. If the presentation rate was already 500 ms, then $n$ increased by 1 and the presentation rate slowed to 1,000 ms. If mean accuracy dropped to 25% or below, then task difficulty decreased by slowing the presentation rate by 250 ms; if the presentation rate was already 1,000 ms, then $n$ decreased by 1. Difficulty values reflected both the value of $n$ and the presentation rate.

**Letter-Number Sequencing (LNS).** Pseudo-randomized sets of one or more sequences of interleaved letters and digits were presented visually (see third panel of Table 1). Participants were instructed to recall the numbers in ascending order first,
followed by the letters in alphabetical order, separately for each set sequence. The number of items within a sequence and the number of successive sequences presented before recall adapted to participant performance. If participants performed perfectly on four consecutive sets, the task increased in difficulty first by incrementally increasing the number of characters per sequence from two to six, and then by increasing the number of sequences per set from one to six. If participants completed less than two consecutive sets correctly, then the task decreased in difficulty by first reducing the number of characters per sequence followed by the number of sequences per set. Difficulty values reflected both the number of sequences per set and the number of blocks per sequence.

**Block Span.** Sets of one or more sequences of shaded blocks were presented in a 4x4 grid (see fourth panel of Table 1). After each set was presented, participants were instructed to recall the block locations for each sequence in the order of presentation. Initially, a set consisted of only one sequence of two blocks. If participants had perfect recall for four consecutive sets, then task difficulty increased first by incrementally boosting the number of blocks per sequence from two to five, followed by the number of sequences per set from one to six. Task difficulty decreased if participants completed less than two of four sets correctly by first decreasing the number of blocks per sequence and then the number of sequences per set. Difficulty values reflected both the number of sequences per set and the number of blocks per sequence.

2.3.4 Transfer Task: Syntactic Ambiguity Resolution

Separate but complementary versions of the ambiguity resolution task were developed so that participants never saw the same materials across assessments. Twenty-four verbs that could be used both transitively or reflexively (e.g., “hid”) were borrowed
<table>
<thead>
<tr>
<th>Task</th>
<th>Targeted Cognitive Ability</th>
<th>Example Trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual Letter N-Back Task with Lures</td>
<td>interference resolution in working-memory</td>
<td><img src="image1.png" alt="Diagram" /></td>
</tr>
<tr>
<td>Auditory Letter Running Span Task</td>
<td>capacity of attentional focus</td>
<td><img src="image2.png" alt="Diagram" /></td>
</tr>
<tr>
<td>Letter-number Sequencing Task (LNS)</td>
<td>manipulation of verbal stimuli in working memory</td>
<td><img src="image3.png" alt="Diagram" /></td>
</tr>
<tr>
<td>Block Span Task</td>
<td>visuo-spatial working memory</td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Table 1. Explanations of the 4 in-house training tasks used in Experiment 1.
from Christianson et al. (2006) and were used to create 12 ambiguous and 12 unambiguous sentences per assessment (see examples 1 and 2 above). At each assessment, these 24 items were embedded within 90 filler sentences (borrowed directly from Christianson et al., 2006; personal communication), which did not contain syntactic ambiguities and sampled a variety of constructions to draw attention away from the ambiguity manipulation. This variety included transitive structures that resembled the experimental items but removed any critical temporary indeterminacy (e.g., “While the father prepared the burgers he covered them with pepper;” “The exterminator entered the school while the cockroaches scurried”). For each assessment, two lists were created: if an item in one list was ambiguous, it was unambiguous in its counterpart list. List administration was pseudorandom and counterbalanced across participants and assessments. Thus, each reflexive/transitive verb appeared only once per assessment. If a participant saw a particular verb in an ambiguous construction at Assessment 1, that verb appeared in an unambiguous construction at Assessment 2 in a different sentence. Hence, while verbs repeated, they did so only across assessments and appeared in new contexts and ambiguous/unambiguous frames.

A comprehension question about the correct reflexive interpretation was presented following every sentence. For ambiguous items, this meant that the questions probed for lingering effects of ambiguity and thus failure to revise and arrive at the correct interpretation (Christianson et al., 2006). For instance, in order to correctly answer “Did the thief hide himself?,” readers were forced to override the initially favored transitive analysis. The same question was presented for the unambiguous versions of an item. Thus, for all ambiguous and unambiguous items, the correct response was ‘yes.’
However, correct ‘yes’ and ‘no’ responses were balanced across the 114 total items (ambiguous, unambiguous, filler) at a given assessment. All sentences can be found in Appendix A.

**Apparatus.** Eye-movements were recorded using an EyeLink 1000 eye-tracker (SR Research), with vertical and horizontal eye position sampled every millisecond. Stimuli were presented via the UMass Amherst EyeTrack 0.7.10 Software (http://www.psych.umass.edu/eyelab/software/).

Participants were situated in the Eyelink’s forehead and chin rests. Viewing was binocular but the system was set to monocular recording. The eye-tracker was calibrated to an average spatial-resolution error of 0.50° or less and recalibrated as needed. Eye-movement data were excluded from one participant who could not be calibrated (a subject in the untrained control condition).

Each trial began with a fixation box in the position of where the leftmost character of the sentence would appear. Once a subject fixated this box, the sentence appeared automatically, replacing the fixation box; this procedure served as a trial-by-trial calibration check. Each sentence was presented in its entirety on a single line. Participants were instructed to read each sentence at a comfortable pace and press a button when finished to advance to the comprehension question, to which they responded ‘yes’ or ‘no’ via button press. Before the experiment, participants completed ten practice trials to ensure that they understood the procedure. Total task time averaged 40 minutes (range=25 to 50 minutes), including recalibration and a scheduled break.
2.4 Analyses and Results

Analysis of the training data revealed that participants showed the expected improvement on the four in-house training tasks (average effect size, Cohen’s $d=1.7$). However, did training gains transfer to syntactic ambiguity resolution? I focused on two measures of garden path recovery to address this question: sentence comprehension accuracy and real-time reanalysis using eye movements.

2.4.1 Sentence Comprehension Accuracy

**Analysis.** Using multiple regression, I examined the relation between individual training task performance and cross-assessment improvement in syntactic ambiguity resolution with Training Task as a factor, to understand the nature of the continuous relation between training improvement and transfer on a subject-by-subject basis. Crucially, this analysis allowed insight into whether trainees’ gains on certain intervention tasks significantly predicted performance gains in garden-path recovery. Following the multiple regression analysis, I report cluster analyses that identified responders and non-responders on each of the four training tasks; I then entered these discrete responsiveness variables into multilevel mixed-effects models to test for Group-by-Assessment interactions, to determine if the responders’ ambiguity resolution improvements differed reliably from both the non-responders and the untrained controls, who provided no training data between reading assessments. I conducted multilevel mixed-effects models using R’s lmer function (lme4 library, Bates & Sarkar, 2007) due to their appropriateness for handling categorical data (see Jaeger, 2008). All accuracy data were first transformed using an empirical (e)logit function to correct potential problems related to heterogeneity of variance (see equation 5 in Barr, 2008). For clarity,
untransformed data are reported and illustrated in the figures. (Transformations did not result in any change in data patterns or significance values.) Such mixed-effects models were used both to statistically evaluate any test-retest improvement in the conditions of interest and to examine whether any reliable differences emerged among the groups (responders, non-responders, controls; see below) in test-retest changes. For all statistical models, Subjects and Items were crossed as random intercepts (Baayen, Davidson, & Bates, 2008; Jaeger, 2008; Quené & van den Bergh, 2008). In each analysis reported, I evaluated whether both random slopes and intercepts improved the fit of the models. Corrected Akaike information criteria (AICc; see Burnham & Anderson, 2004) were used to determine whether the best-fitting model included random slopes. In every case, only random intercepts improved model fit (see AICc's in Tables 3 and 5); therefore, all models that I report in the main text exclude random slope terms.

I also conducted Jeffreys-Zellner-Siow (JZS) Bayes-factor (BF) tests to verify the results of each t-test reported below using R’s ttest.Quad function (BayesFactorPCL library, Morey & Rouder, 2010; see Rouder, Speckman, Sun, Morey, & Iverson, 2009 for a detailed explanation of BFs of t-tests). JZS BF tests include a parameter, r, used to index expected effect sizes; because I have no hypotheses with respect to effect size, r was set a priori to a default value of 1.0. Cauchy priors were assumed for all BF tests implemented for each reported balanced one-way ANOVA model below using R’s onewayAOV.Quad function (BayesFactorPCL library, Morey & Rouder, 2010; see Masson, 2011; Rouder, Morey, Speckman, & Province, in press). Note that where an ANOVA model is unbalanced or requires more than one factor of interest, BFs are not reported; thus, where mixed-effects models (including random effects of Subjects crossed
with Items) are reported, BFs are not conducted. Some comparisons are expected to support the null hypothesis, and JZS BFs provide a means to assess the degree to which this is indeed the case. Bayes-factor tests reflect the likelihood of support for the alternative hypothesis over support for the null hypothesis, such that for t-tests, coefficients less than 0.1 index strong support for the null hypothesis and those less than 0.3 index substantial support for the null hypothesis, while those greater than 3 index substantial support for the alternative hypothesis, and those greater than 10 strongly support the alternative hypothesis.

**Baseline Ambiguity Results.** To determine first, as a manipulation check, whether the ambiguous materials imposed the hypothesized difficulty compared to unambiguous items, I fit the accuracy data for Assessment 1 only, crossing Subjects and Items as random effects and including Sentence-Type (Ambiguous, Unambiguous) as the critical fixed factor. The best-fitting mixed-effects model included a reliable effect of Sentence-Type, revealing significantly more errors in ambiguous (41%) than unambiguous (10%) conditions ($z=11.85, p<.001, BF=25.90$). This suggests that the ambiguous materials provoked the expected difficulty in interpretation-recovery at Assessment 1. Accordingly, I tested if training gains predicted improvements in garden-path recovery from Assessment 1 to Assessment 2 using multiple regression.

**Relating Garden-path Recovery Improvement to Training Responsiveness:**

**Multiple Regression Results.** Because participants in a training group typically achieve different levels of training performance (cf. Chein & Morrison, 2010; Jaeggi et al., 2011), I investigated whether training gains on the four in-house intervention tasks—computed by subtracting subjects’ first session performance from their final session performance—
were related to individual levels of garden-path recovery improvement, an approach consistent with prior training studies. Given that the regimen targeted a range of EFs (see Method), this analysis also permitted scrutiny of the specific training tasks that reliably forecasted gains in ambiguity resolution, thereby providing insight into whether practicing particular EFs contributed to increased sentence-reinterpretation abilities versus others.

Entering Training Task as an independent factor while controlling for Training Gains, I conducted a multiple regression analysis testing for the continuous relationship between performance increases on the four intervention tasks and post-intervention improvement in accuracy to comprehension questions following syntactically ambiguous sentences (the dependent variable). I ran separate models for ambiguous and unambiguous data because I maintained the a priori hypothesis that training-mediated differences should occur only in the high-interference, ambiguous condition, whereas no such effects were expected in the unambiguous condition. Interestingly, as hypothesized, the n-back task was the only training task to result in a main effect of comprehension accuracy improvement on ambiguous items ($t(71)=-2.11, p<0.05$, BF=0.57; all other main effects: $p_s>0.16$, BFs<0.17). No training tasks accounted for such an effect in unambiguous items ($p_s>0.38$, BFs<0.09). Crucially, the interaction of Training Gains-by-Training Task nearly reached significance for the n-back task only ($b=0.19$, $t(71)=1.92$, $p=0.05$, BF=0.39; the analysis of covariance interaction terms for the remaining training tasks: $p_s>0.11$, BFs<0.10), indicating that accuracy improvement on ambiguous sentences depends on performance increases on this task in particular. (Notably, there was sufficient variance in how responsive the trained group was for the three non n-back
tasks; see cluster analyses below for LNS, Block Span, and Running Span. Nevertheless, Gains-by-Task interactions still were not observed). An interactive relationship did not emerge for unambiguous items for any training task ($p>0.38$, $BFs<0.04$). Taken together, these results suggest that the greater improvement achieved through consistent practice with the $n$-back task, the more improvement achieved on a far-transfer task of syntactic ambiguity resolution. As hypothesized, I believe that this selective correspondence is due to shared processing attributes (i.e., interference resolution) across $n$-back-with-lures and garden-path recovery.

The multiple regression analysis allowed the use of responsiveness as a continuous variable to understand test-retest changes in garden-path recovery as they relate to performance increases on the four training tasks; I observed that only $n$-back gains reliably predicted garden-path recovery improvements. However, I cannot perform a similar analysis including untrained controls because this group had no inter-assessment data on which to base such a responsiveness variable. On the other hand, multilevel mixed-effects models allow for a direct comparison of controls and trainees.

Because the multiple regression analysis revealed important individual differences in responsiveness on the $n$-back training task, I employed hierarchical cluster analyses to statistically separate individual trainees who showed gains on this task from those who did not. This served to confirm the relation between $n$-back training gains and improvements in garden-path recovery and ultimately allowed me to compare both subgroups to the untrained subjects (thus further probing the interaction observed in the regression analysis for this task separately). Cluster analyses are a novel approach to examining individual differences in training responsiveness, as prior studies have either
tested for correlations between training gains and transfer effects (Chein & Morrison, 2010), or used a median split to define training responders and non-responders (Jaeggi et al., 2011) when evaluating how training variability relates to transfer success. In previous research, responders and non-responders have usually been analyzed separately in terms of transfer effects, rather than being statistically evaluated against each other. Here, I entered the cluster-defined responsiveness variable into a larger mixed-effects model to allow the model to determine whether a Group-by-Assessment interaction provided the best fit of the garden-path accuracy data, where the Group factor contained three levels: responders, non-responders, and untrained controls. In other words, the mixed-effects comparisons allowed me to ascertain whether the responders’ accuracy reliably improved and if this improvement was significantly different from the other two groups.

**N-back Cluster Analysis Results: Identifying Responsive Trainees and Non-Responsive Trainees.** I identified individuals who responded well to the n-back task with a model-based cluster analysis using R’s mclust function (mclust library, Fraley & Raftery, 2011), which implements maximum likelihood estimation and Bayes criteria to identify the number of naturally occurring clusters of subjects given the distribution of an outcome measure (see Fraley & Raftery, 2002). This analysis was conducted for n-back performance using training gains as the primary index of training responsiveness, where gains were computed by subtracting each participant’s initial training-session performance from his or her final training-session performance (see also Jaeggi et al., 2011). This analysis identified two clusters of subjects: 13 “responders” (6 women, $M_{\text{age}} = 22.4$ years; age range = 19-39 years, $M_{\text{education}}$: 14.6 years) and 7 “non-responders” (6 women, $M_{\text{age}} = 20.5$ years, age range = 18-34 years, $M_{\text{education}}$: 14.2 years). As depicted in
<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>Slope</th>
<th>Gains</th>
<th>First Score</th>
<th>Final Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task: N-Back</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Trainees</td>
<td>20</td>
<td>4.442</td>
<td>0.404</td>
<td>3.689</td>
<td>2.246</td>
<td>5.934</td>
</tr>
<tr>
<td>Responders</td>
<td>13</td>
<td>5.277</td>
<td>0.569</td>
<td>5.132</td>
<td>2.323</td>
<td>7.455</td>
</tr>
<tr>
<td>Non-responders</td>
<td>7</td>
<td>2.891</td>
<td>0.096</td>
<td>1.009</td>
<td>2.101</td>
<td>3.110</td>
</tr>
<tr>
<td>Responder vs. Non-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>responders (F-value):</td>
<td>63.07***</td>
<td>61.23***</td>
<td>85.66***</td>
<td>2.31</td>
<td>113.50***</td>
<td></td>
</tr>
<tr>
<td><strong>Task: Letter-Number Sequencing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Trainees</td>
<td>21</td>
<td>5.344</td>
<td>0.160</td>
<td>1.585</td>
<td>4.112</td>
<td>5.697</td>
</tr>
<tr>
<td>Responders</td>
<td>4</td>
<td>6.329</td>
<td>0.337</td>
<td>3.437</td>
<td>4.209</td>
<td>7.646</td>
</tr>
<tr>
<td>Non-responders</td>
<td>17</td>
<td>5.112</td>
<td>0.118</td>
<td>1.149</td>
<td>4.090</td>
<td>5.238</td>
</tr>
<tr>
<td>Responder vs. Non-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>responders (F-value):</td>
<td>3.91†</td>
<td>17.63***</td>
<td>30.87***</td>
<td>0.10</td>
<td>15.24**</td>
<td></td>
</tr>
<tr>
<td><strong>Task: Running Span</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Trainees</td>
<td>21</td>
<td>3.165</td>
<td>0.079</td>
<td>0.994</td>
<td>2.463</td>
<td>3.457</td>
</tr>
<tr>
<td>Responders</td>
<td>9</td>
<td>3.400</td>
<td>0.103</td>
<td>1.520</td>
<td>2.416</td>
<td>3.936</td>
</tr>
<tr>
<td>Non-responders</td>
<td>12</td>
<td>2.989</td>
<td>0.062</td>
<td>0.599</td>
<td>2.498</td>
<td>3.098</td>
</tr>
<tr>
<td>Responder vs. Non-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>responders (F-value):</td>
<td>4.92*</td>
<td>7.86*</td>
<td>39.22***</td>
<td>0.32</td>
<td>21.72***</td>
<td></td>
</tr>
<tr>
<td><strong>Task: Block Span</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Trainees</td>
<td>19</td>
<td>5.163</td>
<td>0.093</td>
<td>1.321</td>
<td>4.047</td>
<td>5.368</td>
</tr>
<tr>
<td>Responders</td>
<td>9</td>
<td>5.731</td>
<td>0.135</td>
<td>1.890</td>
<td>4.293</td>
<td>6.183</td>
</tr>
<tr>
<td>Non-responders</td>
<td>10</td>
<td>4.653</td>
<td>0.055</td>
<td>0.809</td>
<td>3.825</td>
<td>4.634</td>
</tr>
<tr>
<td>Responder vs. Non-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>responders (F-value):</td>
<td>30.12***</td>
<td>13.46**</td>
<td>65.13***</td>
<td>8.74**</td>
<td>57.64***</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Performance measures of responders and non-responders across the four training tasks. Groups were defined by a two-component cluster analysis (see text). Note that Block Span responders and non-responders differ at training-session 1, and LNS responders and non-responders show only a marginal difference in average training performance. †p<0.06, *p<0.05, **p<0.01, ***p<0.001

Figure 2, this particular responder/non-responder distinction demonstrates wide variability in terms of subjects’ performance curves throughout the course of n-back training, an illustration that was confirmed by an analysis of variance (ANOVA). One-sample ANOVAs were conducted to compare the two clusters in terms of improvement;
in general, the clusters reliably diverged on a range of dependent measures, including (i) mean n-back training score over all 10 training sessions, (ii) n-back gains from session-to-session as indexed by slope, (iii) n-back gains from session 1 to session 10 (i.e., the measure by which the clusters were defined), and (iv) final n-back session score. Importantly, responders did not differ from non-responders at the onset of training as reflected by session 1 n-back score (see upper panel of Table 2). Taken together, this suggests that the cluster analysis segregated subjects into two meaningfully, systematically, and significantly different groups.

**Garden-path Recovery Improvement in Responders vs. Non-Responders vs. Untrained Controls: Mixed-Effects Model Results.** I compared test-retest performance across Assessments 1 and 2 to evaluate if the “responders” showed selective improvement in pre/post garden-path recovery performance that was statistically different from that of untrained subjects and “non-responsive” trainees who did not demonstrate gains on n-back. To do this, I fit the data for ambiguous and unambiguous materials in separate mixed-effects models with Subjects and Items as crossed random effects and both Assessment (1 vs. 2) and Group (n-back responders vs. non-responders vs. untrained controls) as fixed categorical factors, using the results of the above cluster analysis to determine the levels of each fixed Group factor. Similar to the multiple regression analysis earlier, I ran separate models for ambiguous and unambiguous data because I hypothesized a priori that training-mediated differences should occur only in the high-interference, ambiguous condition, whereas no such effects were expected in the unambiguous condition. Again, a categorical independent variable was used in lieu of a continuous measure of training responsiveness because untrained controls had no
analogous measure of inter-assessment gains (i.e., this group received no contact between assessments and therefore had no training data to contribute).

I first tested if there were any unexpected differences across the three groups in terms of syntactic ambiguity resolution performance at Assessment 1. The best fitting mixed-effects model of Assessment 1 accuracy performance when Group and Sentence-Type were input as fixed factors included only Sentence-Type as a reliable fixed factor (z-value=8.89, p<.001). That Group as a fixed effect did not improve the model fit indicates, importantly, equivalent performance among responders, non-responders, and untrained controls prior to intervention.

Figure 2. N-back performance curves by training session for responders and non-responders.

When analyzing cross-Assessment changes in accuracy, there were main effects of both Assessment and Group and a significant Group-by-Assessment interaction for the ambiguous (ps<0.05) but not the unambiguous sentences (see shaded panel of Table 3).
To investigate this interaction further, I fit the data for each group separately, crossing Subjects and Items as random effects and including Assessment (1 vs. 2) as a fixed factor. This revealed a significant main effect of Assessment for successfully trained subjects (i.e., n-back responders; \( z = -3.68, p < 0.001 \)), but not for subjects in the untrained control condition (\( z = -1.51, p > 0.13 \)) or the non-responder subgroup (\( z = 0.83, p > 0.40 \)), such that only the intercept was reliable in the models for these two latter groups.

![Figure 3](image)

Figure 3. Change from Assessment 1 to Assessment 2 in comprehension accuracy rates split by Group (untrained controls, n-back non-responders, and n-back responders). The large positive difference score for n-back responders (see text) reflects that this subgroup had significantly better accuracy at Assessment 2 than at Assessment 1 for ambiguous items only, an increase that was reliably different from untrained subjects’ and non-responders’ performance changes (i.e., a Group-by-Assessment interaction). Error bars reflect ±1 SEM.

Crucially, there was no such interaction for unambiguous sentences across sessions; indeed, the best-fitting model included only the intercept suggesting that the fixed factors did not account for accuracy patterns in unambiguous items (see shaded panel of Table 3). Figure 3 illustrates the magnitude of accuracy change across assessments for each group on ambiguous and unambiguous sentences; as can be seen,
responders’ accuracy increases most on comprehension questions following ambiguous sentences (M=16.67%), compared to non-responders (M=−3.57%) and untrained controls (M=7.20%), who do not differ reliably in performance to ambiguous items across assessments. As expected, none of the groups demonstrate a cross-Assessment change in accuracy for unambiguous items; however, it is important to note that there was little room for change in this condition given that accuracy performance was near ceiling at Assessment 1.

Alongside the multiple regression patterns, these findings suggest that there may be important individual differences concerning who may benefit most from training—particularly from the interference resolution functions practiced through the present version of n-back (see General Discussion)—and, therefore, who should be expected to demonstrate reliable transfer to untrained measures of syntactic ambiguity resolution (see Jaeggi et al., 2011).

The relation between n-back training improvement and garden-path recovery gains is likely due to performance gains on the shared underlying interference resolution process. However, one possible interpretation of the results thus far is that successful trainees are not responding to the n-back task in particular, but rather that this subgroup merely enjoys a better capacity to learn generally from experience. Such a sharper ability to learn could, in principle, underlie both n-back improvement and greater test-retest improvement on syntactic ambiguity resolution. Although the results of the multiple regression analysis are suggestive against the “better learner” interpretation (because garden-path accuracy improvements depended selectively on individual training gains on the n-back task), it is possible that n-back responders were also the responders on the
Table 3. Significant fixed effects from the best fitting mixed-effects models of comprehension accuracy data, testing for an Assessment (1 vs. 2) by Group (responders vs. non-responders vs. untrained controls) interaction separately for ambiguous and unambiguous items on each of the four training tasks. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower \( \text{AIC}_c \) values for models without random slopes as compared to those with random slopes. Thus the best-fitting models \textit{without} random slopes are reported here. \*p<.05, \**p<.01, \***p<.001 three other training task but that those tasks did not permit sufficient variation in performance increases to observe any transfer effects.

To evaluate this possibility, I conducted additional cluster analyses to identify responders and non-responders on LNS, Running Span, and Block Span. The results showed that there was in fact significant performance variability on these three training
tasks, but that \(n\)-back responders did not necessarily also respond well to them, indicating that this subgroup was not selected for being better learners in general. Moreover, entering this responsiveness variable for the three other training tasks into mixed-effects models revealed that, as expected, increases on those tasks did not result in a Group-by-Assessment interaction regarding garden-path-recovery improvements, patterning with the non-significant contributions of each in the multiple regression model.

**Responsiveness to Other Training Tasks: Additional Cluster Analyses and Mixed-Effects Models.** I identified responders and non-responders to the three other training tasks (LNS, Block Span, and Running Span) using the same model-based cluster analysis outlined previously for \(n\)-back. The goal of this analysis was twofold: (i) to determine if the group of responders identified for the \(n\)-back task *necessarily* comprises the same individuals who responded well to the other training tasks; and (ii) to test whether responders on the other training tasks demonstrated a reliably greater improvement in sentence re-interpretation ability across assessments as compared to non-responders and untrained subjects. The second goal is particularly critical when entertaining a process-specific account of the present results, such that other tasks not designed to tap the EF of interest (interference resolution) should confer little pre/post benefit to syntactic reanalysis, or resolution of incompatible interpretations.

A model-based cluster analysis yielded only a single cluster for the LNS and Running Span tasks (\(N_s=21\)), and three separate clusters for the Block Span task (non-responder group A: \(n=2\); non-responder group B: \(n=8\); responder group: \(n=9\)). Because the model-based cluster analyses of LNS and Running Span gains did not reveal distinct groups of subjects, I employed an alternative cluster-analytic method whereby the model
must create a specific number of distinct clusters by maximizing the distance between them, such that the most similarly performing individuals coalesce within a cluster. Since I aimed to identify two broad clusters of individuals (responders and non-responders), I used a two-component clustering approach. The bottom three panels of Table 2 show that, by and large, the responder/non-responder groups did not differ in performance scores at the first training session (except for Block Span), but did reliably diverge in terms of average training performance, final session score, training gains, and performance slope. Together this indicates that the two-component clustering approach consistently defined two groups of subjects for each task that differed significantly on various measures of training responsiveness.\(^6\)

To address whether \(n\)-back responders were also classified as “responders” on other tasks in the training regimen, I tallied the number of training tasks on which each participant was considered a responder. Figure 4 illustrates trainees’ propensity for general “responder” status given their \(n\)-back performance. Firstly, it is important to note in the figure that, indeed, the clusters of responders and non-responders identified across the four training tasks \textit{do not systematically overlap}; that is, subjects showing improvements on the \(n\)-back training task may not have performed well on the other training tasks. In fact, most \(n\)-back responders (54%) were considered responders on only \textit{one} of the other training tasks (out of three), and \textit{none} of the \(n\)-back responders were responders on \textit{all} training tasks (Figure 4). Moreover, three \(n\)-back responders (23%)

\(^6\) Note that when applying this forced two-cluster approach to \(n\)-back performance data, the model identified the same individuals as responders—\(n=13\)—and non-responders—\(n=7\)—as previously categorized, replicating the model-based approach sketched in the main text above. This was also true for Block Span, except that the two subjects identified in the lowest-performing group were clustered here with the other non-responders into a single non-responder group, resulting in the following two clusters: responders—\(n=9\)—and non-responders—\(n=10\).
were actually non-responders on LNS, Block Span, and Running Span. This pattern suggests that the n-back / garden-path recovery relation does not simply index a superior ability to learn, reflected commonly across improved performance on these two tasks. The reason is that one would expect those with a better or faster capacity to learn to demonstrate this capacity across all tasks. Instead, as hypothesized and demonstrated below, the relationship observed between n-back gains and a significantly improved ability to resolve temporary syntactic ambiguity was selective, which I believe reflects a positive response to practicing the EF functions common to n-back and garden-path recovery, rather than a sharper capacity to learn in general.

Secondly, I conducted multilevel mixed-effects models to test whether responders to the three other training tasks that were developed (which tapped different EFs than n-back by design; see Method and General Discussion) showed reliably better garden-path-recovery improvement across assessments than untrained controls and non-responders to those tasks. If not, then this would confirm the selectivity of—and suggest a special status for—n-back training in terms of its ability to tap and improve those domain-general EFs that are shared with sentence re-interpretation. As before, I fit the data for ambiguous and unambiguous materials separately with Subjects and Items as crossed random effects and entered both Assessment (1 vs. 2) and Group (responders vs. non-responders vs. untrained controls) as fixed categorical variables for each of the three other training tasks, as identified by the various task-specific two-component cluster analyses (Note: First, I tested if the three groups (responders, non-responders, controls) for each of the remaining three training tasks differed in syntactic ambiguity resolution performance at Assessment 1. Critically, in mixed-effect models that tested for a Group-by-Sentence-Type interaction
Figure 4. Responsiveness on the three other training tasks assuming n-back responsiveness. Responsiveness to each training task was defined by the output of a two-component cluster analysis (see text). Subjects varied in their ability to improve consistently across the other training tasks, irrespective of n-back gains, suggesting that n-back responders are not necessarily general-purpose learners. The x-axis depicts the number of other, non-n-back tasks that a trainee responded to based upon n-back responsiveness. It does not depict the total number of tasks to which a trainee responded. The “0” column, for example, shows that three n-back responders responded to 0 other tasks, and (only) 1 n-back non-responder did not respond to anything else.

at Assessment 1 (similar to what is reported above for the n-back task), only Sentence-Type improved the fit of each model ($ps<0.001$). That the Group factor was absent from each best-fitting model ($ps>0.26$) indicates no differences in garden-path recovery between responders, non-responders, and controls for LNS, Running Span, and Block Span prior to intervention).
As can be seen in the three lower panels of Table 3, there was a reliable fixed effect of Assessment for ambiguous items for the three other training tasks (LNS, Block Span, and Running Span), but no Group-by-Assessment interactions. Moreover, the best fitting models for unambiguous sentences included only the intercept for all tasks with the exception of Running Span (wherein non-responders differed from untrained controls and responders on accuracy to unambiguous sentences). Furthermore, as mentioned earlier, treating gains on these tasks as continuous variables in a multiple regression analysis—instead of forcing two categorical clusters of subjects—revealed that no task apart from n-back reliably predicted a relationship between garden-path gains and training gains. Taken together, the mixed-effects models and regression analysis may further reveal the importance of n-back training with lures, due to the interference resolution processes that are common to resolving temporary syntactic ambiguities.

Although I find this selectivity for n-back with lures, it is likely that this training task includes other working memory and executive functions besides interference resolution that are also shared with garden-path recovery, such as attention maintenance and memory updating. I merely wish to highlight that, whereas the other training tasks also involve attention maintenance and memory updating, n-back is the only task designed to target interference resolution, which is why it is the task of interest. This is not intended to imply that n-back with lures recruits no other cognitive processes of relevance. Moreover, despite the lack of transfer from the three other training tasks, I cannot exclude the possibility that they did not contribute anything to the observed transfer effects. I return to these important issues in the General Discussion.
2.4.2 Real-time Reanalysis (Eye Movements)

Analysis. Changes in eye-movement patterns were selective and demonstrated better real-time reanalysis of temporary ambiguities post-training, corroborating and extending the patterns observed for changes in accuracy with respect to n-back responders. My primary reading measure of interest was regression-path time, which reflects the total time individuals take to read past a particular region, beginning with the eyes’ first entry into that region from the left, until exiting that region rightward (see, e.g., Sturt, Scheepers, & Pickering, 2002; Stewart, Pickering, & Sturt, 2004). This measure considers leftward eye movements after encountering a region, when readers regress to reread earlier information, before moving on. Regression-path time thus reveals reading behavior directly after a reader’s first encounter with a particular region.

As Stewart and colleagues argue, regression-path reading time is a valuable gauge of processing difficulty, perhaps even better than first-pass times. The reason is that readers frequently fixate a region before instantly regressing leftward; this initial fixation may therefore be short, resulting in a measurable but necessarily small first-pass cost, despite readers’ experience of uncertainty or confusion (Stewart et al., 2004). When this occurs, significant evidence of processing difficulty should materialize in regression-path times, as this measure is responsive to both the length and frequency of regressions, thereby indexing revision cost and reanalysis (Sturt et al., 2002). Overall, this measure allows one to account for how long it takes a reader to pass a region of conflict (see below), and to determine how the associated processing difficulty changes as a function of training responsiveness. In other words, does the time-course of responders’ reading
behavior improve (i.e., reduce in duration) immediately following a first entry into a region of conflict?

Because regression-path time is susceptible to exaggeration from eye movements to the left side of the screen—for instance, in preparation for a subsequent comprehension question—I truncated analysis at the final word of the sentence for any trial during which participants launched a leftward eye movement from that point, but did not then launch any rightward eye movements to continue re-reading the sentence. As my disambiguating region was always sentence-final (see Table 4, which defines the sentence regions), this truncation method was implemented to exclude extraneous regressions that were not associated with returning to later regions to continue processing the sentence.

<table>
<thead>
<tr>
<th>Sentence Type</th>
<th>Region 1</th>
<th>Region 2</th>
<th>Region 3</th>
<th>Region 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ambiguous</strong></td>
<td>While the thief hid</td>
<td>the jewelry</td>
<td>that was elegant and expensive</td>
<td>sparkled brightly.</td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td>The jewelry</td>
<td>that was elegant and expensive</td>
<td>sparkled brightly</td>
<td>while the thief hid.</td>
</tr>
</tbody>
</table>

Table 4. Reflexive absolute transitive (garden-path) sentences were divided into four regions for fine-grain analysis. Note that for ambiguous items, region 4 is the critical disambiguating region whereas region 3 is the critical comparison region in unambiguous items, as it contains the same content. However, region 4 of unambiguous items (the final region) is also discussed (see text) because it occurs in the same sentence position as the critical disambiguating region of ambiguous items.

Given the evidence thus far that the n-back training task was the only one to yield performance differences that resulted in the relevant Group-by-Assessment interaction for the accuracy data, I mirrored the mixed-effects analysis for the eye-movement data to determine if regression-path durations patterned similarly. In other words, I report an analysis that compares reading behavior from the performance subgroups on the n-back task, responders and non-responders, to the untrained controls. As with the accuracy data,
I expected that responders’ reading latencies (following entry into a conflict region of ambiguous items) would shorten reliably, whereas the other groups’ reading behavior would remain unchanged (the critical Group-by-Assessment interaction). Finally, responders to the three non-\(n\)-back tasks should demonstrate no significant change relative to non-responders and controls, concomitant with the accuracy findings.

I conducted analyses on correct trials only as a means of measuring eye-movement patterns during successful garden-path recovery, that is, when one would expect readers to make leftward saccades in search of information to help them revise. Similar to the analyses I conducted for accuracy data, a multilevel mixed-effects model was used to fit the data for ambiguous and unambiguous materials separately with Subjects and Items as crossed random effects. Both Assessment (1 vs. 2) and Group (responders vs. non-responders vs. untrained controls) were included as potential fixed factors, with Group levels being defined by the results of the separate cluster analyses reported earlier for the four training tasks.

Baayen and colleagues (2008) argue that Markov Chain Monte Carlo (MCMC) simulations are useful for understanding the effects of each fixed parameter within mixed-effects models of continuous data, like the current regression-path-time data, because they handle missing data points well and provide numerical estimates of parameters that can be compared to those of a standard linear model. I analyzed cross-Assessment changes associated with entering the disambiguating region (e.g., “sparkled brightly”) of ambiguous sentences first because this is the only region expected to trigger interference resolution functions, given the introduction of new evidence that is incompatible with a reader’s prior interpretation (Novick et al., 2005).


Relating Real-time Processing Changes to Changes in Training

**Responsiveness: Mixed-Effects Models.** Table 5 shows the results of MCMC simulations\(^7\) for all mixed-effects models that fit the total regression-path data from Region 4, which is the disambiguating region in ambiguous sentences. In unambiguous sentences, Region 4 was examined as a comparison, to match the region of analysis to the position of the critical region in ambiguous sentences, which necessarily contains different semantic content.

For ambiguous items, the model that included \(n\)-back responsiveness and Assessment as fixed effects (shaded panel of Table 5) revealed that an Assessment-by-Group interaction emerged \((t=2.55, p<0.05)\), such that only \(n\)-back responders spent reliably less time passing this region at Assessment 2 versus Assessment 1 (a difference of 640 ms), as compared to \(n\)-back non-responders (a 41-ms difference) and untrained subjects (a 57-ms difference) (see also Figure 5).

Additionally, in the comparable model of unambiguous items—i.e., for the final region (Region 4) of an unambiguous construction—no reliable fixed effects or interaction terms emerged \((p>0.37\) for the Group-by-Assessment interaction). Moreover, only the intercept was included for the other models that examined regression-path data launched from all other regions of both ambiguous and unambiguous sentences, including Region 3 of unambiguous sentences \((ps>0.17)\), which contained the same semantic content as the critical region of ambiguous sentences (e.g., “sparkled brightly”).

\(^7\) I used R’s mcmcsamp and pvals.func functions to perform all MCMC simulations to assess the significance of fixed effects of the mixed-effects models (MCMCpack library, Martin, Quinn, & Park, 2009; languageR library, Baayen, 2010)
(We did not create a table for the results of the mixed-effects models for the data in all other regions, but see Figure 5). Together this pattern indicates that the Group-by-

Figure 5. N-back responders’, non-responders’, and untrained controls’ regression-path times across assessments launched from each sentence region for ambiguous (A) and unambiguous items (B). To remove the potential impact of outliers, I eliminated from analysis any per-region regression-path times that fell 2.5 standard deviations above or below a subject's mean across all conditions. (This Winsorization procedure affected less than 2.4% of the overall data across all regions and sentence types.) Only correct trials were analysed (see text). Error bars reflect ±1 SEM.
Assessment interaction was selective for regression-path times stemming from the disambiguating region of ambiguous items, the region where interference resolution and controlled revision processes are hypothesized to engage. Importantly, at Assessment 1, mixed-effects models with Group as a fixed factor contained only the intercept as a reliable term for Region 4 of both ambiguous ($t=7.08$, $p<0.001$) and unambiguous sentences ($t=13.97$, $p<.001$). That Group as a fixed effect did not significantly improve model fit suggests equivalent regression-path times across groups prior to training in this critical region (as well as in all other regions of both sentence types: $ps>.39$).

To further investigate the Group-by-Assessment interaction for ambiguous items, I fit the data for each group individually with Subjects and Items as crossed random effects and Assessment (1 vs. 2) as a fixed factor. This revealed a main effect of Assessment for responsive $n$-back trainees ($t=4.27$; $p<0.001$), due to a drop in regression-path time associated with reading behavior post-entry into the disambiguating region (and only the disambiguating region) across assessments; in contrast, only the intercept was reliable in models testing for the effect of Assessment in the disambiguating region among the untrained controls ($t=1.69$; $p>0.09$) and trainees who did not demonstrate improvement on the $n$-back task ($t=0.31$; $p>0.75$), suggesting that neither group showed reduced times at Assessment 2.

**Responsiveness to Other Training Tasks: Additional Mixed-Effects Models.**

As can be seen in Table 5, only the intercept was included in the comparable models evaluating performance of responders, non-responders, and untrained controls on LNS, Running Span, and Block Span for both ambiguous and unambiguous data. Thus, the Group-by-Assessment interaction failed to emerge for responders on the other training
tasks, again indicating selective improvement for \( n \)-back responders and corroborating the interaction pattern I observed for the accuracy data (see three lower panels of Table 4). Said another way, the responders to each of the three other training tasks did not demonstrate any reading-time changes associated with the disambiguating region (or any other region) across assessments that were significantly different from the non-responders and untrained control subjects.

That the regression-path time of trainees who successfully improved on \( n \)-back was shorter following entry into the disambiguating region at Assessment 2 suggests that they had less difficulty recovering from confusion upon encountering late-arriving input that conflicts with their developing interpretation. Specifically, the time spent returning to earlier regions after encountering conflict—to obtain other evidence to facilitate revision—decreases after training as compared to before training. Again, no differences were found across assessments in any region of unambiguous items for any group, as expected.

Because regression-path analyses were conducted on correct trials only, the pattern of results suggests that when \( n \)-back responders arrive at the correct interpretation, they are, as a group, doing so in less time than they did before training, decreasing the duration associated with regressing out of the region of conflict and eventually reading past it. \( N \)-back responders’ improved accuracy and shorter regression-path times after encountering disambiguating evidence may reflect better controlled revision following training: when confronted with new evidence that conflicts with developing interpretations, readers who undergo EF training (specifically, those who respond well to training on the \( n \)-back-with-lures task) spend less time regressing to
earlier material in order to recover successfully from their misanalysis, effectively gathering information more quickly to arrive at the correct sentence meaning. Although it

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>t-value</th>
<th>AIC&lt;sub&gt;C&lt;/sub&gt; with / without slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N-Back</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1675.24</td>
<td>219.12</td>
<td>7.645***</td>
<td>7398/7376.3</td>
</tr>
<tr>
<td>Assessment x Group (Responders)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>616.70</td>
<td>241.44</td>
<td>2.554*</td>
<td></td>
</tr>
<tr>
<td>Unambiguous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>809.102</td>
<td>55.397</td>
<td>14.606***</td>
<td>12832.1/12812.1</td>
</tr>
<tr>
<td><strong>LNS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1656.7</td>
<td>230.7</td>
<td>7.182***</td>
<td>4451.93/4480.43</td>
</tr>
<tr>
<td>Unambiguous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>804.890</td>
<td>58.918</td>
<td>13.661***</td>
<td>7906.97/7932.67</td>
</tr>
<tr>
<td><strong>Running Span</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1664.2</td>
<td>223.6</td>
<td>7.442***</td>
<td>5303.18/5328.88</td>
</tr>
<tr>
<td>Unambiguous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>802.136</td>
<td>55.406</td>
<td>14.478***</td>
<td>9386.74/9417.14</td>
</tr>
<tr>
<td><strong>Block Span</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1650.91</td>
<td>218.38</td>
<td>7.56***</td>
<td>5544.56/5570.06</td>
</tr>
<tr>
<td>Unambiguous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>809.461</td>
<td>55.231</td>
<td>14.656***</td>
<td>9861.13/9884.73</td>
</tr>
</tbody>
</table>

Table 5. Significant fixed effects from the best fitting mixed-effects models of regression-path time following entry into the final region of each sentence testing for an Assessment (1 vs. 2) by Group (Task Responders vs. Non-responders vs. Untrained Controls) interaction separately for Ambiguous and Unambiguous items for each of the four in-house training tasks. Markov Chain Monte-Carlo (MCMC) simulations were conducted to test for the significance of each fixed effect, through which I generated 10,000 samples from the posterior distribution. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower AIC<sub>C</sub> values for models without random slopes as compared to those with random slopes. Thus, the best-fitting models without slopes are reported here. *p<.05, **p<.01, ***p<.001

would be difficult, in my opinion, to attribute n-back responders’ cross-Assessment changes launched from the disambiguating region to a better capacity to learn in general—because the changes occur following entry into the sentence region where information re-characterization is precisely hypothesized to deploy—this learning
interpretation is further discounted by the specificity of the interaction to n-back responders alone. This again suggests that selective improvement in reading behavior following entry into the disambiguating region is likely attributable to a positive response to consistent training on the n-back task, which shares EF processes with syntactic ambiguity resolution (see Discussion).

Finally, given that the disambiguating region is always the final region of the ambiguous experimental sentences, another potential explanation for the present regression-path-time findings is that training attenuates “wrap-up” effects. These are typically marked by longer sentence-final or clause-final reading times and have been attributed to clausal integration rather than reanalysis (Just & Carpenter, 1980; Rayner, Kambe, & Duffy, 2000; but see Warren, White, & Reichle, 2009 who argue that construction difficulty does not drive such effects). I acknowledge that the eye-movement patterns associated with the final region might be affected by wrap-up as well as reanalysis. Thus, to identify the locus of these reading time effects, I unpacked regression-path time into its three critical components for subsequent analysis: (1) time spent in the region before regressing out, (2) time spent outside of the region before returning, and (3) time spent in the region upon re-entry. If the regression-path time findings merely capture wrap-up effects (i.e., clausal integration is improved with training), one would expect an effect on just the measure indexing time spent upon reentering the region. However, if training mediates eye movements associated with reanalysis, one might hypothesize a change in the second component, when the reader is prompted to return to earlier regions to gather information after encountering a conflict. Table 6 provides the significant fixed factors associated with the best fitting linear mixed-
effects when Assessment and Group are entered into the model for each of the three components of regression-path time. Out-of-region regression-path time—the time spent

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Fixation Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>267.43</td>
<td>8.79</td>
<td>30.43***</td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>239.16</td>
<td>6.96</td>
<td>34.39***</td>
</tr>
<tr>
<td>Group (Responders)</td>
<td>-24.320</td>
<td>11.249</td>
<td>-2.16*</td>
</tr>
<tr>
<td><strong>Out-of Region Re-Reading Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept Assessment x Group (Responders)</td>
<td>1576.2</td>
<td>183.2</td>
<td>8.6***</td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>694.23</td>
<td>111.56</td>
<td>6.22***</td>
</tr>
<tr>
<td><strong>In-Region Re-Reading Regression-Path Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>812.04</td>
<td>59.75</td>
<td>13.59***</td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>709.78</td>
<td>46.41</td>
<td>15.29***</td>
</tr>
</tbody>
</table>

Table 6. Summary of the reliable fixed effects from the mixed-effects models of Group by Assessment for the three components of regression-path time in the disambiguating region (“sparkled brightly”) using responder/non-responder groups defined by a two-component clustering approach for each training task. Initial fixation time reflects the time spent in the disambiguating region prior to launching a leftward fixation outside of the region. Out-of-region regression path time captures the time spent reading earlier regions after leaving the disambiguating region prior to returning back to it. In-region re-reading regression path time measures the amount of time spent in the disambiguating region after visiting earlier regions.

re-reading earlier regions before revisiting the region of interest—bore a significant interaction such that responders show a reliable decrease from Assessment 1 to 2, while non-responders and untrained controls show no change. Initial fixation and in-region re-reading time showed no reliable interactions, indicating that the component driving the abovementioned regression-path time effect was out-of-region reading time. This finding is consistent with an interpretation favoring reanalysis (as opposed to clausal integration) as the process that improved following cognitive control training; therefore, even though the region containing conflict is sentence-final, wrap-up measures do not appear to be
mediated by training when regression-path time is decomposed into its critical components.

Moreover, even if the eye-movement patterns are affected by sentence-final wrap-up, the critical results are specifically related to ambiguity, as the Group-by-Assessment interaction was not found for the sentence-final region of the unambiguous items (see text above as well as Table 5 and Figure 5). In other words, if n-back training affected readers’ ability to initiate sentence-final wrap-up, as opposed to their ability to deal with temporary ambiguity, then presumably such effects would have been found in unambiguous items as well.

2.5 Discussion of Experiment 1

2.5.1 Summary

I ascribe n-back responders’ improved sentence reinterpretation to domain-general benefits of increased interference-resolution abilities through training. The reading task completed at both assessments is ostensibly different from the n-back task completed during intervention. Nevertheless, recovering correct interpretations following misanalysis relies on broad EFs that are shared across certain task types.

Overall, I provide further supporting evidence that syntactic ambiguity resolution depends on domain-general cognitive control mechanisms, even in non-clinical populations. These findings are a particularly strong addition to this line of research because most of the previous evidence has merely correlated neural activation patterns in response to cognitive control and garden-path tasks, or depended on pre-existing neuropathology to demonstrate a common deficit in syntactic and non-syntactic cognitive control abilities. Here, I directly manipulated conflict-resolution through training to test
its effect on syntactic ambiguity resolution processes in neurologically intact adults. For those subjects in whom I successfully increased interference resolution and cognitive control, I observed improvements in online and offline measures of garden-path recovery. For the first time, I show that garden-path recovery abilities are malleable in healthy young adults such that they can be improved by training the underlying EFs critical for revising misinterpretations, not just via practice with specific instances of ambiguous sentences. Notably, as hypothesized, performance increases on working memory tasks without the critical interference resolution feature are apparently insufficient to produce gains in syntactic ambiguity resolution (but may be necessary; see limitations and caveats below). The increases in syntactic ambiguity resolution performance are closely related to $n$-back gains, importantly, and not due to preexisting differences in either garden-path recovery ability (all three groups performed equivalently at Assessment 1) or $n$-back ability (responders and non-responders performed equivalently at the first session of $n$-back training). Finally, the present results speak to the role of regressive eye-movements in garden-path recovery, corroborating the notion that the regression-path measure in eye tracking may reflect the initiation of revision processes during real-time processing of syntactic ambiguity. Unique in this contribution is the result that readers may become less dependent on re-reading upon encountering conflicting evidence as their cognitive control becomes more efficient.

In particular, I demonstrated that subjects in the training group who achieved the greatest gains on the $n$-back training task, but not the other training tasks, subsequently showed better success at Assessment 2 (versus Assessment 1) in recovering the correct alternative interpretation of temporarily ambiguous sentences susceptible to misanalysis.
Furthermore, compared to the untrained group, and those in the training group who did not demonstrate consistent gains on n-back, the cross-Assessment performance change was reliably larger for the most successful trainees (responders), suggesting significantly increased accuracy to ambiguous items following the training regimen.

Equally compelling, this finding was accompanied by selectively shorter regression-path times launched from disambiguating regions where interference-resolution processes are hypothesized to deploy. Together these findings suggest that syntactic ambiguity resolution is a plastic cognitive skill that may be adaptable by training regulatory functions common to syntactic and non-syntactic measures. Notably, sentence-reinterpretation accuracy improved, and regression-path time decreased, for successful n-back trainees only under ambiguous conditions, when readers had to adjust processing to initiate recovery. Because I hypothesized that EF training would transfer only to tasks requiring common underlying EF mechanisms, no training-related changes were expected—and none were found—under low EF demands, namely when reinterpretation was unnecessary and thus did not prompt recovery processes to initiate (i.e., in unambiguous conditions).

I have noted several times the selective nature of the presented training results, specifically that transfer benefits are observed (1) only for ambiguous sentences when examining comprehension accuracy and (2) only where revision-processes are expected to be triggered when looking at regression-path time. Of course, with error rates of approximately 10% at Assessment 1 for unambiguous items, one could argue quite reasonably that such high performance was near ceiling (i.e., 90% accuracy), and therefore no change would be anticipated—or perhaps even possible—at Assessment 2.
Moreover, although changes in eye-movement patterns following training occurred selectively after entering the disambiguating region of ambiguous sentences, it could be argued that training mediated the efficiency of handling processing difficulty, which would be greater in ambiguous than unambiguous sentences, rather than reinterpretation abilities per se. I must therefore be cautious in concluding that selective improvement in interference resolution was the reason that the present training regimen benefitted comprehension and real-time processing of ambiguous but not unambiguous sentences.

However, there are several reasons leading me to believe that the selectivity of the results is not due to ceiling effects. Firstly, closer inspection of the error rates for unambiguous items at Assessment 2 shows some degree of individual variability. Average error proportions ranged from 0.059 to 0.11 across groups, with non-responders having the lowest error proportions after training, suggesting that individuals vary in their performance for these items at least nominally and may have some room to improve. Although one could potentially make the “ceiling” argument against the regression-path time results, it is nevertheless somewhat difficult to evaluate what ceiling performance might be. Certainly readers are bound to a lower reading-time limit by how fast their eyes can move. But, judging by the sometimes-long regression-path times in Figure 4 (in both ambiguous and unambiguous sentences, depending on the region), it is uncertain that readers could not have read anything in less time at Assessment 2. Indeed, the figure reveals that aside from “sparkled brightly” (the disambiguating region in ambiguous sentences), reading times were quite similar between ambiguous and unambiguous sentences, when considering regions with the same content (as opposed to regions with the same position in the sentence). Notably, average regression-path times in the
adjectival clause (e.g., “that was elegant and expensive”) were as long as one second in both sentence types, which seems to allow ample room for improvement, especially given that regression-path time is computed only when subjects regress out of the region, which need not occur at all. I believe, consequently, that it is rather informative that there were no test-retest differences in any region of unambiguous items regarding regression-path times for any group. It is equally informative that there were no test-retest differences in any region except following entry into the disambiguating region for n-back responders. Together, I believe these data patterns suggest an element of sensitivity and selectivity, such that performance improves only in regions associated with syntactic conflict.

2.5.2 Using a Process-Specific Training Approach

Why was the n-back task particularly critical in capturing training and transfer success across both dependent measures of interest, namely (1) accuracy to questions probing for persistent effects of misanalysis and thus a failure to revise; and (2) regression-path times launched selectively from the disambiguating region? One explanation is that n-back gains, and only n-back gains, were related to garden-path-recovery improvement because of the controlled processing needed to resolve among the conflicting representations generated by interference lures. In a standard n-back task, participants can typically depend on familiarity to correctly identify which letter is a target because lures appear merely incidentally, and likely not often enough to warrant not relying on familiarity as a reliable cue. However, the introduction of lures after participants reached a certain performance criterion forced trainees to rein-in such a familiarity bias; when encountering a lure, they instead had to initiate conflict/interference-resolution processes to successfully override familiarity-based
evidence and re-characterize the stimulus as familiar but not in the relevant \( n \)-back location. Prior work has highlighted such an information re-characterization function as crucial for resolving syntactic conflict as well: during parsing, domain-general interference-resolution processes engage when individuals encounter input (e.g., “sparkled brightly”) that is incompatible with their developing analysis (see January et al., 2009; Novick et al., 2005; 2009; Novick et al., 2010). When a reader comes across such conflicting evidence and discovers the misinterpretation, he or she must “slam on the brakes” and deploy interference resolution processes that allow for a re-characterization of the current representation of sentence meaning, and for finding the correct, intended alternative.

Moreover, the \( n \)-back task has been shown to recruit posterior regions of the left inferior frontal gyrus (LIFG) within VLPFC during high-EF (lure) trials (Gray et al., 2003); this patch of cortex is routinely identified as the crucial neural underpinning of conflict/interference resolution in working memory (see Jonides & Nee, 2006) and has been implicated in cognitive control during sentence reinterpretation in both patient and neuroimaging studies (January et al., 2009; Novick et al., 2005; 2009; 2010; Ye & Zhou, 2009). In fact, the lure version of the \( n \)-back task is quite reminiscent of the working memory assessment—the ‘recent probes’ item recognition task—that was used to diagnose a interference-resolution impairment in the patient with VLPFC (indeed, LIFG) damage described in the Introduction (see also Hamilton & Martin, 2005). This patient’s deficit extended to a failure to override syntactic misanalysis and recovery from misinterpretation (Novick et al., 2009). In the recent-probes task, subjects responded to a probe (e.g., \( D \)) regarding whether it appeared in an immediately prior memory set (e.g., \( s \))
Although subjects could frequently use stimulus familiarity to judge correctly—yes or no—whether the probe had appeared or not, a small subclass of ‘no’ trials introduced conflict and therefore susceptibility to error if one relied on a familiarity bias alone. On such ‘conflict’ trials, the probe (e.g., $H$) did not appear in the directly preceding memory set (e.g., $k p w n$), so the correct response was ‘no,’ but it had been seen one trial earlier (e.g., $h l w p$). As such, these so-called ‘recent-no’ trials, akin to lures in the current study, exploited lingering familiarity of the probe owing to its recent presentation; subjects therefore had to override a dominant familiarity bias because it might yield an incorrect ‘yes’ response, and instead re-characterize the probe representation as ‘familiar-but-irrelevant.’ The patient’s unusually high error rate under such conditions, compared to ‘non-recent-no’ trials (where there was no interference from the preceding memory set), identified a selective interference resolution impairment, which affected his parsing abilities under similarly circumscribed conditions. In particular, he demonstrated a failure to revise (or re-characterize) early parsing miscalculations and recover an alternative interpretation of sentence meaning when there was conflict between two incompatible syntactic representations (Novick et al., 2009; for convergent neuroimaging data see January et al., 2009; Ye & Zhou, 2009; for a review see Novick et al., 2010).

Thus, the linking assumption is that the need for interference resolution seems to be shared across a range of tasks, including garden-path recovery and working memory tasks that manipulate such demands, for instance the ‘recent-no’ trials of the item-recognition task and the $n$-back task with lures. Consequently, subjects in the study who showed consistent performance increases on the $n$-back task—reflecting an enhanced
ability to resolve among conflicting representations—demonstrated concomitant increases in garden-path recovery performance, likely because of the common interference-resolution process that was targeted through training. I reiterate that the other training tasks (except possibly Running Span, see below) were designed explicitly not to tap this function by excluding any manipulation of demands for information re-characterization. Finally, prior research exploring the utility of similar interference-resolution training tasks demonstrates far-transfer to other language measures that tap cognitive control resources supported by the posterior LIFG (e.g., in a transient manipulation of cognitive “fatigue;” see Persson et al., 2007). The illustration of transfer to syntactic ambiguity resolution in the current study may be considered an extension of that finding. Overall, these results are consistent with earlier studies that tie specific language processing abilities to domain-general cognitive control skills that putatively recruit regions within posterior LIFG (though see caveats below for further discussion).

One reason that improved performance on the other (non-n-back) training tasks, by contrast, failed to predict improvements in garden-path recovery may be because they did not, in their design, expressly involve conflict/interference resolution. The EFs tapped in these tasks included the manipulation and storage of visual-spatial information (Block Span) and the reorganization of alphanumeric stimuli in working memory (LNS), which may be theoretically harder to connect to syntactic processing and recovery from misinterpretation specifically. As well, demands for information re-characterization were intentionally not parametrically or dynamically manipulated in these tasks as they were in n-back. Of course, verbal working memory is apt to play a role in garden-path recovery during spoken language comprehension, and even in reading studies that use a moving
window paradigm where readers cannot review the input once it has past (see, for instance, Fedorenko, Gibson, & Rohde, 2006). Future work should test the relative impact of working memory training (including auditory working memory training)—with and without interference-resolution aspects—on garden-path recovery using alternative experimental paradigms, in both the reading and spoken domains. Next, although the LNS task involved reordering verbal information in working memory, which is likely involved in garden-path recovery to some extent, this training task required the repeated application of a specified rule in a predictable manner (always sorting numbers in ascending order and letters alphabetically), which may have been too superficial to involve any deeper re-characterization of representations that is necessary for revising misinterpretations.

It is also worth noting that complex working memory span tasks—a category into which LNS and Block Span both fall—typically correlate only weakly with lure-variants of $n$-back, demonstrating a divergence that may be linked to the cross-task asymmetry in interference-resolution demands (Kane et al., 2007; see also Jaeggi et al., 2008). In other words, not all working memory tasks necessarily share this feature, which might therefore be an important design component to consider in studies aimed at creating process-specific overlap between certain training and transfer measures. Also, to my knowledge, neither LNS nor versions of Block Span have been shown to recruit regions of VLPFC common to syntactic ambiguity resolution and other information-recharacterization tasks outside the parsing domain (e.g., the Stroop, $n$-back, and Recent-No tasks; see Haut, Kuwabara, Leach, & Arias, 2000, for a brain-imaging study of LNS,
which shows activation in orbitofrontal and dorsolateral prefrontal areas, with greater peak activations in the right hemisphere).

One result, however, that may be surprising is that responders on the Running Span training task did not demonstrate reliable garden-path recovery improvements, as this task can—depending on design—involves updating and incidental proactive interference from earlier items, processes that rely on regions within left VLPFC (cf. Postle, 2003; Postle et al., 2001). In Running Span (Pollack, Johnson, & Knaff, 1959), a sequence of an unpredictable number of items (e.g., letters) is presented, after which the last \( n \) items must be suddenly recalled. Hockey (1973) showed that presentation rate can dramatically alter the nature of the task (see also Bunting et al., 2006). When item-presentation rate is fast (e.g., 3 items/s), the task is conducive to a lower-effort strategy in which items are passively held until the list ends (i.e., when retrieval from a capacity-limited attentional store can occur). With a slower presentation rate (e.g., 1 item/s), participants can—when they are explicitly instructed—adopt a higher-effort strategy in which working memory is continually updated through rehearsal (Hockey, 1973). Thus, during retrieval in the slow-rate procedure, individuals must resolve interference from earlier stimuli that are concurrently being maintained. Questionable, however, is whether anyone would spontaneously adopt a higher-effort strategy when presentation rates change within an experiment, as in this task: based on Hockey (1973) and Bunting et al. (2006), active updating becomes increasingly difficult and almost impossible at fast presentation rates, such as the 500-ms condition. Although active updating is possible in the 1,000-ms condition, it is unlikely that participants would switch strategies in alternation (see Bunting et al., 2006). The faster rate used in the task may have therefore
eliminated the interference-resolution aspect of the task, explaining why Running Span did not predict garden-path recovery improvements. Moreover, there may be an important distinction here between the attention control processes needed for Running Span—in which listeners must rapidly collect information from a fleeting sensory memory store—and the cognitive control processes needed for n-back with lures—in which subjects must re-characterize information given conflicting internal representations.

Another explanation is that Running Span did not allow the same continuous improvement as n-back: participants, particularly the responders, demonstrated steady gains on n-back across all 10 sessions, but not on Running Span. For example, 51% of participants showed more improvement between the first and second training sessions of Running Span than between the second and any subsequent session, suggesting that training performance reached asymptote quickly. By contrast, less than 9% of participants (in fact, a subset of only non-responders) showed this pattern for n-back; most participants continued to improve throughout the regimen. Taken together, the clearer overlap with conflict/interference resolution and participants’ consistent pattern of training gains suggest that n-back with lures may be a critical training task for eliciting and evaluating improvements in garden-path recovery.

2.5.3 Limitations and Caveats

One limitation of the current study is the absence of an “active” control group that also comes into the lab and practices tasks without the crucial EF elements (namely, interference resolution). Including such a group in future work would address the issue of whether demand characteristics or motivational factors alone are driving the effects. For
instance, it would be informative to test whether those who practice $n$-back without the interference-lure component do not show improvements in garden-path recovery, thus providing greater confidence in the claim that this particular EF is at the heart of the observed increases in trainees’ reinterpretation abilities. Such a contrast—$n$-back with lures versus $n$-back without lures—would help isolate the locus of the current training results. Despite this drawback, I note the specificity of the transfer findings to (1) key individuals and (2) key features of the reading task that require EF, specifically interference resolution, which I believe together exclude purely placebo or motivational explanations. Firstly, transfer was observed specifically from $n$-back responders as opposed to non-responders, untrained controls, and other types of responders (i.e., LNS, Block Span, and Running Span responders). Secondly, $n$-back responders’ overall accuracy to comprehension questions improved for ambiguous but not unambiguous items, suggesting that the offline effects were restricted to cases when readers had to revise interpretations (i.e., resolve among interfering representations; see Novick et al., 2005). The same pattern held for regression-path times associated with regressions from key conflict regions of ambiguous sentences. Given that the control group and $n$-back non-responders (as well as the responders to the three other training tasks) did not show these effects, I am confident that the observed findings cannot be attributed solely to practice. Indeed, I observed important individual differences in training achievement, which corresponded to successful transfer to syntactic ambiguity resolution: only the $n$-back responders demonstrated significantly greater improvements in both online and offline measures than the untrained subjects, despite non-responders having the same amount of training as those who responded well.
Additionally, the pre/post eye-movement comparison in both ambiguous and unambiguous conditions allowed me to examine whether any training-related changes in real-time reading patterns were restricted to regions requiring interference resolution, or whether \( n \)-back responders read sentences in less time across all sentence regions. This latter finding would have suggested broad increases in processing speed and reading efficiency, as might be predicted by a motivational account, irrespective of the need to initiate cognitive control when late-arriving evidence conflicts with one’s initial interpretation. However, changes in reading-time patterns were much more precise: post-training, \( n \)-back responders’ regression-path durations were shorter after entering the disambiguating region of ambiguous items, where new evidence signaled an incompatibility with the favored transitive analysis. Upon encountering such conflict, responders had an easier time recovering the reflexive interpretation, indexed by spending less time regressing to earlier material from the point of confusion. Importantly though, \( n \)-back responders’ eye-movements, like those of untrained participants and \( n \)-back non-responders, did not change across assessments after entry into any regions of unambiguous sentences, or non-disambiguating regions of ambiguous sentences. If these improvements were due to other variables such as increased motivation, then trainees would have been expected to improve “across the board,” rather than only after entering disambiguating regions of ambiguous sentences. Given the size and specificity of the observed improvement in garden-path recovery, I believe that cross-assessment gains are due to a positive response to EF training, especially conflict/interference resolution training. Because the overall effects of training emerge in parallel across two different measures (accuracy and regression-path time) and changes in reading-time stem from
exactly the expected region, it seems highly unlikely that the results are spurious. Nevertheless, future studies should run the relevant control conditions sketched above to confirm this interpretation, particularly the role of conflict/interference resolution (see Experiment 2 below).

As noted earlier, the convergent findings that improvements were limited to n-back responders essentially rules out the possibility that trainees’ enhanced ambiguity resolution was the result of a generally better capacity to learn, which could have, in theory, brought about the common improvements found for n-back and garden-path recovery. However, additional analyses confirmed that n-back responders did not necessarily respond equally well to the other training tasks (clusters of responders and non-responders did not overlap across training tasks; see Figure 4). Thus, these individuals were not selected on the basis of a generally greater ability to learn or motivation to perform well. In addition, the groups of responders identified for LNS, Block Span, and Running Span did not demonstrate improved interpretation-recovery abilities at Assessment 2 in accuracy or regression-path times compared to those tasks’ non-responders and untrained subjects. Thus, I believe that the most parsimonious interpretation of these data is that n-back training improved interference-resolution functions, which resulted in improved sentence re-interpretation at Assessment 2. That responders to the three other tasks, moreover, did not outperform non-responders and untrained controls argues strongly against the possibility that mere practice effects are at the heart of the present findings.

Nevertheless, I cannot discount the possibility that the three other working memory training tasks were necessary (though insufficient) components of the training
regimen, as they were administered as part of a training battery (see Chapter 3 for a study specifically designed to isolate n-back). Indeed, the lack of transfer from LNS, Block Span, and Running Span might be termed a null effect. Although I have made theoretical arguments for why n-back with lures should be necessary (and perhaps sufficient) for contributing transfer, I am unable to say with absolute certainty why transfer from the other tasks may have failed. Future research might address this issue by demonstrating that these other working memory tasks can indeed increase performance on other cognitive and linguistic measures, such that there is a process-specific double dissociation (see, for instance, Dahlin et al., 2008). For example, it would be important to know if two experimental manipulations (e.g., n-back with lures training versus LNS or other complex-span training) affect language processing outcomes differentially; if the n-back manipulation affects cognitive control and syntactic ambiguity resolution and not, say, working memory span and the processing of other linguistic material, and the complex-span manipulation shows the opposite pattern, then one could make even stronger and more specific claims about attributing the observed effects to cognitive control training in particular. While interference resolution and cognitive control can be theoretically and empirically linked to the observed effects (alongside extant neurocognitive data), follow-up research must further tease apart process-specificity in additional experiments that do not rely on inferences from absent transfer effects (see Hussey & Novick, 2012, for similar arguments).

Having said this, I reiterate a similar point made earlier: I firmly believe that traditional “span” functions such as storage, processing, and maintenance factor into language interpretation irrespective of ambiguity or interference, for instance in spoken treatment...
comprehension tasks or in moving-window reading paradigms where the demands for mnemonic properties of working memory are high (see, e.g., Fedorenko et al., 2006). Thus, cognitive control—a non-mnemonic aspect of some working memory tasks—is just one explanation for what is shared across n-back with lures and syntactic ambiguity resolution; this does not necessarily preclude the likelihood that other working memory processes involved in n-back (e.g., updating) are also affecting performance. This perspective is correspondingly apt if the other non-interference training tasks are contributing something to the current results, which again, I cannot rule out entirely. Indeed, I do not claim that cognitive control is the only contributor to the observed findings, but rather that interference-resolution processes are a necessary aspect of the current training-transfer relation, given evidence that such functions are critical to syntactic ambiguity resolution (Novick et al., 2009). Again, I selected n-back with lures as the task of interest because, relative to the three other training tasks, it was the only one designed to target interference resolution processes. This is not meant to imply that n-back targets only interference resolution.

I have relied on parsimony to interpret the data in terms of interference resolution, consistent with neuroscience studies showing an important role for posterior areas within the LIFG in both syntactic and non-syntactic cognitive control (e.g., Novick et al., 2005; January et al., 2009; Jonides & Nee; 2006; Ye & Zhou, 2009). However, an important caveat is that these same interference-responsive VLPFC regions can be involved in a number of other cognitively demanding tasks (see, e.g., Duncan, 2010). In other words, patches of cortex within VLPFC that are recruited for interference resolution are unlikely to be involved uniquely in interference resolution aspects of cognitive control. Therefore,
other cognitive functions, as discussed above, cannot be excluded as contributing to training gains on the basis of neuroimaging data alone. In sum, although a preponderance of behavioral and neuroimaging data points to a role for cognitive control in garden-path recovery, this does not mean necessarily that there exists a neural dissociation between interference resolution and other executive functions. It does suggest, however, the importance of using multiple methods to offer converging data for a particular hypothesis. The data certainly fit with converging neurocognitive evidence from both clinical and healthy populations, providing another important approach that yields findings compatible with the cognitive control account. Nevertheless, the caveats outlined here suggest that, until both behavioral and neural dissociations are demonstrated, one can conclude only that the training-transfer results are consistent with the notion that cognitive control is the mediating ability across $n$-back-with-lures and syntactic ambiguity resolution. Other working memory and executive functions certainly remain as possible contributors. To what extent they are contributing is an open empirical question and must be addressed in follow-up research using designs as those sketched above.

Despite the present findings dovetailing with extant results involving developmental, neuropsychological, and healthy populations, altogether supporting a process-specific account of cognitive control for language processing, one alternate explanation for the present pattern involves a statistical artifact that arises as function of individual differences in correlated measures (Dimitrov & Rumrill, 2003; Hays & Hadorn, 1992; Linn & Slinde, 1977; Steiner & Norma, 2006; see also Tidwell, Chrabaszcz, Thomas, Mendoza, & Dougherty, 2013). All process-specific training approaches presume that untrained assessment measures—or conditions therein—that tap
resources common to those trained during the intervention enjoy selective benefits. One potential limitation to this explanation, however, arises when individual differences in trainability are considered, namely, when gains in one task (i.e., a training task) predict improvements on another (i.e., assessment task). There is much theoretical support for these analyses: Only participants improving on an underlying skill are expected to benefit on other tasks relying on this skill (see Chein & Morrison, 2010; Jaeggi et al., 2011). By this account, subjects who benefit most from training should demonstrate the greatest pre/post gains for tasks relying on interference-resolution abilities, like garden-path recovery (as I have shown and argued in this chapter).

Nevertheless, analytic approaches capitalizing on individual differences in training success to predict improvements on pre/post measures may be prone to a statistical artifact favoring such relationships. That is, training gains predicting assessment gains necessarily follows whenever there is a correlation between the trained and criterion variables: If variable A is linked to variable B, then as variable A improves, so will variable B (see Tidwell et al., 2013). Thus, individual differences in training provide irrefutable support for a correlation between a trained and untrained measure (if gains on training predict gains in performance on another task), but leaves open the question of the presence of a causal relationship between variables. Importantly, training designs (by virtue controlled manipulations for a subset of participants) strongly implicate a causal relationship between trained and boosted untrained measures when compared directly to control conditions. However, an analysis that considers individual-differences in trainability (e.g., median splits of trainees or responder/non-responder analyses) might undermine this causal relationship. In these cases, the statistical artifact
wherein correlated variables also show comparable (and related) improvement scores masks the possibility of determining whether process-specific training has occurred.

One way to disentangle these two interpretations—a statistical artifact versus a change in an underlying core cognitive process—is to carefully design a training study that minimally manipulates the process of interest, testing for main effects of training group and ignoring individual differences in training performance. In the next chapter (Experiment 2), I adopted this new approach to elucidate the nature of the cross-assessment effects in Experiment 1. That is, if the results of Experiment 1—training on n-back confers selective advantages to garden path recovery—are replicated within the context of a carefully planned design, then it may be possible to consider these new findings as a causal extension of Experiment 1.

In light of this caveat, the results discussed thus far are among the first to establish training-related transfer to the linguistic domain, and extend theoretical and empirical work highlighting the role of general-purpose cognitive functions in language processing. Certainly, the more language-specific experience readers have, the better they cope with difficult linguistic input: indeed, two studies have reported that consistent practice reading complex or ambiguous material results in (1) an improved ability to process the constructions that were routinely repeated and (2) a transfer effect, such that practice generalizes to previously unseen difficult constructions (see Long & Prat, 2007; Wells, Christiansen, Race, Acheson, & MacDonald, 2009). I believe that the present findings complement this notion by demonstrating that domain-general cognitive abilities, even for healthy adults, may be a causal factor in sentence reinterpretation abilities. This conclusion is especially warranted given that the subjects had minimal exposure to the
ambiguous sentences—just 12 per assessment, embedded within several fillers—which was probably insufficient to produce a reliable practice effect. This also seems a reasonable conclusion alongside the finding that untrained controls and non-responders, who had the same amount of practice, failed to improve reliably across assessments. Moreover, given that EF plays a role in a range of other specific language processing skills including lexical ambiguity resolution, common-ground assessment, and verbal fluency, another implication of the current findings is that EF training, within a well-considered process-specific framework, could result in broader improvements beyond just garden-path recovery. Indeed, this is the goal of Experiment 2.
Chapter 3: Experiment 2 – Process-Specific Training for Parsing and Non-Parsing Skills

Experiment 1 demonstrated that trainees’ improved accuracy and faster regression-path times in disambiguating regions may reflect better controlled revision following training: upon encountering new evidence that is incompatible with developing interpretations, readers who undergo EF training (and those who respond particularly well to interference resolution training on \( n \)-back-with-lures) spend less time regressing to earlier material in order to recover successfully from their misanalysis before advancing. Improved sentence reinterpretation abilities may be attributed to domain-general benefits of EF training.

One remaining question, however, concerns why the \( n \)-back task in particular was critical in capturing training and transfer success. I reasoned that \( n \)-back predicted garden-path-recovery improvement because of the controlled processing needed to resolve among the conflicting representations generated by interference lures. In a standard \( n \)-back task, participants may rely more readily on familiarity as a cue to correctly identify which letter is a target. The presence of lure items undermines such familiarity cues, such that upon encountering a lure, conflict resolution processes are initiated to successfully override familiarity-based evidence and re-characterize the stimulus as familiar but not in the relevant \( n \)-back location. Prior work has highlighted such an information recharacterization function as crucial for resolving syntactic conflict. As sketched in the previous chapters, during parsing, interference resolution processes trigger when readers or listeners encounter input that is incompatible with their developing analysis (see January et al., 2009; Novick et al., 2005; 2009; 2010).
Moreover, VLPFC is routinely identified as the crucial neural underpinning of conflict/interference resolution (see Jonides & Nee, 2006), such that VLPFC resources have been implicated specifically as supporting cognitive control during sentence reinterpretation in both patient and neuroimaging studies (January et al., 2009; Novick et al., 2005; 2009; 2010; Ye & Zhou, 2009). Thus, the need for interference resolution is clearly shared across a range of tasks, including garden-path recovery and n-back. Related research exploring the utility of similar interference resolution tasks for training demonstrates far-transfer to other interference resolution measures that tap VLPFC-supported EF (Persson et al., 2007). The illustration of transfer to syntactic ambiguity resolution in Experiment 1 may be considered an extension of that finding.

Nevertheless, the above are merely speculations about the nature of the training benefit observed in Experiment 1. The present experiment directly tested the effects of interference lures by comparing n-back-with-lures training to an otherwise identical training regimen sans lure items. The goal of the present study was to identify whether n-back lures were necessary and sufficient to usher in improvements in cognitive control that generalize to untrained, but related, measures requiring similar information recharacterization. To test this, rather than having trainees to practice a battery of training tasks, they trained on just one task in order to isolate the EF mechanism of interest.

Directly comparing versions of n-back with and without lures—in the absence of other WM training tasks—allowed for the following points to be addressed: First, I tested the mechanistic locus of training and, in particular, what about the version of n-back used in Experiment 1—lures presence, adaptivity—allowed for far-transfer to untrained measures of sentence processing. Put differently, I asked: are n-back lures necessary and
sufficient features to confer transfer to sentence reinterpretation measures? By replicating the results of Experiment 1 for just the trainees assigned to practice \( n \)-back-with-lures (and not individuals exposed to a version absent lures), the transfer effect is likely to be drive by interference resolution abilities acquired through practicing lures items, and not some other skill honed over the course of training on another practiced process (recall, participants of Experiment 1 performed 8 different cognitive training tasks). Namely, the design of Experiment 2 minimized confounds that may have, in part, accounted for the improvements observed in Experiment 1. Indeed, comparing a group that practiced many skills to no-contact controls invites an infinite number of interpretations for any observed training-transfer result, regardless of its selectivity (for a discussion of the \textit{Hawthorne effect}, see Shipstead et al., 2010).

A second benefit to the design of Experiment 2 involved the inclusion of active control conditions. All participants were assigned to a training condition that required them to visit the lab for 18 total sessions. Different from other training studies with active control groups, the control tasks were similar (all were versions of \( n \)-back), but with various elements carefully and systematically removed. Note that typical intervention designs include active control groups that perform wildly different tasks (e.g., knowledge training or trivia; e.g., Buschkuehl et al., 2008; see Brehmer et al., 2011 for a discussion) that presumably do not tap the general-purpose ability of interest. In Experiment 2, the comparison groups were different on more subtle features (presence of lures and/or performance-adaptivity; see Method), providing a unique opportunity to understand the distinct role of certain task properties that support enhanced interference-resolution skills.
Implemented in Experiment 1, one approach for identifying subjects who improved on disparate skill sets is to hierarchically cluster participants who respond to different training tasks within a battery. Comparing cross-assessment effects of responders to Training Task A (e.g., $n$-back responders) compared to responders of Training Task B (e.g., block span responders) may offer a way to test for the transferability of various EFs to untrained tasks. Subjects improving on spatial working memory (block span responders) might be expected to show different transfer effects compared to subjects improving on interference resolution ($n$-back responders). Indeed, this rationale was used when pinpointing the selectivity of the training effects in Experiment 1. Deriving “control groups” among trainees when the natural comparison condition is a no-contact control group is one approach that should be interpreted cautiously, given that every subject in the training condition was exposed to the same set of tasks. Put differently, although a participant might improve on ($n$-back training but not block span training, this subject spent a good deal of time—the same amount of time, in fact—practicing both tasks. The design of Experiment 2 bypasses such concerns by issuing a single training task to each subject, against which subjects who practiced a minimally-dissimilar training task may be compared. That is, the nature of training was non-overlapping across trained “control” groups.

By parametrically and minimally manipulating the training tasks in Experiment 2, participants tasked with one training regimen could be dubbed the interference-resolution training condition, while those assigned to another intervention absent a subtle task feature (lures) could be considered non-interference resolution controls. This design provided the chance to carefully test for the causal relationship of general-purpose EFs
for language processing without having to identify responders of separate tasks. As sketched above, one possible shortcoming of Experiment 1’s analysis centers around the interpretation that can be gleaned from a responder/nonresponder analytic approach; when a battery of training tasks is presented, theoretically, multiple regression should define the training tasks that account for the majority of the variance of pre/post changes in untrained abilities. However, the assumption that a training task and a transfer measure share EFs (i.e., are initially related in some way) may obscure the outcome and interpretation of such regression models. If Task A is correlated with Task B, then gains on Task A will likely predict gains on Task B assuming that a shared latent variable accounts for the correlation of both tasks. That is, the correlation between gain scores, and therefore the differences between responder groups, could be true regardless of whether there were true training effects (Tidwell et al., 2013). Considering this, it may not be possible to disentangle an interpretation favoring cognitive control training as the mediating factor of n-back responders’ improvement on reinterpretation measures from a statistical artifact influencing such a pattern.

Provided that there are clear, selective training group differences in Experiment 2 such that only subjects practicing lures demonstrate cross-assessment improvement in garden-path recovery, I would be able to conclude a causal relationship (rather than conflate this pattern with a statistical artifact, as was the case in Experiment 1). Another way to frame this is to ask if n-back lures necessary and sufficient for generalized improvement in cognitive control.

Finally, given the putative role of EF in several other measures of linguistic and non-linguistic processing, transfer might extend beyond just syntactic ambiguity.
resolution. As detailed in Chapter 1, there is great overlap in the EF processes involved to carry out several language tasks successfully; these involve employing interference resolution mechanisms to recover from temporary misanalysis during sentence parsing (as demonstrated in Experiment 1) and to select the right word for production in the face of many plausible contenders (e.g., under-determined representational conflict).

Experiment 2 tested these predictions by incorporating untested far-transfer measures of verbal fluency. Moreover, a non-conflict sentence processing measure (relative clause parsing) was included to test the degree to which effortful linguistic processing overlaps with interference resolution (see next section). Additionally, non-linguistic tasks containing high-EF conditions were also completed at pre- and posttest, including Stroop (with high-EF incongruent conditions contrasted with low-EF congruent items; see Milham et al., 2001) and a recognition memory task (with a high-EF block containing interfering memoranda and a low-EF block sans conflicting features; see Oberauer, 2005). By including a host of tasks with high-EF and control (low-EF) conditions, the breadth of interference resolution training—and thus, a process-specific account—could be tested.

3.1 Experimental Preliminaries

All participants performed pretest and posttest versions of tasks, which included both high- and low-EF conditions. These included: (1) A version of the Stroop task with response-eligible (representational and response conflict inherent in incongruent items) and response-ineligible (only representational conflict for incongruent items) blocks containing congruent (green written in green ink), incongruent (green written in blue ink), and neutral (horse written in green ink) trials; (2) A recognition memory task with
global (targets matched the identity of words from the most recent memory list) and local blocks (targets matched the identity and location of words from the most recent memory list) containing targets (a familiar word in the global block; a familiar word in the proper location in the local block), fillers (unfamiliar words in both blocks, regardless of position), and lures (a familiar word in the local block that appeared in a location other than where it was presented during the study phase); (3) A verb generation task with high and low competition (many or few competing alternatives for production) and high and low association (strong or weak competitors for production) nouns; (4) A garden path recovery task with ambiguous (requiring reinterpretation of an initial, default meaning) and unambiguous sentences (void of reinterpretation demands); and (5) Reading relative clauses with object- (effortful processing) and subject-extracted (easier processing) constructions. Finally, at posttest, all participants also completed an n-back-with-lures task as a means to verify that each training group improved where expected relative to the other groups. Two dimensions were of interest: Adaptivity (contrasting the adaptive—Lures and No-Lures—groups to the 3-Back Group in terms of performance across two n-levels) and Interference (contrasting the Lures group to the non-lures groups—No-Lures and 3-Back—in terms of lure accuracy).

**Stroop.** Subjects completed a Stroop task to index non-linguistic EF changes as a function of training group assignment. A classic version of Stroop requires participants to respond to the ink color of visually presented words, some of which are color words (Stroop, 1935). High-EF incongruent trials refer to cases when the ink color mismatches the semantic representation of the color word (blue written in green ink), thereby recruiting cognitive control resources to resolve the conflict between the competing
sources of perceptual and semantic information (see January et al., 2009; Milham et al., 2001; 2003). Low-EF congruent trials (e.g., blue written in blue ink) remove such conflict, and instead engender a facilitatory condition whereby either perceptual, semantic, or some combination of both representations may be used to arrive at the correct response. Neutral trials that are void of color-semantic information (e.g., a string of asterisks or the word horse in green ink) are often used as controls for congruent and incongruent trials.

To extract out different levels of conflict, I implemented a version of Stroop with response-eligible and response-ineligible trials. During the response eligible block, incongruent trials were restricted to only words that matched the possible response options (blue, yellow, green), resulting in a conflict that arose at the both representational level (prompting one to override an automatic reading bias) or at the level of the response (prompting one to override choosing the incorrect color response; see Chapter 1 for a discussion of response versus representational conflict; see also Milham et al., 2001; 2003). That is, when participants encountered a response-eligible trial, two possible types of conflict contribute to difficulty experienced when a prepotent bias to read a lexical representation must be countermanded in favor of a perceptual (color) representation.

Brain-imaging findings point to separable neuroanatomical involvement for two forms of conflict: VLPFC and anterior cingulate cortex (ACC) are routinely recruited when both representational and response conflict are present (as is the case during response-eligible trials); interestingly, ACC is less active when response conflict is removed (see Chapter 1; Milham et al., 2001). Thus, a second block of Stroop trials isolated representational conflict by including color words that were not possible response options on incongruent
trials (*red, orange, brown*). Indeed, Stroop Cost on ineligible trials and syntactic ambiguity resolution coactivate areas of VLPFC within subjects (see January et al., 2009), providing some evidence for the role of shared interference resolution abilities for the representational component of these tasks among healthy adults (see also Badre & Wagner, 2006). Similar VLPFC resources are recruited during lures trials of the n-back task (Gray et al., 2003), pointing to a possible link between the task performed by individuals in the Lures Group and Stroop. Thus, response-ineligible trials were regarded as the critical items on which the Lures Group should improve.

**Recognition Memory.** Another untrained non-linguistic assessment measure completed by all participants involved recognition memory, which aimed at capturing the difference between familiarity- and interference-based recognition abilities. Similar to a classic Sternberg task (Sternberg, 1969), subjects completed two recognition blocks: global and local recognition memory. During the global recognition task, participants simply indicated whether a probe word belonged to the most recent memory set, while the local block required participants to encode a contextual feature—location—for each to-be-remembered word. This additional feature introduced the unique opportunity to incorporate high-interference probe items, which matched in identity to a study-list word, but mismatched in location, rendering the item highly familiar, but not a target. This demand directly paralleled that of the version of n-back with lures: To successfully handle lure trials of the local block, participants had to override their default cognitive reaction to issue a positive recognition response to all familiar (repeated) items, and instead consider a secondary task demand of item location (or n-back level, in the case of the n-back task). As a result, the Lures group—and no other intervention group—is
expected to enjoy selective cross-assessment benefits on high-conflict local recognition trials.

**Verb Generation Task.** I included a canonical verb generation task to test the effects of cognitive control training for situations of elevated competition for production of linguistic representations. Indeed, much recent work focuses on conflict-control during production, namely when the accessibility of a single to-be-generated word is compromised by the presence of other semantic associates (see Chapter 1). Competition and association strength are two factors that may give rise to the challenge encountered for some words. High-competition refers to nouns with multiple competing contenders for production (e.g., *ball*–*bounce, throw, kick, roll, dance*), while low-competition nouns had a few appropriate options for production and often a single dominant verb associate is produced (e.g., *job*–*work*). High-competition nouns were expected to elicit greater conflict, thus signaling the need for interference resolution (Thompson-Schill et al., 1997). As a result, production times to these items were expected to decrease for the Lures Group, but not the No-Lures and 3-Back Groups. High-association nouns maintain strong connections to their nearest neighbors (e.g., *bed*–*sleep*), and thus are regarded as items with low retrieval demands, while low-association nouns have weak connections to their nearest neighbors (e.g., *valley*–*hike*), resulting in high retrieval demands (see Martin & Cheng, 2006; Snyder & Munakata, 2008). Although retrieval demands introduce a level of difficulty, they do not engender conflict in the same way as high-competition situations. That is, two separable sources of accessibility difficulty may be responsible for the observed production errors and latencies. The present study aims to
demonstrate that production times during high-competition cases—and not low-association items—are improved with conflict-control training.

**Sentence Processing.** In addition to a production-based linguistic task (verb generation), two parsing measures were included to test for the role of cognitive control training for difficult sentence constructions, including syntactic ambiguity and embedded clause processing. The garden-path sentences used in Experiment 1 were provided to (1) replicate the patterns of the first experiment, and (2) to test if n-back lures were necessary and sufficient to warrant the improved cognitive control needed to handle syntactic ambiguity. Subjects also read control constructions thought to engage general-purpose abilities *separate from* the EF of interest (interference resolution)—subject- (SE) and object-extracted (OE) relative clauses (see Fedorenko et al., 2006). Despite a wealth of psycholinguistic research focused on parsing relative clauses (with most work examining the OE/SE asymmetry in processing difficulty), few reports document the role of cognitive control. That is, the slowed reading time normally accompanying OEs (compared to SEs) is typically explained in terms of how taxing syntactic integration is on the parser, and the degree to which the parser relies on linguistic versus non-linguistic verbal working memory capacities to overcome such demands. Consider (3) and (4):

3. The farmer who the expert questioned promoted the product at the fair.

   (Object-extracted)

4. The farmer who questioned the expert promoted the product at the fair.

   (Subject-extracted)

In both cases, the verb “promoted” must be integrated with “the farmer” into a verb phrase to arrive at the interpretation that the farmer was the one doing the promoting at
the fair. Differences in processing difficulty emerge, however, at the embedded clause ("who the expert questioned"/"who questioned the expert"), owed to the fact that in (3), the farmer is the extracted object of the embedded clause (the expert questions the farmer); whereas in (4), the farmer serves as the extracted subject of the embedded clause (the farmer questioning the expert). That is, the farmer is differentially integrated into the embedded clause, with object-extraction requiring more extensive syntactic movement than subject-extraction: “Who” references the farmer in both sentences, but the referent in the SE condition is much closer, or more local, than that of the OE condition (see Fedorenko, Woodbury, & Gibson, 2013; Just & Carpenter, 1992; Lewis & Vasishth, 2005; Warren & Gibson, 2002). Such locality explanations have been provided to account for OE processing difficulty—indexed by slowed reading times—experienced at the embedded clause.

Additionally, much work has focused on mnemonic (span-based) measures of cognitive ability to characterize the exaggerated OE reading times (Caplan & Waters, 1999; Just & Carpenter, 1992; King & Just, 1991). Such evidence tends to take two forms: Verbal working WM (as measured by a reading span task) predicts the difference in online sentence processing between OEs and SEs (see Just & Carpenter, 1992; King & Just, 1991, *inter alia*), and dual-task performance selectively influences real-time reading of complex OE sentences, but not simple SEs (see Fedorenko et al., 2006; Waters, Caplan, & Hildebrant, 1995). Although a host of results point to a critical role of working memory capacity for OE processing, to my knowledge, no work has emphasized the potential role of the hypothesized trained mechanisms in the Lures training task detailed above. Put differently, the processing demands encountered during OE processing is
dissimilar to that required to recharacterize an initial misinterpretation while reading garden-path sentences. Namely, as others have shown, capacity-based verbal working memory explains some differences in processing ability; here, I argue that the skills gained during \( n \)-back-with-lures training is quite different from the capacities tapped during verbal working memory tasks like reading span (see discussions in Chapters 1 and 2).

3.2 Hypotheses

Thus far, I have argued that a process-specific training account presumes appropriate linking hypotheses between the types of cognitive abilities required to perform certain assessment tasks in order to choose an effective training regimen. Again, transfer can only be expected if the cognitive skills (e.g., interference resolution) underlying certain outcome measures are targeted through training so as to affect shared mechanisms that facilitate performance; likewise, training tasks not involving these mechanisms are not expected to confer transfer. Thus, considering the results of Experiment 1, I hypothesized that the interference resolution abilities boosted through practice with an \( n \)-back-with-lures task would exclusively benefit the high-EF conditions of each untrained linguistic (high-competition conditions of verbal production; syntactic ambiguity resolution) and non-linguistic (incongruent Stroop trials; recognition in the presence of interfering memoranda) assessment task, compared to conditions where the need for EF was removed (unambiguous sentences and congruent Stroop trials, for example). Furthermore, for linguistic materials with heightened cognitive demands due to their difficult structures (relative clauses), I hypothesized that the effect of conflict-control training would be negligible. A positive transfer effect for these items would hint
at an improved general process (compared to a process-specific account of cognitive control).

To test these hypotheses, three versions of \( n \)-back were parametrically manipulated to target distinct cognitive processes hypothesized to subserve separate cognitive mechanisms. A letter version of \( n \)-back-with-lures (henceforth referred to as the Lures Group) was almost identical to the \( n \)-back task administered in Experiment 1, such that it was performance-adaptive (\( n \)-level varied with accuracy) and designed to tap interference-resolution abilities (due to the presence of lure items). A letter version of \( n \)-back-without-lures (No-Lures Group) was also performance-adaptive, but did not include lure items; thus, this version of the task may be expected to promote a heightened familiarity bias. A multi-stimulus version of 3-back-without-lures (3-Back Group) was minimally different from the No-Lures Group: I removed the performance-adaptive component from the 3-Back task, given that much work suggests that difficulty re-thresholding is a critical component to ensure that cognitive abilities are actually boosted (see Brehmer et al., 2011). Thus, I hypothesized that the 3-Back Group would underperform relative to the No-Lures Group where adaptivity is advantageous. Specifically, transfer benefits for the No-Lures Group—compared to the 3-Back Group—might manifest under conditions capitalizing on performance-adaptivity (akin to detecting a target in an \( n \)-back position greater than 3), given that participants in the 3-Back Group were only ever required to maintain three items at a time.

Participants were assigned to a condition where they practiced just one of these training tasks across 16 training sessions, totaling 8 hours of exposure. I expected to observe a process-specific dissociation across the performance-adaptive training groups,
such that interference resolution training should selectively benefit performance on untrained task conditions with elevated interference demands. Specifically, I hypothesized:

1. If Lures are necessary and sufficient to amp up cognitive control abilities that are shared across training and assessment measures, then individuals assigned to the Lures Group should improve selectively on high-EF conditions embedded within each of the pre/post assessment tasks (including faster real-time reanalysis and better accuracy to comprehension questions following syntactically ambiguous sentences, faster production time for verbs given high-competition nouns, faster response time to incongruent trials of the Stroop task, and faster recognition time on the local memory block), whereas those in the No-Lures and 3-Back Groups, who did not practice interference resolution functions, should not demonstrate test-retest improvements in the abovementioned high-EF conditions. The complementary low-EF conditions of all assessment tasks should result in no selective changes for individuals assigned to the Lures Group.

2. Finally, I tested the hypothesis that the Lures Group—practicing the most cognitively-demanding training condition—improved selectively on just the most complex stimuli by evaluating participants’ pre/post performance while processing relative clauses. Namely, much psycholinguistic evidence suggests that object-extracted relative clauses introduce processing difficulty relative to subject-extracted control sentences. If training on n-back with lures confers a general advantage for trainees to manage complex and difficult stimuli, then
the Lures Group should show benefits on object-extracted clauses; however, if practice with \( n \)-back lures improves interference-resolution skills \( \textit{alone} \), then I would expect to see no selective benefits for this group when reading difficult (object-relative) sentences.

3.2 Method

3.2.1 Subjects

Healthy native-English-speaking subjects were recruited from the University of Maryland community to participate in this experiment for pay (totaling $200 for 10 total hours of participation across 18 lab sessions). All were randomly assigned to one of three training groups (Lures, No-Lures, or 3-Back). Thirty-five participants were excluded from analyses (5 from Lures; 12 from No-Lures; 10 from 3-Back) for either failing to complete all study phases (n=19) or for allowing at least 2 weeks to lapse between any two consecutive sessions (n=16).\(^8\) The final participant group comprised 81 individuals (Lures: \( N=30 \), 22 women, \( M_{\text{age}} = 19.8 \) years, age range = 18-27 years, \( M_{\text{education}} = 14.53 \) years; No-Lures: \( N=23 \), 17 women, \( M_{\text{age}} = 20.0 \) years, age range = 18-23 years, \( M_{\text{education}} = 14.09 \) years; 3-Back: \( N=28 \), 19 women, \( M_{\text{age}} = 20.0 \) years, age range = 18-22 years, \( M_{\text{education}} = 14.36 \) years). None of the subjects had a history of neurological disorders, stroke, or learning disabilities, and no one reported taking medications to correct problems related to neuropsychological or neuropsychiatric impairment. All subjects had normal or corrected-to-normal vision and hearing.

\(^8\) The excluded participants were no different from the include participants in terms of demographics (\( N=35 \); 11 women; \( M_{\text{age}} = 20.26 \) years; age range = 18-29; \( M_{\text{education}} = 14.57 \) years).
3.2.2 Design

A double-blind pretest/posttest design was used; accordingly, neither subjects nor experimenters knew subjects’ condition assignments. Different moderators held training and assessment sessions in separate labs, so that the experimenter who collected the assessment data was blind to the condition to which each subject had been assigned. Additionally, because subjects in the experimental and control conditions never interacted, they were in principle blind to each other’s condition and unaware of the differences between them. All participants visited the training lab for 16 thirty-minute sessions in the three-to-six weeks ($M=4.8$ weeks) intervening pretest (Assessment 1) and posttest (Assessment 2) (see Figure 6). To combat attrition and promote active participation, each subject was notified of an incentive program following the eighth training session. In this e-mail notification, participants were provided a figure depicting their training performance with high scores (average $n$-back scores) clearly marked with a star. Participants were told that for each high training score, their names would be put into a drawing to earn a prize worth up to $200$ (effectively doubling the pay-out of the study); thus, they were encouraged to put forth their best efforts when performing $n$-back each day. Only participants who completed the entire training study were eligible for this award.

During each assessment, participants completed 4 short tasks, including a reading task (including syntactic ambiguity resolution, relative clause processing, and reading illusions of ungrammaticality), a verb generation task testing under-determined representational conflict, the Stroop task, and a recognition memory task with interfering memoranda. These latter two tasks were included to test for boosts in non-linguistic
interference resolution abilities. A near-transfer measure \((n\text{-back-with-lures})\) was presented only at posttest. The purpose of the post-training administration of this version of \(n\text{-back}\) enabled me to verify the effects of training; that is, \(n\text{-back}\) with lures served as a manipulation check to ensure that only those training groups exposed to certain task characteristics improved on those practiced components. For example, just the Lures Group—not the No-Lures and 3-Back Groups which did not see lures—should improve on lure items of the posttest \(n\text{-back}\) task (see specific predictions below). Each assessment battery was completed within one 2-hour session, with task order Latin-squared, such that participants saw tasks in different orders at each assessment and with respect to other participants. All participants, however, began the first assessment battery by completing a demographic questionnaire and ended the second assessment with \(N\text{-back with Lures}\) followed by an exit survey and a debriefing statement.

![Figure 6. Longitudinal design of Experiment 2.](image)

### 3.2.3 Training Tasks

In the interval between assessments, participants completed 8 hours of practice on a single version of one of three \(n\text{-back}\) tasks. The assigned version of \(n\text{-back}\) was administered for a total of 30 minutes during each of 16 in-lab training sessions. The
three versions of $n$-back (see Table 7 and details below) included: 1) Lures training (interference-resolution training task), 2) No-Lures training (adaptive training task), and 3) 3-Back training (non-adaptive control task). The Lures and No-Lures groups received adaptive training, akin to the training tasks administered in Experiment 1, while the 3-Back task was not adaptive (i.e., $n=3$ regardless of task performance). Adaptivity was parametrically manipulated to allow for the development of an active control version of $n$-back, given that performance-adaptive $n$-back tasks have been shown to confer greater transferability to untrained measures compared to non-adaptive versions (see Brehmer et al., 2011; Holmes et al., 2009; Klingberg et al., 2005). A second parametric difference that I implemented involved the presence or absence of lures, maintaining the assumption that encountering lure items would force participants to train their interference resolution skills. The Lures version of $n$-back was almost identical to that used in Experiment 1 (but see subtle task differences below); the No-Lures version was entirely identical to the present (updated) Lures task, but absent lure items. I operationally defined a lure item as any repeating non-target item that appeared within a set, but $n$-level-dependent buffer (see details below).

**Lures Training.** The Lures version of $n$-back was identical to that used in Experiment 1, such that letters were displayed serially and participants indicated by button press whether the current letter had appear $n$ items previously (see the first panel of Table 7). The newer version and that used in Experiment 1 differed in the following ways: First, all sequences contained $20+n$ items, rather than a 25 items. Thus, every sequence included $8+n$ fillers among 6 targets and 6 lures, ensuring that all sequences had the same number of eligible target responses (i.e., 20) regardless of $n$-level. This change
Table 7. Explanations of the 3 versions of n-back used in Experiment 2.

attenuated the response bias asymmetry throughout a sequence (i.e., later sequence positions are more likely to contain targets at higher n-levels in the 25-item sequence condition). For example, in the version administered for Experiment 1, a 7-back resulted in 19 eligible response positions, with the initial 6 items always requiring a “no” response; whereas, a 3-back task had 23 possible target positions and fewer initial items requiring negative responses, 2. Although a response bias asymmetry exists as an inherent limitation of all versions of the n-back task, adjusting each sequence length to contain the same number of eligible target positions across n-levels minimizes the potential for a response-bias strategy at higher n-levels.

A second difference between the newer Lures version of n-back and that used in Experiment 1 involves the nature of the performance adaptivity. The maximum n-level was boosted from 8-back to 13-back to allow for participants to reach natural asymptotic performance; note that in Experiment 1, some participants mastered an 8-back task
relatively quickly. A second change was that the lure level was kept constant, rather than occurring as an adaptive feature. Here, all possible lure positions \((n+1, n+2, n-1, n-2)\) were presented in every sequence regardless of \(n\)-level (see Gray et al., 2003).

A final difference between the newer version of \(n\)-back compared to that employed in Experiment 1 was the criterion that dictates changes in \(n\)-level. In lieu of using total accuracy of responses to all items in a sequence (e.g., in Experiment 1, 85% or greater accuracy on a sequence led to an increase in difficulty level, while less than 65% rendered a reduction in difficulty level), the updated Lures version considered the number of correct target items (see Jaeggi et al., 2011). Here, if less than three target errors occurred, difficulty was increased by one \(n\)-level, while more than five target errors led to a reduction in one \(n\)-level. This change emphasized the relevance of target detection for successful task completion.

Similar to Experiment 1, the Lures task was designed to provide participants with ample practice overriding a familiarity bias that arises when a recent item repeats, but is not in a relevant target position. Repeated exposure to such instances should boost interference resolution skills, considering neural evidence suggesting VLPFC recruitment when lures are encountered (see Method and Discussion of Experiment 1).

**No-Lures Training.** The No-Lures \(n\)-back task was identical to the Lures \(n\)-back with the exception that lures were removed from all trials, resulting in sequences of 6 targets and 14+\(n\) fillers. The “lure buffer” was designed to identify highly-confusable positions (presumably, those which would contain the most effective lure items), and was operationally defined as the sequence of items within the scope of \(n\)—not inclusive of the target position—plus items appearing in the two positions prior to the \(n^{th}\) back item (see...
Within the No-Lures task, no item repeated within the lure buffer, ensuring that only targets constituted highly-familiar items in a sequence. Note, however, that items could repeat within a sequence that were *not* targets, but that these cases could occur in \( n+3 \) or later positions (e.g., during a 5-back task, an item could repeat in the No-Lures task in the 8-back position, but never sooner unless it was a target). This task characteristic is not dissimilar from classic versions of the \( n \)-back task, in that repeating items would be purely incidental and thus do not occur at high frequencies (contrary to the Lures task above, which always included 6 lure items). Thus, targets were the only repeating recent (within \( n+3 \)) items in a sequence. This element of the design fosters a strategy favoring familiarity detection (however, see discussion in Chapter 4), such that participants could feasibly complete the task by simply responding whenever the current item exceeded some familiarity/recency threshold. Thus, I predicted that participants receiving this training task would improve in their ability to recognize recent, familiar items, while not necessarily improving interference resolution skills that are acquired during the Lures \( n \)-back task.

**3-Back Training.** Participants monitored serially-displayed sequences of 23 items (6 targets and 17 fillers), and were asked to indicate via button press whether the current item appeared 3 trials previously. Task difficulty was changed as a function of performance, thereby making the current task a non-adaptive version of the No-Lures task. In addition to the adaptivity difference between the 3-Back and No-Lures tasks, the 3-Back task included various stimulus sets in addition to letters. The purpose of this change was to minimize attrition of participants assigned to this condition. Although all \( n \)-back tasks provided feedback after each sequence (accuracy and average response
time), this may not have been sufficient to keep subjects in the 3-Back condition engaged for 16 training sessions. That is, the participants assigned to the adaptive conditions may be motivated to reach the next $n$-level, knowing that achieving this hinges on good performance on the current sequence. With this element removed for the 3-Back task, I included multiple stimulus sets to keep subjects engaged over the course of training.

Stimulus sets included letters, high-imageability single-syllable words, pronounceable single-syllable nonwords, and two sets of popular symbols (taken from webdings; see Appendix B for stimulus sets). Sets were cycled across sessions in the same order for all participants; for example, all subjects performed a letter 3-back at training session 1, a word 3-back at session 2, one version of a symbol 3-back at session 3, a nonword 3-back at session 4, and a second version of a symbol 3-back at session 5 before repeating the same sequence for sessions 6-10 and 11-15. All subjects finished their final (16th) session with a letter 3-back.

Provided that adaptivity introduces a task demand that benefits performance, by removing this feature of the $n$-back training task, I anticipate participants in this condition to show little to no transfer, even under conditions that hinge on the ability to detect targets. Thus, the 3-Back condition may be viewed as an active control to the No-Lures task.

3.2.4 Transfer Tasks

Posttest N-back-with-Lures. To verify the differential effects of each of the three training tasks, all participants completed one block of a 3-back-with-lures and one block of a 6-back-with-lures at posttest only. Two levels of $n$ were included to verify that the performance adaptive Lures and No-Lures Groups showed a relative advantage at $n$-
levels greater than 3 (here, on 6-back) compared to the 3-Back Group. Both blocks included lure items, which allowed me to verify that the Lures Group outperformed the No-Lures and 3-Back Groups on lure accuracy.

Procedure. The n-back-with-lures comprised the final cognitive task performed by all participants at posttest. The task began with a block of 3-back sequences, followed immediately by a block of 6-back sequences. Similar to the Lures task detailed above, letters were displayed serially and participants indicated by button press whether the current letter had appeared n items previously. During the 3-back block, sequences contained 6 targets, 6 lures, and 11 fillers, while the 6-back sequences included 6 targets, 6 lures, and 14 fillers. Following each sequence, participants were provided with accuracy and average response time feedback. N-level was not varied within a block regardless of performance, and was carefully controlled to be either 3 or 6 depending on the current block. Subjects were explicitly notified of the task change with an instruction screen when the task transitioned from the 3-back to the 6-back block.

Stroop. At pretest and posttest, participants completed a modified version of Stroop (see Milham et al., 2001). Participants were asked to indicate the ink color of each word presented on a computer monitor via button press. There were three possible color responses—blue, yellow, and green—across each of two blocks: a response-eligible and a response-ineligible block. During the response eligible block, incongruent trials were restricted to only words that matched the possible response options (blue, yellow, green), resulting in a conflict that arose at the both representational level (prompting one to override an automatic reading bias) or at the level of the response (prompting one to override choosing the incorrect color response). Response-eligible and -ineligible
incongruent conditions were compared to neutral trials of non-color words written in blue, yellow, or green ink. These neutral words were matched in length and syllable count to the eligible and ineligible color words. For example, blue, yellow, and green were matched with deal, plenty, and horse, while red, orange, and brown had the neutral counterparts of tax, farmer, and stage (items borrowed from January et al., 2009). Congruent trials always included the eligible response color words matched in the proper ink color response (blue, yellow, green). Neutral trials were used as controls for both cases to compute a Stroop Cost (incongruent response time minus neutral response time) and a Stroop Benefit (neutral response time minus congruent response time).

Procedure. At each assessment, participants performed two blocks of the modified Stroop task, one with only response-eligible trials and one containing just response-ineligible trials. Block order was randomized and counterbalanced across participants. The overall task, however, began with simple instructions, orienting the participants to the response buttons and the possible types of items to-be-presented. All subjects began by performing six baseline practice trials (non-color words), followed by six trials with color words (3 congruent and 3 incongruent). Following each practice trial, participants were provided feedback of their response accuracy. Relevant instructions and practice trials preceded each block, regardless of order. Participants were then prompted to begin the actual experiment, wherein no feedback was provided.

On each trial, a fixation point appeared in the center of the screen for 750 milliseconds, followed by a word written in blue, yellow, or green ink, to which a color response was provided. The lexical representation of this word rendered the trial congruent, incongruent, or neutral. Congruent trials were more common than incongruent
or neutral trials, occupying 50% or 72 trials of each block; incongruent and neutral trials each occurred 25% of the time (36 trials per). Although incongruent trials result in markedly slower response times compared to neutral and congruent items, prior work suggests that the proportion of incongruent trials further influences response time: A smaller proportion (akin to 25% of all trials) elicits slower times compared to cases when incongruent trials are more common (50% of all trials; see Kane & Engle, 2003). Conflict adaptation accounts—which cite that the density of high-EF trials causes reactive adjustments in cognitive control—provide theoretical support for this shift (Larson, Kaufman, & Perlstein, 2009; West, 2004).

All trials within a block were randomized, such that any trial type (e.g., congruent) could precede any other trial type (say, neutral). For each trial type, participants saw equal numbers of each stimulus word, such that the three eligible color responses were evenly distributed (e.g., one-third of all incongruent responses required the ‘yellow’ button to be pressed, with half of these cases including each stimulus word green, blue). Participants used the middle row on a number pad to make responses; each color response was mapped to a finger (key): blue-right pointer finger (numpad 4), yellow-right middle finger (numpad 5), green-right ring finger (numpad 6). As soon as a response was made, the fixation point would appear again for 750ms followed by another word. Each block took approximately 6 minutes to complete, and a short schedule break separated blocks.

**Recognition Memory Task.** At each assessment, participants were presented with a modified version of the recognition memory task implemented by Oberauer in the
second experiment of his 2005 paper, during which they performed a block of low-EF global recognition trials followed by a block of high-EF local recognition trials.

Regardless of block, during each trial, a memory list of words appeared serially in one of several frames arranged in a row on a computer screen, followed by a recognition test phase. The words were selected to never repeat within or across assessments to prevent recent-no interference effects (see Chapter 1). Anywhere from two to five words were presented on a given trial, such that when two words were presented, two empty frames appeared on the screen, each of which was serially populated with a word; likewise, when three words were presented on a trial, three empty frames appeared which were later serially populated with each random word (see Figure 7). Words were randomly selected from a set of candidate stimuli (non-overlapping sets were developed for each assessment) and presented for 900 milliseconds within frame locations with a 100-
millisecond inter-stimulus interval. Word location varied from trial to trial, such that words could appear in any unused location within a trial. For example, in the case of a 3-word list, the first word might appear in the first (leftmost) frame, the second word in the third (rightmost) frame, and the final word in the second (center) frame (see also Figure 7, wherein word 1—*box*—appears in frame 1, word 2—*foot*—in frame 3, and word 3—*carrot*—in frame 2). The number of trials containing each list length was balanced evenly within each block, along with the location order in which words were presented. Differing across blocks, however, was the nature of the probes during the recognition test. Since the local block included an additional probe-type, it occupied twice as much time as the global block, given by double the number of memory sets.

*Global Recognition Block.* Subjects performed 9 practice trials before beginning the experimental component of the global block, which included a total of 80 trials during the global recognition block, 20 trials of each list length (2, 3, 4, and 5). After the presentation of the final word of a memory list, a probe items were serially displayed in red font color in a centralized location on the screen, directly below the empty row of frames. Participants were instructed to judge whether each probe was a member of the most recent memory list by pressing computer keys mapped onto yes/no responses. The number of probes was equal to the list length of each trial, such that when a memory list included 2 items, only 2 probes were presented during the recognition test. A target was marked as any word that appeared in the memory list (e.g., *carrot* in Figure 7A), and a filler/non-target item was a novel word that had not been encountered on any previous (or subsequent) trial in the task (e.g., *trunk* in Figure 7A). Target and filler probes were evenly distributed across all trials of the same list length, such that within the global
block, participants always encountered equal numbers of target and filler probes for each list length—a total of 70 targets/70 fillers within an entire global block. Participants took approximately 10 minutes to complete the global block, including one scheduled break at the halfway point of the block.

**Local Recognition Block.** A total of 160 trials were presented during the local recognition block (40 trials of each list length), not including the 9 practice trials that all subjects completed prior to beginning the block. Double the amount of trials were included to increase the number of observations for a second type of non-target probe—lures—that did not appear in the global recognition task. Similar to the global block, following the presentation of the final word of a memory list, probe items were serially displayed in red font color, to which participants made yes/no judgments about whether each probe was a member of the most recent memory list. What was different from the global block was the position in which the probes were presented. Rather than being serially presented in an unchanged centralized location beneath the row of frames, probes were presented within the frames themselves. As a result, an item was deemed a target if and only if it matched both the identity and location of the word presented in the memory list. Therefore, two forms of non-targets were possible: novel words that did not match the identity of any memory list words (fillers) and words that did match in identity, but mismatched in terms of location (lures; see foot of Figure 7B). The number of target and non-target probes was equal across each list length, resulting in a total of 140 targets/140 non-targets within the entire local block. Among the non-targets, half were lures and half were fillers, with each of the three probe-types (targets, lures, fillers) evenly distributed across all trials of the same list length. Similar to the global block, the number of probes
presented during the recognition phase matched that of the list length; thus, a memory list containing 4 items (and 4 frames) would have a probe appear in each of the four frames in a random order. Probe items did not repeat within or across trials, removing recent-no items (wherein a probe matched an item on a recent, but not the current list) and the possibility of a target also appearing as a lure in the same trial. Participants took approximately 20 minutes to complete the local block, including three breaks scheduled every 5 minutes during the block.

*Materials.* Consistent with Oberauer’s word constraints, a list of 1-2 syllable nouns high in imageability, concreteness, and familiarity, and high-to-moderate written frequency (Kucera-Francis frequency=114.3) were drawn from the MRC psycholinguistic database (http://www.psy.uwa.edu.au/mrcdatabase/uwa_mrc.htm; Wilson, 1988). Words were randomly divided in half to create two versions of the experiment. Subjects were assigned to one version for pretest and completed the complimentary version at posttest. Words did not repeat on trials within or between blocks or across assessments. That is, subjects never saw the same nouns twice within this task.

*Verb Generation.* At both assessments, participants were asked to generate a single verb in response to a noun cue. The nouns that were presented belonged to one of four groups, which varied along two continua of Competition and Association.

*Procedure.* Participants were instructed to think of and produce the first verb that came to mind given a noun cue. On each trial, a noun was visually presented on a computer screen for up to 3400ms (following the presentation rate used by Persson et al., 2006). If the 3400ms expired prior to a response, then the trial was tagged as a failed
retrieval. Participants were first instructed to press the spacebar when they thought of a verb associated with the current noun cue. They were, then, asked to verbalize the word that was generated into a microphone for later scoring. Prior to beginning the task, participants were provided extensive instructions, defining precisely what a verb was and providing examples of verbs that might be generated to a set of sample nouns. They were then given 4 practice trials before beginning the actual experiment.

*Materials.* A total of 100 nouns (26 HCHA, 24 HCLA, 24 LCHA, 26 LCLA; see Appendix C) were borrowed from the materials used in Snyder et al., 2010 (personal communication). Half of each noun-type was randomly assigned to a set, one of which was then randomly selected for pretest presentation; the remaining set was presented at posttest. This resulted in a total of 50 unique nouns to which verbs were generated at each assessment (in a non-repeating fashion across assessments). Of these 50 nouns, half were high-competition and half were high-association, such that there were 13 HCHA, 12 HCLA, 12 LCHA, and 13 LCLA at each assessment. Nouns were presented randomly over the course of the task, and no break was provided, as the task took no more than 10 minutes to complete.

**Sentence Processing: Garden-Path Recovery.** To replicate the findings of the first training experiment, I included the same sentence-processing task that was used to assess garden-path recovery in Experiment 1. To recap, participants read ambiguous and unambiguous sentences embedded within a series of filler items while eye movements were recorded. They then answered comprehension questions that probed for misinterpretations (*Did the thief hide himself?*). I hypothesized that recovery from misinterpretation (reflected by comprehension accuracy) should improve for individuals
receiving interference resolution training (Lures Group) and no other group. Unambiguous cases were not expected to benefit, because the need for controlled revision is absent in these constructions. As for eye-movements, I hypothesized that real-time recovery efforts (as reflected by regression path time) should improve following training for just the Lures Group. Further, changes in reading patterns should be confined to the disambiguating sentence region where EF is hypothesized to trigger. Changes were not expected in other regions of ambiguous sentences, or anywhere in unambiguous sentences, where the need to revise (and use EF) is removed. Such selective changes in real-time revision were not expected for subjects assigned to the No-Lures or 3-Back groups.

Materials. Similar to Experiment 1, separate but complementary versions of the ambiguity resolution task were developed so that participants never saw the same materials across assessments (see Appendix A for exact sentences used). The same pseudorandomization and counterbalancing principles were implemented to ensure that participants only saw each critical verb once per assessment, and that the sentential context changed across assessments. At each assessment, 12 ambiguous and 12 unambiguous constructions were presented and embedded within 120 filler sentences (some borrowed directly from Christianson et al., 2006, along with other constructions that served as control sentences; see next section).

Sentence Processing: Parsing Relative Clauses. Separate but complementary versions of the relative clause sentences were developed so that participants never saw the same materials across assessments (see Appendix D for all experimental sentences). Forty-eight unique sentences were borrowed from Fedorenko et al. (2006) to create 12
object-extracted and 12 subject-extracted sentences per assessment (see examples 3 and 4 above). At each assessment, these 24 items were embedded within filler sentences (including the abovementioned syntactically ambiguous and unambiguous constructions among 120 other filler items). For each assessment, two lists were created: if an item in one list appeared as a subject-extraction, it was an object-extraction in its counterpart list. List administration was pseudorandom and counterbalanced across participants and assessments. Thus, a participant never saw the same verbs and actors within or across assessments. A comprehension question followed every sentence as a way to verify that participants were indeed processing the sentence for its meaning. Contrary to the questions probing for interpretations of syntactically ambiguous sentences, the OE/SE questions were not designed to test for the meaning of the critical embedded clause (for the examples above, the question, Was the product promoted on TV? was posed). The number of yes/no responses was evenly balanced across the OE/SE set at each assessment.

3.3 Analyses and Results

3.3.1 Training Task Performance

Analysis of the training data revealed that participants showed marked improvement on their respective $n$-back training tasks (average effect size, Cohen’s $d=1.38)$. Performance was indexed by $n$-back scores, which were calculated by multiplying the average $n$-level by average accuracy achieved by each subject at each training session. Generally, $n$-back scores provide a measure of mean difficulty level achieved—akin to what was used in Experiment 1—to track training-related performance gains. Figure 8A illustrates that average $n$-back score varies significantly across training
Figure 8. Training performance over the course of 16 training session for each training group indexed by (A) n-back score—average accuracy multiplied by average n-level for each subject at each session—and (B) normalized (z-scored and scaled on initial training session score) n-back score—within each training group, but collapsed across each session. Error bars = ±1 standard error of the mean.
groups, in part due to the average $n$-level achieved on each: The No-Lures Group reaches higher average $n$-levels (7.09) than the Lures Group (5.44), while the 3-Back Group only has experience monitoring 3 items at a time, restricting the range of their $n$-back scores.

Two alternative approaches were taken to compare performance across training groups, while alleviating this confound: First, $n$-back scores at each session were normalized (z-scored) within each training group with the mean of the initial training session added to the score to scale the measure according to baseline performance—see Figure 8B—wherein I observe comparable training gains for the two adaptive groups (Lures and No-Lures; mean standardized change from first to final session is 1.6625 and 1.8011, respectively). The 3-Back Group, on the other hand, shows more variable performance across sessions, ultimately improving (mean standardized change from first to final session is 0.6767), but doing so much less systematically than the adaptive groups. This pattern may be suggestive of the importance of adaptivity to observe general gains in training performance.\(^9\) However, one caveat to this analytic approach is that even normalized measures are subject to conflations. $N$-level is used to compute $n$-back score—the measure over which participants were normalized—which may have imposed a restriction on the performance range of the 3-Back Group. Compared to the variance of the Lures and No-Lures Groups, the variance of the 3-Back Group is fairly large and constant over the course of training. The adaptive groups, on the other hand, demonstrate increased variance with training session, reflecting individual differences in subjects’ asymptotic levels.

\(^9\) Note, however, that these session-by-session changes may be reflective of either improved training or more precise indices of baseline cognitive ability; see Discussion in Chapter 4.
To overcome this issue, I implemented a second approach that captured training-mediated differences in task performance, deferring to a single version of the $n$-back task that all subjects completed at posttest. This task was used as a proxy to test for group differences in adaptivity (by comparing performance on low- and high-$n$-levels across groups) and interference resolution ability (by comparing performance on $n$-back lure items across groups). Although I did not include a pretest version of the same task to measure baseline efforts, a posttest $n$-back task is liable to still convey selective training improvements.

3.3.2 Index of Training Effects: Posttest $N$-back-with-Lures

**Analysis.** Posttest $n$-back data were excluded from two participants who performed below 80% accuracy on filler items averaged across both blocks (1 subject in the Lures Group; 1 in the No-Lures Group). As sketched above, the purpose of the posttest $n$-back task was to verify that, relative to the other conditions, each training group performed where expected on a common measure of $n$-back that all groups experienced.\(^\text{10}\) I sought to demonstrate two important effects: First, relative to the adaptive groups (Lures and No-Lures), the non-adaptive 3-Back Group should be less accurate when performing $n$-back tasks where $n$-level is larger than the practiced 3-level. Since all members of the adaptive groups had ample practice at $n$-levels greater than 3 (most reaching levels greater than 6), the Lures and No-Lures Groups should demonstrate superior accuracy on items appearing in sequences where $n$ exceeds 3, namely, in the 6-back block of the posttest version of $n$-back. Second, compared to the non-lures groups (No-Lures and 3-Back), the Lures Group should be more accurate when encountering

\(^{10}\) Although all groups practiced some version of $n$-back, each was fundamentally different, making it difficult to compare training performance of these tasks across training groups.
lure items regardless of \( n \)-level, given that subjects in this condition regularly practiced responding to lures during every training sequence. To test these hypotheses, I conducted analyses of variance (ANOVAs). Where appropriate, I also conducted JZS Bayes-factor tests to both verify the results of any t-tests and one-way ANOVAs reported and to provide an index of effect size.

**Test of Adaptivity.** Groups practicing adaptive training tasks (Lures and No-Lures) were combined to form an Adaptive Group against which the Non-Adaptive Group (3-Back) was compared. I observed an interaction of Adaptivity (Adaptive vs. Non-Adaptive) and \( N \)-level (3-Back vs. 6-Back) on overall accuracy (\( F(1,155)=4.13, \ p=0.044; \ BF=2.19 \)). The left panel of Figure 9A illustrates that on the 3-back block, Adaptive (\( M=0.935, \ SD=0.059 \)) and Non-Adaptive (\( M=0.907, \ SD=0.065 \)) training resulted in the same total accuracy (\( F(1,78)=3.86, \ p=0.053, \ BF=1.053 \)); whereas, on the 6-back block (right panel of Figure 9A), Adaptive training groups (\( M=0.874, \ SD=0.081 \)) outperformed the Non-Adaptive group (\( M=0.798, \ SD=0.075 \)) in terms of total accuracy (\( F(1,77)=16.686, \ p<0.001, \ BF>100 \)). Together, these findings verify that the non-adaptive 3-Back Group did not perform as well on more-challenging, unpracticed \( n \)-levels, suggesting that adaptive training afforded the adaptive groups with the ability to process (maintain and update) more than three units of serially-presented information. Indeed, practicing at a higher difficulty level throughout training seems to have been advantageous for performing at a greater difficulty level during a posttest assessment of \( n \)-back performance.

**Test of Interference-Resolution Ability.** To test for interference resolution advantages, the groups practicing training tasks void of lure items (No-Lures and 3-Back
Group) were combined to form a Non-lure group against which the Lures Group was compared. I observed an interaction of Lure Presence (Lure vs. Non-lure) for accuracy to n-back lure items regardless of n-level (F(1,78)=4.768, p=0.032, BF=12.334). Figure 9B illustrates that Lure training (M=0.907, SD=0.071) resulted in better lure accuracy compared to Non-lure training (M=0.874, SD=0.090). This pattern verifies that subjects

![Figure 9. Posttest n-back task performance given by (A) overall accuracy on each block—3-back versus 6-back—for adaptive (Lures and No-Lures groups combined) and non-adaptive (3-Back group only) groups, indexing adaptivity benefits; (B) lure accuracy performance collapsed across block for lures (Lure group only) and non-lures (No-Lures and 3-Back groups combined) groups, indexing cognitive control benefits target accuracy on each block; (C) accuracy is decomposed by training group and block for target items (leftmost panel), non-target filler items (center panel), and non-target lure items (rightmost panel). Error bars = ±1 standard error of the mean.]
who practiced lure items demonstrated better accuracy on lures trials compared to those who do not see lures during training.

In addition to verifying the effects of adaptivity and interference resolution, I also examined the effect of Training Group (not in composite form, as above) on accuracy for each Item Type (targets, non-target fillers, non-target lures) on each Block (3-back and 6-back) in order to decompose the effects of the abovementioned analyses. Figure 9C depicts the average accuracy for each of these six conditions (3 items types by 2 n-levels). Main effects of Training Group were observed for the lure items in the 3-back block (F(2,77)= 3.709, p=0.029, BF=0.699) and lure (F(2,76)= 3.09, p=0.050, BF=0.406) and target items (F(2,76)= 13.117, p<0.001, BF=43.53) in the 6-back block (all other conditions: F’s<2.67, p’s>0.07, BFs<0.331). Ad hoc comparisons indicated that the effects among lure items (at both n-levels) were based on a distinction between the Lures and 3-Back Groups (Welch two-sample t’s>2.786, p’s<0.006, BFs>4.739), even though numeric differences existed such that the Lure Group outperformed the No-Lures Group. The target item effects on the 6-back block were driven by accuracy differences between all of the training groups (Welch two-sample t’s>2.018, p’s<0.05, BFs>1.005), indicating that the No-Lures Group (M=0.722, SD=0.177) was more accurate to respond to 6-back targets than the Lures Group (M=0.613, SD=0.206). Superior target accuracy for the No-Lures Group may be viewed as evidence for this group’s superior target-detection skills acquired over the course of training on a version of n-back that favors a familiarity/recency bias. One may have expected the 3-Back Group to show a similar advantage, given that subjects in this condition could presumably also default on a familiarity bias to perform their version of the n-back task. That 3-Back trainees did not show a pattern
consistent with this expectation may be suggestive of their use of a strategy other than one that capitalized on a familiarity bias (see discussion at the end of this chapter).

Together, the posttest n-back task largely verified that practiced tasks conferred relative advantages among subjects based on their group assignments. The effect of Adaptivity was evidenced by overall accuracy of the adaptive groups being greater than that of the non-adaptive 3-Back Group at higher n-levels (i.e., 6-back block).

Interestingly, the No-Lures Group showed better accuracy to target items compared to the Lures Group, perhaps reflecting these trainees’ boosted familiarity bias/target detection abilities. Finally, the Lures Group outperformed the Non-lures groups in terms of lure accuracy performance at both high and low n-levels, confirming an effect of selective interference-resolution abilities (at minimum, as they pertain to n-back) for this group.

With each training condition demonstrating relative performance advantages where expected, the next question was one of whether these selective improvements transferred to untrained conditions of interference resolution. I explored this question by examining four untrained far-transfer tasks, two non-linguistic measures (Stroop and recognition memory) and two linguistic measures (verb generation and sentence processing).

3.3.3 General Analyses for Pre/Post Measures

For all tasks presented at both pre- and post-test, I used analyses of covariance to examine the relation between training condition and cross-Assessment improvement. To tap Assessment-by-Training Group effects, I predicted posttest performance as a function of Training Group while covarying out pretest performance. Importantly, this approach emphasized posttest differences among Training Groups, directly addressing the question of whether any group outperforms other groups following intervention (at posttest), while
assuming all groups are performing equivalently at pretest. Training Group was included as a 3-level factor to examine the contribution of all groups with respect to one another. Where appropriate, ad hoc comparisons treated Training Group as a 2-level factor through which two sets of trainees were contrasted to probe minimal group differences.

For the sentence processing measures (comprehension accuracy and eye movements), I reported multilevel mixed-effects models testing for the fixed effects of Training and Assessment (see Jaeger, 2008). Mixed-effects models were used to statistically evaluate pre/post improvements among the training groups while nesting fixed factors within the random variables of Subjects and Items. Importantly, crossing both random variables was not a possible feat within the context of an ANCOVA (factors were nested within Subject only for these analyses), supporting the use of mixed-effects models for such data. I also included JZS Bayes-factor tests to verify the presented results, where appropriate; however, note that BFs are omitted where mixed-effects models are reported because such models are often unbalanced and include more than one factor of interest (see elaboration of BFs in Method section of Chapter 2).

3.3.4 Stroop Task

Analysis. The average accuracy for subjects performing the Stroop task was 96.45% (range=91.67-99.82%); thus, no participants were excluded from analyses on the basis of poor performance. Response times were analyzed for correct trials only, and were normalized with respect to neutral (control) trials. Below I examined these normalized response times for high-interference incongruent trials in the form of a Stroop Cost by computing differences between median\textsuperscript{11} response times on incongruent (\textit{blue}

\textsuperscript{11} Medians were used to correct for extreme response time values in lieu of Windsorizing.
written in green ink) and neutral trials (deal written in green ink). An index of low-interference Stroop trials (Stroop Benefit) served as a control measure for Stroop Cost. Stroop Benefit was calculated as the difference between median response times on neutral and congruent trials (green written in green ink). Both Stroop Cost and Stroop Benefit measures were computed for each subject separately for response-eligible and response-ineligible blocks.

Recall that response-ineligible trials isolate representational conflict, while response-eligible trials include both representational and response conflict. As a result, a cross-Assessment effect on response-eligible trials in the absence of such an effect on response-ineligible trials would suggest a change in response-level interference resolution, alone; whereas, a pre/post change on response-ineligible trials would be consistent with a shift in interference resolution at the representational level. Finally, a comparable change on both blocks irrespective of response eligibility would, too, suggest an effect at the representational level, as this component is shared across both blocks; note, however, that effects on both blocks are likely to also be driven by response-level interference in the event that the response-eligible trials elicit a quantitatively larger improvement that response-ineligible trials. Evidence for this representational/response-level distinction comes from prior work indicating that response-eligible trials engender more overall conflict evidenced by slowed response times which are accompanied by greater ACC activation (an area implicated in response-level conflict across a multitude of tasks; see Milham et al., 2001; 2003).

Here, I considered response-eligible and response-ineligible trials separately while assessing the effects of Interference (Stroop Costs vs. Stroop Benefits), Training
Group (Lures vs. No-Lures vs. 3-Back), and Assessment (Pretest vs. Posttest). Before running this analysis, however, I first performed a manipulation check to ensure that (1) incongruent trials elicited longer response times compared to neutral trials, which in turn had longer response times relative to congruent trials, and (2) response-eligible trials resulted in overall longer response times than response-ineligible trials, given that two levels of conflict are present and compounded in the former case.

**Manipulation Check.** To test for the classic Stroop effect and the influence of response-based conflict, I examined correct pretest response times as a function of Trial Type (incongruent, congruent, neutral) and Eligibility (response-eligible, response-ineligible) at collapsing across Training Group. A repeated-measures analysis of variance (ANOVA) revealed an Eligibility-by-Trial Type interaction $F(2,474)=3.778$, $p=0.024$, $BF=0.24$), supported by main effects of Trial Type ($F(2,474)=43.161$, $p<0.001$, $BF>100$) and Eligibility ($F(1,474)=20.752$, $p<0.001$, $BF>100$; see Figure 10). Overall, subjects were slowest to respond to incongruent trials ($M=700.56ms$, $SD=170.25ms$) relative to neutral ($M=609.23ms$, $SD=101.27ms$) and congruent trials ($M=577.84ms$, $SD=91.43ms$), verifying that high-interference incongruent items are costly to process, while performance is facilitated on congruent trials when information converges on a single response (i.e., matched lexical and perceptual information). Moreover, subjects were slower in the face of multiple forms of conflict when responding to incongruent items on

---

12 Participants excluded from the present analyses (see Method for more detailed exclusion criteria) were no different from the current subset of included participants in terms of baseline response times on Stroop ($F(1,458)=0.0472$, $p=0.82$).
Figure 10. Response time improvements on conditions of the Stroop task. Pre/post correct response times in terms of Stroop Cost (incongruent minus neutral trials, reflecting high-interference resolution demands) and Stroop Benefits (neutral minus congruent trials, reflecting low-interference resolution demands) for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels) on (A) a block where responses were eligible—reflecting response and representational conflict—and (B) a block where responses were ineligible—isolating representational conflict. Error bars = ±1 standard error of the mean.
the response-eligible block (M=747.82ms, SD=193.87ms) compared to cases requiring
the resolution of conflict at just the representational level (M=653.31ms, SD=127.41ms;
F(1,158)=13.278, p<0.001, BF>100). Consistent with this, I observed a main effect of
Eligibility for Stroop Cost (F(1,158)=22.559, p<0.001, BF>100), but not Stroop Benefit
(F(1,158)=0.578, p=0.44, BF<0.001). This pattern is evident by contrasting pretest
performance in Figures 10a (eligible block) and 10b (ineligible block).

**Assessment-By-Training Interaction.** Given the verified effects of Eligibility
and Trial Type, I next explored the effect of Training Group by conducting an analysis of
covariance of posttest performance, with fixed effects of Training Group (Lures vs. No-
Lures vs. 3-Back), Eligibility (Eligible vs. Ineligible), and Congruency (Stroop Cost vs.
Stroop Benefit) while controlling for pretest (baseline) performance of each subject.
Although I did not observe a significant interaction of all variables, I observed main
effects of Assessment (F(1,626)=11.116, p<0.001, BF>100), Eligibility
(F(1,626)=26.825, p<0.001, BF>100), and Congruency (F(1,626)=60.933, p<0.001,
BF>100), as well as Eligibility-by-Congruency (F(2,626)=39.513, p<0.001, BF>100) and
Assessment-by-Congruency (F(1,626)=13.665, p<0.001, BF>100) interactions. That a
main effect of Training Group is absent suggests that individual training manipulations
had no selective effects on Stroop performance; however, all subjects demonstrated
improved cross-Assessment performance in terms of Stroop Cost (F(1,144)=18.414,
p<0.001, BF>100), with selective reliable improvements on eligible trials
(F(1,72)=12.670, p<0.001, BF>100; ineligible trials: p=0.09; see Table 8). Training did
not yield cross-assessment changes in Stroop Benefit did not change from pre- to posttest
suggesting that practice effects were isolated to only high-conflict incongruent trials
<table>
<thead>
<tr>
<th>Conflict Condition</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stroop Task (Response Time)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Response-Eligible Stroop Cost</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Stroop Cost</td>
<td>$F(1,72)=12.6695^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,72)=0.4463$</td>
</tr>
<tr>
<td>Pretest Stroop Cost x Training</td>
<td>$F(2,72)=0.7236$</td>
</tr>
<tr>
<td><strong>Response-Ineligible Stroop Cost</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Stroop Cost</td>
<td>$F(1,72)=2.8066$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,72)=0.7576$</td>
</tr>
<tr>
<td>Pretest Stroop Cost x Training</td>
<td>$F(2,72)=0.3555$</td>
</tr>
<tr>
<td><strong>Recognition Task (Response Time)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Global-Targets</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Response Time</td>
<td>$F(1,73)=5.1201^{*}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,73)=1.2446$</td>
</tr>
<tr>
<td>Pretest Response Time x Training</td>
<td>$F(2,73)=0.0058$</td>
</tr>
<tr>
<td><strong>Global-Fillers</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Response Time</td>
<td>$F(1,73)=8.8608^{**}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,73)=0.3744$</td>
</tr>
<tr>
<td>Pretest Response Time x Training</td>
<td>$F(2,73)=5.4970^{**}$</td>
</tr>
<tr>
<td><strong>Local-Targets</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Response Time</td>
<td>$F(1,71)=87.5994^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,71)=1.2779$</td>
</tr>
<tr>
<td>Pretest Response Time x Training</td>
<td>$F(2,71)=0.3855$</td>
</tr>
<tr>
<td><strong>Local-Fillers</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Response Time</td>
<td>$F(1,71)=14.4176^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,71)=1.4977$</td>
</tr>
<tr>
<td>Pretest Response Time x Training</td>
<td>$F(2,71)=0.2754$</td>
</tr>
<tr>
<td><strong>Local-Lures</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Response Time</td>
<td>$F(1,71)=38.9777^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,71)=0.9357$</td>
</tr>
<tr>
<td>Pretest Response Time x Training</td>
<td>$F(2,71)=6.0179^{**}$</td>
</tr>
<tr>
<td><strong>Verb Generation Tasks (Production Time)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>High-Competition</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Production Time</td>
<td>$F(1,147)=204.965^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,147)=4.565^{*}$</td>
</tr>
<tr>
<td>Pretest Production Time x Training</td>
<td>$F(2,147)=26.614^{***}$</td>
</tr>
<tr>
<td><strong>Low-Competition</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Production Time</td>
<td>$F(1,146)=67.7707^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,146)=2.8709$</td>
</tr>
<tr>
<td>Pretest Production Time x Training</td>
<td>$F(2,146)=1.9003$</td>
</tr>
<tr>
<td><strong>High-Association</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Production Time</td>
<td>$F(1,146)=165.1020^{***}$</td>
</tr>
<tr>
<td>Training</td>
<td>$F(2,146)=5.1648^{**}$</td>
</tr>
<tr>
<td>Pretest Production Time x Training</td>
<td>$F(2,146)=2.2600$</td>
</tr>
<tr>
<td><strong>Low-Association</strong></td>
<td></td>
</tr>
<tr>
<td>Pretest Production Time</td>
<td>$F(1,147)=88.4158^{***}$</td>
</tr>
</tbody>
</table>
Table 8. Summary of all analyses of covariance conducted for the Assessment measures of Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>F(2,147)=2.4053</th>
<th>F(2,147)=5.5021**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Production Time x Training</td>
<td>F(2,147)=1.2651</td>
<td></td>
</tr>
</tbody>
</table>

**Offline Garden-Path Recovery (Accuracy)**

<table>
<thead>
<tr>
<th></th>
<th>F(1,69)=41.2038***</th>
<th>F(2,69)=0.5502</th>
<th>F(2,69)=1.2651</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Accuracy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Accuracy x Training</td>
<td>F(2,69)=1.2651</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Accuracy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Accuracy x Training</td>
<td>F(2,69)=0.9898</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(F’s<2.86, p’s>0.06, BFs<0.27). Paired with the Eligibility effect (cross-assessment changes emerged only for response-eligible trials), this pattern lends support for improved response-conflict level improvements for all n-back trainees. Perhaps, this improvement is diagnostic of a critical function of practicing n-back urges subjects to continuously represent relevant stimulus chunks such that they must choose among representations at the response level throughout training (i.e., when issuing yes/no recognition judgments on n-back).

Next, I conducted a series of planned comparisons to evaluate pre/post gains for each Training Group, with the expectation that if the Lures Group inherited an interference-resolution advantage by virtue of practicing conflicting lure items, then they should demonstrate a quantitatively larger pre/post change in Stroop Cost compared to the remaining Training Groups, accompanied by no change in Stroop Benefit (indicative of a selective gain). Indeed, pairwise comparisons of Assessment for the Lures Group revealed pre/post changes in Stroop Cost on both eligible (t(28)=2.695, p=0.01, BF=2.619; 55ms speed-up) and ineligible blocks (t(28)=2.828, p=0.008, BF=3.486; faster by 32ms). This pattern was not observed for Stroop Benefit on either block (Eligible:...
t(28)=1.256, p=0.21, BF=0.226; Ineligible: t(28)=-0.373, p=0.71, BF=0.112). Moreover, paired comparisons testing for pre/post Stroop Cost differences among the remaining Training Groups bore no reliable change on either block (Eligible: t’s<1.934, p’s>0.07, BFs<0.606; Ineligible: t’s<1.614, p’s>0.11, BFs<0.364); the No-Lures Group improved by 34ms on eligible trials and 24ms on ineligible trials, while the 3-Back Group was faster by 42ms on eligible and 28ms on ineligible trials. As would be expected given the above analysis of covariance, Stroop Benefit did not vary across assessments for the No-Lures (p’s>0.41) or 3-Back Groups (p’s>0.53). Despite no clear effect of Training Group for Stroop Cost in the above test for an interaction, planned comparisons yielded some support for a process-specific account such that the Lures Group showed a reliable pre/post change in Stroop Cost regardless of Response Eligibility, an effect that no other Training Group demonstrated. This pattern may be driven by Lures trainees’ quantitatively faster response times from pre- to posttest compared to the training groups that did not practice resolving interference present in lure items. That this difference failed to emerge in the overall ANCOVA is likely due to the small magnitude of pre/post change (e.g., a small effect size), an issue perhaps owed to subjects’ adept ability to perform Stroop prior to training (leaving little room to improve). To investigate the widespread nature of process-specific interference-resolution training (and to attempt to gather converging evidence across multiple tasks), I next examined Assessment-by-Training Group interactions in a second non-parsing measure tapping recognition memory under varying cognitive control demands.
3.3.5 Recognition Memory Task

**Analysis.** Data from two participants was excluded from all subsequent recognition memory task analyses on the basis of poor performance (filler accuracy did not exceed 80%; n=1, Lures Group) and missing posttest data (n=1, No-Lures Group). The recognition memory task included two blocks (global and local), each of which contained anywhere from 2-5 to be remembered list items. Recognition probes could either be targets and non-targets, with two forms of non-targets occurring in the local block (lures and fillers). Typically, recognition accuracy declines as a function of list length, and relative to global blocks, performance on blocks containing highly-confusable lure trials is worse. I conducted a manipulation check of these effects by looking at average accuracy at pretest (collapsed across all other factors) as a function of List Length (2, 3, 4, 5), Block (local, global), and Probe Type (target, filler, lure). Response times were analyzed for correct trials only, wherein I evaluated effects separately for low-interference global and high-interference local blocks by conducting analyses of covariance of posttest response time given fixed effects of Training Group (Lures, No-Lures, 3-Back) and Probe Type (Targets, Fillers, Lures), while controlling for pretest performance. A selective cross-Assessment effect for the Lures Group on the local block—but not the global block—would lend support for a process-specific training account. No change is expected among members of the No-Lures and 3-Back Group.

Finally, similar to the planned comparisons conducted for the Stroop task (above), I hypothesized that the Lures Group should show significant pre/post changes on the local block (especially so for lures trials of this block), given the heightened need for
cognitive control on these trials, but not the global block where interfering to-be-remembered items are non-existent.

**Manipulation Check.** I implemented a series of ANOVAs on pretest accuracy to verify that the recognition task was performed in conjunction with prior work. In particular, I tested the effects of List Length, Block, and Probe Type, and observed main effects for all variables: List Length (F(1,310)=303.49, p<0.001, BF>100), Block (F(1,155)=223.27, p<0.001, BF>100), and Probe Type (F(2,233)=169.59, p<0.001, BF>100). specifically, accuracy declined as list length increased (Ms=98.40%, 95.63%, 92.35%, 87.74%, respectively for ascending lengths 2-5), performance was superior on the global block (M=98.38%) compared to the local block (M=89.06%), and average filler accuracy (M=98.60%) was greater than target accuracy (M=92.53%), which exceeded lure accuracy (M=78.30%). All subsequent analyses were conducted on correct response times. Comparable main effects of List Length (F(1,310)=41.657, p<0.001, BF>100), Condition (F(1,155)=96.397, p<0.001, BF>100), and Probe Type (F(2,233)=72.993, p<0.001, BF>100) were observed for median reaction times: Response time increased with list length (Ms=685ms, 786ms, 876ms, 927ms, respectively for ascending list lengths 2-5); reactions were also slower in the local block (M=936ms) relative to the global block (M=672ms), and were slowest for lures (M=1174ms) compared to target (M=823ms) and filler items (M=743ms). Together, this indicates that participants did not commit a speed-accuracy tradeoff on this task. To test for the effect
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13 Participants excluded from the present analyses (see Method for exclusion criteria) were no different from the current subset of included participants in terms of baseline response times on either block of the recognition memory task (F’s<1.696, p’s>0.19).
Figure 11. Response time improvements on conditions of a recognition memory task. Pre/post correct response times by item type (targets, non-target fillers, non-target lures) for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels) on (A) the global recognition block—low interference-resolution demands—and (B) the local recognition block—high interference-resolution demands. Note that because the global block does not contain lure trials, only targets and fillers are plotted. Error bars = ±1 standard error of the mean.
of Training Group on response time, I conducted separate ANCOVAs for each Condition (local, global) and each Probe Type (target, filler, lure) testing for posttest correct response time as a function of Training Group, controlling for pretest response time. This resulted in a total of five analyses for each combination of Probe Types that could appear in each Condition.\textsuperscript{14}

**Assessment-by-Training Interaction on the Local Block.** I expected to observe an Assessment-by-Training Group interaction for just lure trials in the local recognition block, an effect driven by improved performance of the Lures Group. Indeed, the ANCOVA of posttest response time to Local-Lure items resulted in a reliable interaction (F(2,71)=6.018, p=0.003, BF=3.997; see Table 8), accompanied by a main effect of Assessment (F(1,71)=38.978, p<0.001, BF>100). No other items of the local block showed this pattern; however, all tests, regardless of item type, demonstrated robust main effects of Assessment (F’s>14.417, p’s<0.001, BF>100; see Table 8). Upon further examination of the Local-Lure interaction, I observed numerically larger pre/post improvements for the Lures Group (191ms) relative to the No-Lures (113ms) and 3-Back Groups (180ms; see Figure 11A). This finding was bolstered by a series of planned comparisons testing for the difference between pre and posttest performance for each of the Training Groups, revealing that only the Lures Group was faster to respond to Local-Lure items at posttest relative to pretest response time (t(29)=6.350, p<0.001, BF>100; No-Lures: t(19)=1.898, p=0.07, BF=0.656; 3-Back: t(26)=1.776, p=0.08, BF=0.481).

Interestingly, corresponding pairwise comparisons for Local-Target and Local-Filler

\textsuperscript{14} No lure probes were present on the global recognition task; thus, there were three levels of Probe Type within the Local Condition and two levels of Probe Type within the Global Condition.
items patterned similarly: The Lures Group, alone, was faster to respond to these items, as well (t’s>4.369, p’s<0.001, BF’s>128; other Groups: p’s>0.07). Although the pre/post improvement for the Lures Group does not appear to be selective for just Local-Lure items (targets and fillers of the local block also improve), for this pattern to be consistent with a process-specific account of interference-resolution training, no such improvements among Lures trainees should be observed in the global condition, as it is void of any interference-resolution demands. To test for this, I conducted ANCOVAs of Global-Filler and Global-Target items, testing for the effect of Training Group while controlling for pretest response times.

**Assessment-by-Training Interaction on the Global Block.** I noted a significant Assessment-by-Training Group interaction for Global-Filler items, paired with a main effect of Assessment (F’s>5.497, p’s<0.005, BF’s>34.99; see Table 8). Analysis of Global-Target items resulted in no reliable interaction, but also revealed a main effect of Assessment (see Table 8). Upon evaluating the interaction among Global-Filler items, I observed the greatest cross-Assessment improvement for the No-Lures Group (104ms), followed by the Lures (73ms) and 3-Back Groups (53ms; see Figure 11B), although none of these pre/post changes reached statistical reliability (p’s>0.13). Beyond this, I conducted planned comparisons to test any Training Group improved in target response time following training to find that no groups improved from pre- to posttest in terms of response time to Global-Targets (t’s<1.77; p’s>0.08, BF’s<1.187). In sum, the Lures Group was exclusive in showing significant pre/post improvement, an effect that emerged only for items in the local recognition block, namely those conditions where interference demands are elevated. No pre/post changes were observed in the global block for any
Training Group, an effect which may be driven by floor effects in this condition.
Nevertheless, cases where reliable cross-Assessment benefits were observed occurred solely for high-EF conditions among members of the group that practiced conflict control over the course of training.

Additionally, correct response time effects provide one avenue for understanding the mechanisms shared between n-back and the untrained recognition memory task; accuracy profiles could complement such interpretations. Thus, I explored the possible mechanisms underlying each of these effects in Chapter 4 using signal detection analyses. To preview, the Lures Group demonstrates a large cross-Assessment shift in response criterion, such that these trainees become more conservative, committing fewer false alarms to lure items. The No-Lures and 3-Back Groups demonstrated no change in response threshold from pretest to posttest. Paired with the above response time analyses, the recognition memory task provides further support for a process-specific account of cognitive control training: Only trainees with experience dealing with interfering representations gain on measures tapping similar resources in the non-linguistic domain. Next, I explored the notion of process-specificity on two linguistic tasks—containing high- and low-EF conditions.

3.3.6 Verb Generation Task

**Analysis.** All subjects’ responses were coded for accuracy using the following criteria: Trials that resulted in the production of non-verb items, a significant delay in producing a verb following a button press (indicating a premature spacebar press), or the generation of an unrelated, but repeating verb (e.g., “have” for several trials) were coded as incorrect answers. These cases were used to identify subjects who failed to perform the
task as instructed. Data were excluded from six participants on the basis of poor accuracy—less than 60% correct at pretest (4 subjects in the Lures Group, 1 in the No-Lures Group, 1 in the 3-Back Group). Generation times were computed on correctly-generated verbs only. I performed a manipulation check at pretest collapsing across Training Group to verify baseline effects of Competition (many versus few competing contenders) and Association (strong versus weak nearest associates), with the expectation that High-Competition items would result in slower generation times compared to Low-Competition words because a greater number of competing verbs for a noun generates competition among all possible items when selecting just one to produce. Low-Association nouns, with weak verb associates, should be slower to produce than High-Association nouns with easy-to-retrieve (strong) verb associates; moreover, High-Competition/Low-Association (HCLA) items should result in the most exaggerated generation times given that these items compound retrieval and interference demands (see Snyder et al., 2010). Following the manipulation check, I conducted ANCOVAs to test for the effects Training Group (Lures vs. No Lures vs. 3-Back), Association (High vs. Low), and Competition (High vs. Low) on posttest generation time, controlling for pretest time. The Lures Group—and no other group—is expected to demonstrate selective pre/post improvements on High-Competition items, irrespective of Association level. The rationale for this hypothesis follows from work indicating that association level indexes retrieval demands, while competition level provides a proxy for under-determined conflict among plausible contenders (see Snyder et al., 2011, 2012). Since Lures training is geared toward resolving among interfering representations rather than retrieving items that are less active, all process-specific effects are anticipated for High-
Competition nouns. Planned comparisons were conducted to test for such an effect of Assessment on generation time following High- and Low-Competition nouns in each training group.

Manipulation Check. An ANOVA testing for the effects of Association and Competition on pretest generation time, irrespective of Training Group, revealed mean effects of both Association (F(1,314)=19.79, p<0.001, BF>100) and Competition (F(1,314)=5.567, p=0.01, BF=2.354), but no interaction of the two factors (p=0.83). As expected, generation times were slower for Low- (M=2554ms, SD=227ms) compared to High-Association items (M=1672ms, SD=115ms) and for High- (M=2241ms, SD=172ms) compared to Low-Competition items (M=1886ms, SD=194ms). It was also the case that HCLA items resulted in the longest generation times (M= 2838ms) compared to any other condition (next slowest M=2346ms for LCLA nouns). With the standard Competition and Association effects in place, I next examined the contribution of Training Group on cross-Assessment changes in generation time, testing for separately for effects related to Competition and Association.

Assessment-By-Training Interaction for Competition. I observed a reliable Training Group-by-Competition effect for posttest generation time when controlling for pretest time (F(2,142)=10.898, p<0.001, BF>100), accompanied by main effects of both factors (F’s>7.656, p’s<0.01, BFs>19.96). This prompted me to examine the Training-by-Assessment interaction at each level of Competition, with the expectation that only the High-Competition items would bear a reliable result. Indeed, High-

---

15 Participants excluded on the basis of drop-out or extended training time (see Method section) were no different from the current subset of included participants in terms of baseline production times on the verb generation task (F(1,438)=1.257, p=0.26).
(F(2,147)=26.614, p<0.001, BF>100) but not Low-Competition nouns (F(2,146)=1.900, p=0.15, BF=0.07) demonstrated a significant Assessment-by-Training Group interaction (see Table 8). Main effects of Assessment were observed in both conditions (F’s>67.771, p’s<0.001), while a main effect of Training Group only occurred for High-Competition items (F(2,147)=4.565, p=0.01, BF=0.968; see Table 8). Planned comparisons testing for cross-Assessment changes for the Lures Group revealed a selective effect for High-Competition nouns (t(27)=2.000; p=0.05, BF=0.687; Low-Competition: t(27)=1.07; p=0.29, BF=0.187). No other Training Groups demonstrated this selectivity in terms of competition-sensitive pre/post improvement. Instead, the No-Lures Group did not improve reliably for either item type (t’s<1.43, p’s>0.16, BFs<0.286) and the 3-Back Group improved reliably for both High- and Low-Competition nouns (t’s>2.51, p’s<0.02, BFs>1.796). That is, the 3-Back Group contributes to the interaction term of the high-competition test, but this pattern is not selective to just these high-EF items. Indeed, as illustrated in Figure 12A, the Lures Group is quicker by 361ms to generate verbs for High-Competition nouns, and only 33ms faster for Low-Competition items; the pre/post change for the No-Lures Group was 249ms and 78ms for High- and Low-Competition items, respectively. Finally, the 3-Back Group improves the most of all of the Training Groups on both item types, demonstrating a generation time reduction of 385ms word with many competitors and 496ms for those with few contenders for production, showing a larger improvement for cases when competition is attenuated (see Figure 12A). The lack of selectivity for the 3-Back Group favors an interpretation of a generalized—not a process-specific—benefit.
Assessment-By-Training Interaction of Association. Similar to the Competition effects reported above, I conducted an ANCOVA testing for a Training Group-by-Association effect for posttest generation time while controlling for pretest time.

Figure 12. Pre/post verb generation latency for nouns in terms of (A) competition level (high-interference items with many production candidates vs. low-interference items with limited contenders for production) and (B) association level (low-retrieval demand items with strong near neighbors vs. high-retrieval demand items with weak near neighbors) for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels). Error bars = ±1 standard error of the mean.

Although this did not reach significance (F(2,141)=0.964, p=0.38, BF=0.314), I observed main effects of Training Group, Association, and Assessment (F’s>11.397, p’s<0.001,
BFs>100). I investigated the nature of these main effects by separately testing the effect of Training and Assessment on High- and Low-Association items: All groups improved on Low-Association words, responding faster to such items at posttest relative to pretest performance (Lures: 893ms, No-Lures: 388ms, 3-Back: 499ms; see Figure 12B) evidenced by a reliable main effect of Assessment among Low-Association nouns (F(1,147)=88.416, p<0.001, BF>100). However, probing the main effects of Training and Assessment (F’s>5.16, p’s<0.007, BFs>1.688) for High-Association nouns revealed that only the 3-Back Group demonstrated a reliable pre/post change on such items—a 368ms reduction in generation time (Lures: 73ms, No-Lures: 118ms; see Figure 12B and Table 8). Paired with the non-selective benefits experienced by the 3-Back group regardless of Competition level, it is evident that 3-Back training had wide-ranging benefits on word production times. One possibility for this general improvement might involve improved general speed-of-processing, as this group’s only index of training performance feedback was accuracy and response time (contrary to the adaptive groups who observed their n-levels dynamically changing with performance).

Finally, that the Lures Group exclusively improves on high-effort conditions (High-Competition and Low-Association) in the absence of comparable boosts on low-effort cases (Low-Competition and High-Association) might be representative of their newfound competence to deal with such high-complexity scenarios. This explanation seems unlikely given that other difficult items do not enjoy such benefits (see object-extracted relative clause results below). Moreover, much work (see Martin & Cheng, 2006; Snyder, Banich, & Munakata, 2011; Wagner, Paré-Blagoev, Clark, & Poldrack, 2001) emphasizes the relevance of cognitive control for effortful retrieval from semantic
memory, making it possible that the benefits experienced by the Lures Group for Low-Association items are driven by different sub-processes than those demonstrated by the No-Lures and 3-Back Groups. This seems quite feasible in light of the Lures Group’s reliable pre/post changes on other untrained high-conflict measures alongside absent effects among the No-Lures and 3-Back Groups.

3.3.7 Linger Garden-Path Recovery (Comprehension Accuracy)

Analysis. Offline comprehension data from six subjects was not included due to poor accuracy to comprehension questions following non-critical filler items (1 subject in the Lures group; 1 in the No-Lures group; 4 in the 3-Back group). For the remaining participants, I first used a mixed-effects model to conduct a manipulation check of Ambiguity at pretest, collapsed across Training Group. I anticipated that ambiguous materials would provoke difficulty in interpretation-recovery, evidenced by worse accuracy to comprehension questions relative to unambiguous control sentences. Next, I included Assessment (pre vs. post) and Training Group (Lures vs. No-Lures vs. 3-back) as fixed factors in the mixed-effects models for each level of Ambiguity (ambiguous vs. unambiguous) with the expectation that an interaction would only emerge for ambiguous sentences, and not unambiguous items. To confirm the mixed-effects model outcomes, I then ran ANCOVAs separately for each Ambiguity level testing for the effect of Training Group on posttest accuracy, controlling for pretest accuracy. These models normalize all training groups’ baseline performance and test for differences at the Group level at posttest. Finally, I conducted planned contrasts of cross-Assessment performance for the Lures Group at each level of ambiguity. Similar to the tests conducted for Stroop and the recognition memory task, these paired comparisons were used to understand the nature of
high- and low-interference task conditions for the subjects who practiced interference-resolution training. The prediction I held was consistent with Experiment 1’s findings: The Lures Group should only demonstrate improved pre/post accuracy to questions following high-interference ambiguous constructions; no change was expected for unambiguous sentences, where the demand to resolve among competing interpretations is removed.

**Baseline Ambiguity Results.** To determine first whether the ambiguous materials imposed the hypothesized difficulty compared to unambiguous items, I fit mixed-effects models of the accuracy data for pretest only, crossing Subjects and Items as random effects and including Sentence-Type (Ambiguous, Unambiguous) and Training Group (Lures, No-Lures, 3-Back) as fixed factors. The best-fitting mixed-effects model included a reliable effect of Sentence-Type, revealing significantly more errors in ambiguous (31%) than unambiguous (9%) conditions ($z=6.718, p<0.001$). Moreover, that Training Group was not a significant contributor to this model suggests that the Training Groups did not perform differently from each other at pretest ($z’s<1.068, p’s>0.28$). This pattern indicates that these sentence items elicited a lingering garden path effect, and did so comparably for participants assigned to each training group. Accordingly, I tested if Training Group predicted improvements in garden-path recovery from pre- to posttest using both mixed-effects models and ANCOVAs.

**Assessment-By-Training Interaction.** When analyzing cross-Assessment changes in accuracy, there was a main effect of Assessment for the ambiguous ($z=-3.892$, $p<0.001$).

---

16 A mixed-effects models testing for an effect of participation-exclusion did not lead to a reliable difference between participants excluded on the basis of drop-out or extended training time from those included in terms of baseline ambiguity effects ($z’s<1.176, p’s>0.23$).
p<0.001) but not the unambiguous sentences (z’s< 0.812, p’s>0.41). Indeed, the best-fitting model included only the intercept suggesting that the fixed factors did not account for accuracy patterns in unambiguous items (see Table 9). An analysis of covariance verified the outcome of these mixed-effects models. To test for posttest accuracy difference among Training Groups while controlling for pretest performance, I ran two separate ANCOVA models for each level of Ambiguity (ambiguous and unambiguous), and replicated the above mixed-effects outcomes. I failed to demonstrate an Assessment-by-Training Group interaction for either sentence type (F’s <1.27, p’s>0.28, BFs<0.001), but observed a main effect of Assessment for ambiguous items (F(1,69)=41.204, p<0.001, BF>100); no such effect was seen for unambiguous sentences (see Table 8).

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>z-value</th>
<th>AIC\textsubscript{C} with / without slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambiguous</td>
<td>Intercept</td>
<td>2.0349</td>
<td>0.3833</td>
<td>5.309***</td>
</tr>
<tr>
<td></td>
<td>Assessment</td>
<td>-0.9087</td>
<td>0.2335</td>
<td>-3.892***</td>
</tr>
<tr>
<td>Unambiguous</td>
<td>Intercept</td>
<td>3.05321</td>
<td>0.3566</td>
<td>8.561***</td>
</tr>
</tbody>
</table>

Table 9. Significant fixed effects from the best fitting mixed-effects models of garden-path sentence comprehension accuracy data, testing for an Assessment (1 vs. 2) by Group (Lures vs. No-Lures vs. 3-Back) interaction separately for ambiguous and unambiguous items. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower AIC\textsubscript{C} values for models without random slopes as compared to those with random slopes. Thus the best-fitting models without random slopes are reported here. *p<.05, **p<.01, ***p<.001

Planned comparisons aimed at evaluating the pre/post change for each Training Group bolstered these findings: On ambiguous items, the Lures Group improved by 10.9% (t(28)=3.494, p=0.001, BF=16.09), the No-Lures Group by 15.5% (t(21)=2.481, p=0.02, BF=1.77), and the 3-Back Group by 12.6% (t(23)=3.009, p=0.006, BF=5.117);
while on unambiguous items, no group demonstrated significant changes (t’s<1.351, p’s>0.19, BFs<0.254). Figure 13 illustrates this pattern, such that all Training Groups demonstrated robust cross-Assessment improvements in comprehension accuracy to questions following ambiguous sentences, while no effect appeared for unambiguous sentences across sessions. That is, every training group demonstrated a selective effect, favoring boosts on high-conflict ambiguous items, but not low-conflict sentences. Such a pattern supports the notion that all training groups’ performance boosts were due simply to practice effects. This possibility is unlikely, however, alongside the pre/post accuracy effects for the untrained controls of Experiment 1 (Chapter 2). Recall that these participants showed no significant improvement upon encountering ambiguous items a second time at posttest (7.2% change, compared to a 16.7% change among n-back responders of that study). Together, this suggests that the n-back task, in general, may be regarded as necessary and sufficient to confer benefits in offline comprehension to questions probing for misinterpretation of temporarily ambiguous sentences. Indeed, a component inherent to all versions of n-back involves using memory to update representations as new information is presented (see Chatham et al., 2011). This ability may be critical for reinstating the sentential information encoded on the previous screen while attempting to answer comprehension questions, a demand which may usurp interference-resolution abilities, aiding reinterpretation processes. Perhaps a more appropriate index of reanalysis that taps interference resolution involves eye movements that occur when conflicting information is initially encountered in real-time. That is, similar to Experiment 1, I assessed pre/post changes in regression path time, or the time
associated with fixations launched to earlier regions of the sentence when new input is encountered before revisiting that information.

![Figure 13](image)

Figure 13. Accuracy to comprehension questions probing for lingering effects of misinterpretation of garden-path sentences. Pre/post accuracy by sentence type (high-interference ambiguous and low-interference unambiguous items) for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels). Error bars = ±1 standard error of the mean.

3.3.8 Real-time Reanalysis of Garden-Path Sentences

**Analysis.** Eye-movement data were excluded from eight participants who could not be calibrated at either pre- or post-test (2 subjects in the Lures group; 4 in the No-Lures group; 2 in the 3-Back group). Following from Experiment 1 (Novick et al., 2013), sentences were divided into four regions of interest (see Table 4), with the region of interest being sentence-final, where conflicting evidence first arrives in ambiguous sentences (Region 4; “sparkled brightly”). In unambiguous sentences, Region 4 was examined as a comparison, to match the region of analysis to the position of the critical
region in ambiguous sentences. Due to the reversed clause order, this region necessarily contains different semantic content; despite this, I compared both regions, given that regression path time is liable to capture some component of wrap-up effects. By comparing the sentence-final region in both sentences, I neutralized the potential contribution of wrap-up. Namely, the semantically comparable region of unambiguous sentences (Region 2) is relieved of wrap-up effects, given its position (see Table 4); thus, if such effects do appear, this should occur regardless of the construction (i.e., ambiguous and unambiguous equally), rather than posing the risk of being an additional potential confound when comparing across sentence types.

I conducted analyses on correct trials only as a means of measuring eye-movement patterns during successful garden-path recovery, that is, when one would expect readers to make leftward saccades in search of information to help them revise and ultimately arrive at the correct interpretation. I conducted multilevel mixed-effects models for ambiguous and unambiguous materials separately with Subjects and Items as crossed random effects. Initially, I conducted these models for just Pretest data to test for Training Group effects, expecting to find no baseline differences among groups. I then fit models to include both Assessment and Group as potential fixed factors. MCMC simulations were used to assess the effects of each fixed parameter within the mixed-effects models.

To test for the individual contribution of interference resolution for real-time recovery efforts, I designated contrasts within the Group level to capture on this difference; that is, the intercept of these models was the Lures Group to ensure that I could test for effects between this critical group and every other group. By this contrast,
any Training-by-Assessment interaction would indicate that the Lures Group has a significantly different cross-Assessment change compared to the contrasted group. That is, a reliable interaction term for the No-Lures (or 3-Back) Group would indicate a significant difference between Lures and No-Lures (or 3-Back) training in regression path time, while a non-significant interaction term would suggest no training-mediated difference between groups. Thus, by a process-specific account, I expected to find two reliable interaction terms for ambiguous sentences and no interactions for unambiguous items. Finally, I verified the multi-level mixed-effects models with ANCOVA models testing for posttest regression path time differences among Training Groups, covarying out pretest regression-path time.

**Baseline Regression-Path Time Results.** I fit a mixed-effects model that crossed the random effects of Subjects and Items for each level of Ambiguity to test for the fixed effect of Training Group for regression-path time in the sentence-final (critical) region. I observed no baseline differences as a function of Group for either level of ambiguity (t’s<1.124, p’s>0.26). Furthermore, to replicate the patterns in Experiment 1, I also tested for the fixed effect of Region for ambiguous items, expecting to find a main effect indexed by longer regression path time for “sparkled brightly.” Indeed, I observed a main effect of Region (F(3,64)=419.123, p<0.001, BFs>100), such that the final region of ambiguous sentences elicited longer regression path times at pretest than any other region (Region 1 M=713ms, Region 2 M=488ms, Region 3 M=1121ms, Region 4 M=2686ms). This was also the case for unambiguous sentences (F(3,64)=330.78, p<0.001, BFs>100; 17 Mixed-effects models testing for an effect of participation-exclusion did not lead to a reliable difference between participants excluded on the basis of drop-out or extended training time from those included in terms of pretest regression path time in all regions of ambiguous (z’s<1.289, p’s>0.19) and unambiguous sentences (z’s<0.831, p’s>0.40).
Region 1 $M=266 \text{ms}$, Region 2 $M=962 \text{ms}$, Region 3 $M=721 \text{ms}$, Region 4 $M=1886 \text{ms}$, indicating two important possibilities: First, every region of unambiguous items resulted in faster regression-path time relative to ambiguous items, suggesting that all regions of

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>t-value</th>
<th>AICc with / without slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ambiguous</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2181.51</td>
<td>221.35</td>
<td>9.855***</td>
<td>14000/13993</td>
</tr>
<tr>
<td>Assessment</td>
<td>871.16</td>
<td>173.61</td>
<td>5.018***</td>
<td></td>
</tr>
<tr>
<td>Assessment x Training (No-Lures)</td>
<td>-526.40</td>
<td>282.14</td>
<td>-1.866†</td>
<td></td>
</tr>
<tr>
<td><strong>Unambiguous</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>1664.90</td>
<td>143.15</td>
<td>11.630***</td>
<td>11127/11100</td>
</tr>
<tr>
<td>Assessment x Training (3-Back)</td>
<td>395.35</td>
<td>210.67</td>
<td>1.877†</td>
<td></td>
</tr>
</tbody>
</table>

Table 10. Significant fixed effects from the best-fitting mixed-effects models of regression-path time following entry into the final region only for garden-path materials testing for an Assessment (1 vs. 2) by Group (Lures vs. No-Lures vs. 3-Back) interaction separately for Ambiguous and Unambiguous items. The intercept for both models is the Lures Group at Posttest. Markov Chain Monte-Carlo (MCMC) simulations were conducted to test for the significance of each fixed effect, through which I generated 10,000 samples from the posterior distribution. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower AICc values for models without random slopes as compared to those with random slopes. Thus, the best-fitting models without slopes are reported here. †p<.06, *p<.05, **p<.01, ***p<.001

ambiguous items have room to improve. Thus, if only the final region of these items resulted in cross-Assessment improvement (replicating Experiment 1’s patterns), then this can be considered a selective region effect. Second, regression-path times of the final region of both constructions was exaggerated relative to all other regions within each sentence, suggesting that a selective benefit for just ambiguous sentences would rule out any explanations of regression to the mean. That is, the region in which there is the most
room to improve should be the region demonstrating greatest improvement if regression to the mean is indeed the driving factor of any cross-Assessment effects.

**Assessment-By-Training Interaction of Regression-Path Time.** The top panel of Table 10 shows the results of MCMC simulations for all mixed-effects models testing for fixed effects of Assessment and Training Group that fit the total regression-path data from the sentence-final region (Region 4). The model for ambiguous items yielded a marginal Assessment-by-Training Group interaction for the No-Lures Group (t=-1.866, p=0.06), but not 3-Back Group (t=-0.699, p=0.48), indicating that the cross-Assessment change between the Lures and No-Lures Groups was trending toward being different, but that the Lures and 3-Back Groups were not different in terms of pre/post change. No other region demonstrated this pattern (t’s<1.131, p’s>0.25). Unpacking this effect with paired comparisons of pre- and posttest performance for each group, I observed reliable improvements for the Lures (t(25)=-3.1241, p=0.004, BF=6.649) and 3-Back (t(18)=-3.107, p=0.006, BF=5.934) Groups, but not the No-Lures Group (t(14)=-1.5584, p=0.14, BF=0.448). Figure 14A illustrates this effect, such that the cross-Assessment change for the Lures Group in the center panel (a 785ms improvement) trumps the No-Lures Group (274ms), with the 3-Back Group demonstrating a smaller quantitative improvement (680ms) that is not different from that observed by the Lures Group. Given that all training groups improved on comprehension accuracy to questions following ambiguous sentences, the lack of an effect for the No-Lures Group in terms of regression path time when disambiguating information is first encountered may, instead, be the aberrant case; that is, the No-Lures trainees’ failure to demonstrate faster real-time reanalysis following training may be the byproduct of a Type II error. One source of evidence suggesting
otherwise is the No-Lures Group’s lack of cross-assessment improvement on any other untrained tasks (Stroop, recognition memory, and verb generation) aside from an offline assessment of misinterpretation.

Surprisingly, the model of unambiguous items also revealed a marginal Assessment-by-Training Group interaction for the 3-Back Group ($t=1.877$, $p=0.06$).\textsuperscript{18} That this pattern was not observed when comparing the Lures and No-Lures Groups suggests that the marginal effect for ambiguous items may be selectively due to the minimal intervention difference separating these two Groups, namely, practice with interference lures. I examined this marginal interaction by comparing pre- and posttest performance for each training group. This revealed a significant cross-Assessment effect for 3-Back trainees ($t(18)=-4.0028$, $p<0.001$, BF=36.077), but no other group ($t’s>-0.8327$, $p’s>0.41$, BFs<0.166). Figure 14B depicts this effect among unambiguous sentences, where the 3-Back Group in the leftmost panel sped up by 841ms from pre to posttest, while the Lures (190ms) and No-Lures Groups (177ms) showed no analogous change.

Alongside the cross-Assessment comparisons for ambiguous items (as well as the verb generation effects in the previous section), these patterns provide support for a general improvement profile for 3-Back trainees: They spend significantly less time returning to earlier regions following entry to the final sentence region regardless of the presence of conflict at posttest relative to pretest. Moreover, the Lures Group possessed an improvement profile consistent with a process-specific account; namely, Lures trainees were faster to revisit earlier regions only after encountering conflicting

\textsuperscript{18} No interactions were observed for any other unambiguous sentence regions ($t’s<0.982$, $p’s>0.32$).
information in ambiguous sentences; unambiguous sentences were unaffected (see Figure 14). The No-Lures Group enjoyed no benefits on either item type, as expected.

A series of ANCOVA models were used to verify these effects, wherein an analysis of regression path time at the sentence-final—“sparkled brightly”—region of ambiguous items yielded a reliable Assessment-by-Training Group interaction. No other region of ambiguous sentences showed this pattern (F’s<1.8232, p’s>0.17, BF=0.082). Put differently, the pre/post correlations for each training group were significantly different. The Lures Group demonstrated a slope equal to 0.259, while the No-Lures and 3-Back Groups showed higher test-retest reliability with respective slopes of 0.958 and 0.418. I compared slopes with t-tests to learn that the Lures Group’s slope coefficient was significantly different from the No-Lures Group’s slope (t(37)=-2.414, p=0.01, BF=2.235), but not 3-Back Group’s slope (t(41)=-1.005, p=0.16, BF=0.271).

Interestingly, the comparison of the No-Lures and 3-Back Group’s slopes was also reliably different (t(30)=-1.839, p=0.03, BF=0.832). This suggests that the Lures Group demonstrated the smallest test-retest reliability (though, no different from the 3-Back Group), a pattern perhaps consistent with Lures trainees’ greatest cross-Assessment change in regression path time in the disambiguating region of ambiguous sentences (785ms speed-up). That the pre/post slope of the 3-Back Group is no different from the Lures Group follows from their comparable, yet quantitatively smaller regression-path gains of 680ms. Finally, the 3-Back Group’s deviation from the No-Lures Group is consistent with the No-Lures Group’s lack of a pre/post change, on average, compared to both the remaining two training groups.
Figure 14. Regression-path time—the total time associated with fixations from the point that a reader first enters a region from the left before exiting it to the right—for garden-path sentences. Regression path time by sentence region (note: “sparkled brightly” of ambiguous sentences is the primary region where conflict arises) at each assessment for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels) for (A) ambiguous and (B) unambiguous sentences.
To further probe this effect, I conducted ANCOVAs emphasizing minimal Training Group contrasts; that is, I tested for the Assessment-by-Training Group interaction with consideration for *pairs* of groups (e.g., Lures vs. No-Lures, Lures vs. 3-Back, and No-Lures vs. 3-Back). By this method, a reliable interaction emerged when I examined the effect of Group (Lures vs. No-Lures) for Region 4 of ambiguous posttest regression path time controlling for pretest reading times (F(1,37)=5.7892, p=0.02, BF=1.885). A similar model honing in on a comparison of the No-Lures and 3-Back Groups yielded a marginal interaction term (F(1,33)=3.7743, p=0.05, BF=0.788), while the analysis assessing Group with respect to a Lures Group/3-Back Group contrast did not reach significance (F(1,41)=0.9370, p=0.33, BF=0.31). This pattern is consistent with the outcome of the mixed-effects models reported above: the Lures Group improves to a greater degree on ambiguous sentences following training relative to the No-Lures Group. Importantly, the comparable analysis for Region 4 of unambiguous sentences resulted in no such effects (F(2,56)=0.0592, p=0.94, BF=0.018); the same null effect held for all other regions (F’s<2.4056, p’s>0.09, BFs<0.167). This pattern is not entirely consistent with the mixed-effects models of regression-path time for the sentence-final region of unambiguous items, which demonstrated a marginal Assessment-by-Training Group interaction for the 3-Back Group (F(2,54)=3.2672, p=0.04, BFs=0.385).

One possible reason for this divergence may involve the assumptions of ANCOVA analyses versus mixed-effects models. The hierarchical models treated Assessment as a repeated measure, an approach that allows cross-Assessment change of a variable to be assessed, while the ANCOVAs capitalize on test-retest reliability to glean something about the Training Group effects *at posttest* given normalized pretest
performance. Moreover, the mixed-effects models nested the random factors of Subjects and Items, making it possible that an effect at the Item level for even a subset of subjects yielded a marginal interaction.

Even if a general cross-Assessment boost is assumed for the 3-Back trainees, such a pattern is not inconsistent with an interference-resolution process-specificity account; the Lures Group pattern (selective improvement on just high-conflict ambiguous items) aligns with such an account. Put differently, the group that was prompted to practice interference-resolution abilities throughout training enjoyed selective improvements when confronted with conflict in real-time sentence processing. To further unpack this effect, I conducted analyses on residual second pass times with the assumption that re-reading should more directly index the revision component of regression path time. As a result, if the regression-path time improvement of the Lures Group—and not the 3-Back Group—is one driven by real-time revision, then the Lures Group should be the only group to demonstrate improvement in second-pass time in earlier sentence regions following training. If a process other than revision is the locus of the 3-Back Group’s regression-path time improvement (e.g., wrap-up), then no pre/post change in second-pass time is expected in earlier regions of ambiguous sentences for these trainees.

Although total second-pass (re-reading) time may be one index of real-time revision properties, a more optimal eye movement measure would conditionalize second-pass time on first entering the disambiguating region. Indeed, re-reading during the initial regions prior to entering the region of conflict is included in a total second-pass measure. In light of this, alongside the regression path time patterns wherein no other regions (aside from region 4) demonstrate cross-assessment changes, it is unlikely that much of
the total second-pass time is due to rereading of earlier regions before encountering the sentence-final critical region. Thus, the next section focuses on total second-pass time as a means to isolate the revision component of regression-path time to test the hypothesis that the Lures Group improves in terms of reanalysis, while the 3-Back Group’s pre/post gains are due to some other reading time component.

**Assessment-by-Training Interaction of Second Pass Time.** Raw re-reading times were corrected for variation in string length for the four specified sentence regions of ambiguous and unambiguous sentences. For each subject at each assessment, I computed a regression equation of re-reading time as a function of region length (in number of characters) for all ambiguous, unambiguous, and a subset of filler items; the residual reading times used for the present analysis encompassed the difference between raw and predicted reading times (see Trueswell, Tanenhaus, & Garnsey, 1994). Table 11 presents the results of MCMC simulations for all mixed-effects models testing for fixed effects of Assessment and Training Group that fit residual reading times for all sentence regions. The intercept reflects performance of the No-Lures Group at posttest; I chose to contrast the other groups to the No-Lures Group to test whether the Lures and 3-Back Groups demonstrated similar improvements to these trainees who did not change in their regression-path time. Again, if Lures trainees’ regression-path time gains reflects improved real-time revision and 3-Back trainees’ patterns reflect a process separate from revision, then the mixed-effects models should only yield a reliable Assessment-by-Training Group interaction for the Lures Group (not the 3-Back Group). Indeed, in earlier regions of ambiguous sentences, I observed a pattern consistent with this hypothesis: The Lures Group was different from the No-Lures Group in Region 1 (t=-2.193, p=0.02) and
Region 3 (t=-2.033, p=0.04), evidenced by significant Assessment-by-Training Group interaction terms. The 3-Back Group, on the other hand, did not show this pattern (p’s>0.53). No assessment-by-group differences emerged in Regions 2 or 4 of ambiguous sentences for any group contrasts (p’s>0.14).

Pairwise comparisons were used to unpack the reliable interactions by testing for pre/post changes in each region for each training group. Following training, the Lures Group demonstrated significantly less second pass time in Regions 1 (t(25)=-2.94, p=0.006, BF=6.195) and 3 (t(24)=-2.43, p=0.02, BF=2.755); the remaining training groups did not show these effects (p’s>0.16). Moreover, despite no Assessment-by-Training Group interaction, the Lures Group also showed faster re-reading times in Region 2 (t(24)=-2.85, p=0.008, BF=5.537), while the remaining groups did not (p’s>0.07). The sentence-final region was void of any such effects (p’s>0.13 for all Groups). Figure 15A illustrates these findings, such that the pre/post change for the Lures Group in the center panel is exaggerated compared to that of the No-Lures and 3-Back Groups. Namely, trainees practicing resolving among competing representations demonstrate 215.60ms speed-up on average in Region 1, 114.66ms in Region 2, and 160.28ms in Region 3.

Critically, no Assessment-by-Training Group interactions emerged on unambiguous items. The best-fitting mixed-effects models probing for this effect for second pass time in Regions 1 and 2 included no significant terms, and the models for Regions 3 and 4 included only the intercept (see Table 11). This null effect is evident in Figure 15B, wherein no groups show pre/post changes in any regions of unambiguous items. Indeed, these selective patterns were not observed across a host of commonly-
Table 11. Significant fixed effects from the best fitting mixed-effects models of residual re-reading time for garden-path materials testing for an Assessment (1 vs. 2) by Group (Lures vs. No-Lures vs. 3-Back) interaction separately for Ambiguous and Unambiguous items. Markov Chain Monte-Carlo (MCMC) simulations were conducted to test for the significance of each fixed effect, through which I generated 10,000 samples from the posterior distribution. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower AIC_C values for models without random slopes as compared to those with random slopes. Thus, the best-fitting models without slopes are reported here. *p<.05, **p<.01, ***p<.001

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>t-value</th>
<th>AIC_C with / without slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Region 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td>Intercept</td>
<td>170.60</td>
<td>61.95</td>
<td>2.754**</td>
</tr>
<tr>
<td></td>
<td>Assessment x</td>
<td>-180.00</td>
<td>82.08</td>
<td>-2.193*</td>
</tr>
<tr>
<td><em>Unambiguous</em></td>
<td>n.s.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Region 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td>Intercept</td>
<td>149.68</td>
<td>32.99</td>
<td>4.537***</td>
</tr>
<tr>
<td><em>Unambiguous</em></td>
<td>n.s.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Region 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td>Assessment x</td>
<td>-176.20</td>
<td>86.25</td>
<td>-2.033*</td>
</tr>
<tr>
<td><em>Unambiguous</em></td>
<td>Intercept</td>
<td>-83.55</td>
<td>36.65</td>
<td>-2.28*</td>
</tr>
<tr>
<td><strong>Region 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Ambiguous</em></td>
<td>n.s.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><em>Unambiguous</em></td>
<td>Intercept</td>
<td>-80.50</td>
<td>36.63</td>
<td>-2.198**</td>
</tr>
</tbody>
</table>

reported eye movement measures, each of which may index processing other than reanalysis. I conducted mixed-effects models to test for the fixed effects of Assessment and Training Group to find no reliable Assessment-by-Training Group interactions for (1) Residual first-pass time for ambiguous (t’s<1.956, p’s>0.05) or unambiguous items (t’s<1.147; p’s>0.25) for any regions; (2) Residual total time for ambiguous (t’s<1.548, p’s>0.12) and unambiguous items (t’s<1.487, p’s>0.12) for any regions; or, (3)
Probability of regressing out of any region of ambiguous (t’s<0.952; p’s>0.34) or unambiguous sentences (t’s<1.820, p’s>0.06).

Taken together, the second-pass time results (crucially, in the absence of other eye movement results) suggest that the Lures Group improved on an index of the revision component of regression-path time, while the 3-Back Group—who also enjoyed regression-path time gains on ambiguous items—did not. Moreover, recall that the 3-Back Group improved in their regression-path time on unambiguous control sentences. These trainees showed no second-pass gains (on ambiguous and unambiguous sentences), suggesting that their boosts were, in part, due some other mechanism. Regardless of this changed process, what is important to note is that the 3-Back Group’s regression-path effect does not appear to be one driven by improvement on a mechanism akin to interference-resolution (assuming that regression-path time aptly captures this ability); the patterns exhibited by the Lures Group, in contrast, does fall in line with such a process-specific account of cognitive control.

The regression-path and second-pass time patterns have important implications for the interpretations of the verb generation task results. Specifically, in terms of word production on the generation task and regression-path time, the Lures Group improved selectively on just high-conflict cases, the No-Lures Group failed to improve on any condition, and the 3-Back Group’s benefits were blind to conflict demands. Second-pass time served as a proxy to draw out the revision component of regression-path time, and proved to verify the presence of a process-specific effect of cognitive control training for real-time revision of garden-path sentences. An appropriate measure sensitive to competition-based interference for the verb generation task could serve a similar role to
Figure 15. Residual second-pass time—the total re-reading time in a region corrected for string length of that region—for garden-path sentences. Second-pass time by sentence region at each assessment for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels) for (A) ambiguous and (B) unambiguous sentences.
elucidate the mechanistic loci of the Lures and 3-Back Groups’ word production improvements. In the meantime, it seems likely that a common underlying process is responsible for this repeated pattern across both tasks.

3.3.9 Real-time Reanalysis of Relative-Clause Sentences

In light of these patterns, one important observation—perhaps even a caveat—is that the most cognitive-demanding training task (Lures training) confers benefits to the most taxing parsing scenarios, i.e., when evidence conflicting with one’s developing interpretation is first encountered. Other researchers have acknowledged the importance of general-purpose cognitive abilities for cases of heightened parsing difficulty, perhaps regardless of the presence of conflict (Fedorenko, Nieto-Castañón, & Kanwisher, 2012; Hagoort, Baggio, & Willems, 2009; but see Novick et al., 2009; Thothathiri, Kim, Trueswell, & Thompson-Schill, 2012). To test this hypothesis, I included syntactically-complex object-extracted relative clauses (compared to subject-extracted relatives), as processing difficulty with these constructions is well-documented (Caplan, Alpert, & Waters, 1998; Fedorenko, Gibson, & Rohde, 2006; Rogalsky, Matchin, & Hickock, 2008; inter alia). Despite such difficulty, most prior work emphasizes the importance of verbal working memory, broadly construed, as critical for processing object relatives. Thus, the role of interference resolution for relative clause processing is largely unknown. It is probable (as I assume here) that the nature of the conflicting representations arising during garden path recovery and relative clause parsing are quite unalike, rendering different degrees of cognitive control demand in each.

That is, in the case of garden-path recovery, the reader must first commit to an incorrect interpretation to be ‘garden-pathed’ (the state under which cognitive control is
triggered to allow an initial default interpretation to be overridden in favor of a new, correct one). Although some degree of conflict appears in relative-clause parsing, such that two eligible subject nouns are present (i.e., farmer and expert in Example [3]), readers do not encounter a comparable situation forcing them to rein-in and recharacterize a default cognitive reaction. Although object-relative clauses may introduce a form of syntactic ambiguity (subject-relatives are more common, and often expected when an embedded clause is encountered), the degree to which this conflict arises is not as exaggerated as that of garden-path sentences. Instead, I argue here that readers must make a real-time interpretive decision upon encountering the embedded clause (who the expert questioned) when parsing relativized constructions, a demand quite different from revising and recharacterizing an initial commitment. I argue here that a revision element involves interference-resolution skills more than such decision components. As a result, object relatives—being low-probability constructions—introduce parsing difficulty likely distinct from that requiring the level of cognitive control that is needed to countermand an initial processing commitment to recover from a garden-path scenario.

If practicing $n$-back lures confers boosted interference-resolution abilities rather than producing trainees skilled at dealing with difficult (low-probability) items, then the Lures Group should not demonstrate improvements under low-cognitive-control demands. Object relatives provide a case where complexity is amped up in the absence (or minimization) of conflict; thus, if Lures trainees are improving in their ability to manage high-effort items, then they should show faster second-pass time in the embedded clause of object relatives—where initial processing demands appear. No
effects should appear in the same region of subject relatives. No selective posttest benefits for the Lures Group would suggest a process-specific account: Only high-conflict scenarios (garden-path recovery) benefit from interference-resolution training, irrespective of a heightened need for general cognitive demands in the face of complexity and effortful processing.

**Analysis.** Following Fedorenko et al. (2006), I partitioned object- and subject-extracted relative clauses into four regions (see Table 12), with the region of interest housing the embedded clause (Region 2, where processing difficulty arises; *who the expert questioned/who questioned the expert*). To examine cross-Assessment changes in eye-movement patterns, I fit mixed-effects models of residual second-pass time—the measure used above to index real-time reanalysis in syntactically ambiguous sentences—with the fixed effects Assessment and Training Group nested in random effects of Subjects crossed with Items. Models were fit separately for subject- and object-relatives. I designated the intercept of these models to be the Lures Group to assess the degree of change given the presence of lure items during training (see rationale in the regression-path time discussion in the previous section). Any reliable Assessment-by-Training Group interaction would indicate that Lures trainees’ pre/post change was different from that of another group. Two patterns would be necessary to infer that the Lures Group is the only group to demonstrate improvement in terms of re-reading time in the embedded clause region, a finding that would debunk a process-specific account of the garden-path results: First, the Lures Group’s improvement would have to be different from the No-Lures and 3-Back Groups in terms of object-extracted relative clause performance, evidenced by two Assessment-by-Training Group interactions. Second, the Lures Group
would have to be identical to the No-Lures and 3-Back Groups on subject-extracted items. This latter pattern would have to follow from the notion that the Lures Group did not improve on these items, but did improve on the object relatives, where difficulty is enhanced. Finally, I conducted analyses on correct trials only as a means of measuring eye-movement patterns during cases when sentences were read and understood (this resulted in a loss of 13.2% of the total data at pretest and 15.6% at posttest).

<table>
<thead>
<tr>
<th>Sentence Type</th>
<th>Region 1</th>
<th>Region 2</th>
<th>Region 3</th>
<th>Region 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object-extracted relative clause</td>
<td>The farmer</td>
<td>who the expert</td>
<td>promoted the</td>
<td>at the fair.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>questioned</td>
<td>product</td>
<td></td>
</tr>
<tr>
<td>Subject-extracted relative clause</td>
<td>The farmer</td>
<td>who questioned</td>
<td>promoted the</td>
<td>at the fair.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the expert</td>
<td>product</td>
<td></td>
</tr>
</tbody>
</table>

Table 12. Relative clauses were divided into regions for fine-grain analysis based on regions specified in earlier work (see Fedorenko et al., 2006). Note that for object relatives, region 2 ("who the expert questioned") is the critical region wherein the most processing difficulty is encountered.

**Assessment-by-Training Interactions of Second-pass Time.** Table 13 presents the results of MCMC simulations for mixed-effects models of subject- and object-extracted relative clauses testing for fixed effects of Assessment and Training Group that fit residual reading times for the critical sentence region (Region 2). Regardless of the Sentence-Type, I observed no reliable Assessment-by-Training Group interactions or main effects of Assessment of Group; the only reliable contributor in both cases was the intercept (t’s>2.878; p’s>0.004). No other region of these sentences demonstrated effects (p’s>0.18 for subject relatives and p’s>0.34 for object relatives). Put differently, the Lures Group was no different from the No-Lures and 3-Back Groups in terms of re-reading times in the critical embedded clause region regardless of sentence type. Further,
by examining other eye movements, which may index processes other than conflict-control, I observed no reliable Assessment-by-Training Group interactions: Mixed-effects models of regression-path time did not reveal such effects for object- (t’s<1.150: p’s>0.25) or subject-extracted sentences (t’s<1.906: p’s>0.05) in any regions, nor did residual total time (t’s<1.592: p’s>0.11), residual first-pass time (t’s<1.470: p’s>0.14), and probability of regressing out of any region (t’s<1.436: p’s>0.15).

Planned comparisons testing for pre/post changes in Region 2 of object-relative sentences for each Training Group bolstered this finding: Following training, the Lures Group demonstrated no change in second-pass time (t(25)=0.4384, p=0.66, BF=0.461); the remaining training groups also did not show cross-Assessment changes (p’s>0.08). Figure 16A shows this pattern, such that the pre/post change for all trainees, regardless of group assignment, show no reliable difference. However, it is interesting to highlight the

<table>
<thead>
<tr>
<th>Significant Model Parameters</th>
<th>Beta Estimate</th>
<th>SE</th>
<th>t-value</th>
<th>AIC&lt;sub&gt;C&lt;/sub&gt; with / without slopes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Time (Region 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Object-Extracted</em></td>
<td>Intercept</td>
<td>276.37</td>
<td>76.99</td>
<td>3.589***</td>
</tr>
<tr>
<td><em>Subject-Extracted</em></td>
<td>Intercept</td>
<td>143.27</td>
<td>49.78</td>
<td>2.878**</td>
</tr>
</tbody>
</table>

Table 13. Significant fixed effects from the best fitting mixed-effects models of total residual reading time in the critical (second) region of relative clauses, testing for an Assessment (1 vs. 2) by Group (Lures vs. No-Lures vs. 3-Back) interaction separately for Object- and Subject-extracted items. Each panel depicts the effects in the models for each sentence region. Markov Chain Monte-Carlo (MCMC) simulations were conducted to test for the significance of each fixed effect, through which I generated 10,000 samples from the posterior distribution. When main effects or interactions do not appear in the table, these terms did not reliably improve the fit of the model. Subjects and Items were input into the model as crossed random effects. Excluding random slopes yielded better fits of every model, as indexed by lower AIC<sub>C</sub> values for models without random slopes as compared to those with random slopes. Thus, the best-fitting models without slopes are reported here. *p<.05, **p<.01, ***p<.001
Figure 16. Residual second pass time—the total re-reading time in a region corrected for string length of that region—for relative clause sentences by sentence region (note: “who the expert questioned” of object relative sentences reflects the region where processing difficulty is often encountered) at each assessment for each training group (3-Back in leftmost panels, Lures in center panels, and No-Lures in rightmost panels) for (A) object-extracted and (B) subject-extracted relative clause sentences.

developing pre/post change for the No-Lures (171ms improvement) and 3-Back Groups (303ms speed-up) in the critical region. That these differences do not reach significance, however, may be indicative of a large degree of variance among trainees in each group. Thus, this emerging effect is something worth probing with additional research.
Regardless of how the No-Lures and 3-Back Groups may ultimately pattern, the critical component of the present findings is one that focuses on the Lures Group. Trainees who honed their interference-resolution skills demonstrated selective gains on a revision measure while processing ambiguous—but not unambiguous—sentences; this was met with no benefits on a measure of parsing difficulty (object-relative constructions). Together, these patterns support a process-specific account. Specifically, interference-resolution training did not confer a general benefit on all conditions with exaggerated cognitive demands, only cases when elevated conflict is present.

3.4 Discussion of Experiment 2

3.4.1 Summary

Participants who routinely encountered lures during an intervention task demonstrated improvements on a host of untrained measures (as revealed through planned pairwise comparisons, some of which were bolstered by Assessment-by-Training Group interactions; see Table 14 for a summary of all transfer findings). Important for a process-specific account of cognitive control training, Lures participants’ performance gains were exclusive to cases containing conflicting representations; by and large, task conditions void of conflicting representations resulted in little to no improvement for Lures trainees. This pattern was present across a range of ostensibly different cognitive control tasks within parsing and non-parsing domains:

1. On a canonical Stroop task, Lures trainees demonstrated attenuated Stroop Costs (a measure of incongruent trial performance), but not on Stroop Benefits (a measure extracting out congruent trial performance). This suggests that following repeated practice overriding biases (through encounters with n-back
lure items), Stroop conditions requiring similar recharacterization processes—when a default lexical representation must be ignored in favor of task-relevant perceptual information—are boosted; cases where conflicting representations are no longer present, removing the need to engage information recharacterization, are not changed with training.

2. Practice with $n$-back lures during training elicited faster response times to high-conflict local recognition trials of a recognition memory task, but did not facilitate performance on any trials of a global recognition task where conflict demands were mitigated. That is, all probe types of the high-conflict local block that contained interfering memoranda—and no probe types of the low-conflict global block, absent conflicting information—revealed faster recognition response times following Lures training.

3. Conditions of a verb generation task promoting under-determined representational conflict (High-Competition nouns) had faster generation time as a function of Lures training, while nouns with fewer verb associates (Low-Competition) did not speed up following training. Further, the Lures Group improved under conditions with elevated retrieval demands (Low-Association nouns), indicating that accessing a weak nearest neighbor may require similar interference-resolution abilities to those gained with exposure to $n$-back lures.

4. Lures trainee’s enjoyed selective benefits in online and offline indices of syntactic ambiguity resolution (garden-path recovery), such that no change was seen on control (unambiguous) conditions, where the need to rework an incorrect, default interpretation is diminished.
This improvement profile supports a process-specific account: Individuals practicing interference-resolution improve only on untrained measures relying, in part, on similar skills. However, it also invites an interpretation favoring effortful cognition as the common thread across the improved task conditions. Evidence disentangling conflict-control demands and cognitive difficulty exists in the lack of a positive-transfer effect for Lures trainees’ processing of notoriously-complex object-extracted relative clauses; the Lures Group does not improve in the face of exaggerated syntactic complexity, perhaps because the need for cognitive control is obviated for object-relative constructions (relative to simple subject-relative sentences). Thus, that Lures trainees do not improve in all cases of heightened cognitive effort provides considerable support for a process-specific account. This group only improves when presented with conflicting representations that must be resolved/recharcterized, as is the case of Stroop incongruent items, trials of a local recognition memory task (due to the presence of interfering memoranda), high-competition noun items, and syntactically ambiguous sentence structures.

Alongside these selective training-transfer patterns, the Lures Group was pitted against two minimally contrastive (active control) training groups—the No-Lures and 3-Back Groups—to test whether lure items and adaptivity were necessary and sufficient to render generalized improvement to unpracticed tasks requiring cognitive control. These non-interference-resolution groups failed to show comparable selective patterns on any of the untrained measures, lending further support for a process-specific account of cognitive control training. Instead, the No-Lures and 3-Back Groups showed one of two general performance profiles for untrained transfer measures: Improvement on neither
<table>
<thead>
<tr>
<th>Conflict Condition</th>
<th>Training Groups with Significant Pre/Post Change</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stroop Task (Response Time)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (Stroop Cost) – Response &amp; Representational Conflict</td>
<td>Lures Group</td>
</tr>
<tr>
<td>High-Conflict (Stroop Cost) – Representation Conflict Only</td>
<td>Lures Group</td>
</tr>
<tr>
<td>Low-Conflict (Stroop Benefit)</td>
<td>No Groups</td>
</tr>
<tr>
<td><strong>Recognition Task (Response Time)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (Local Block)</td>
<td>Lures Group</td>
</tr>
<tr>
<td>Low-Conflict (Global Block)</td>
<td>No Groups</td>
</tr>
<tr>
<td><strong>Verb Generation Tasks (Generation Time)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (High-Competition)</td>
<td>Lures &amp; 3-Back Groups</td>
</tr>
<tr>
<td>Low-Conflict (Low-Competition)</td>
<td>3-Back Group</td>
</tr>
<tr>
<td>Low-Conflict/High-Difficulty (Low-Association)</td>
<td>All Groups</td>
</tr>
<tr>
<td>Low-Conflict/Low-Difficulty (High-Association)</td>
<td>3-Back Group</td>
</tr>
<tr>
<td><strong>Offline Garden-Path Recovery (Accuracy)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (Ambiguous)</td>
<td>All Groups</td>
</tr>
<tr>
<td>Low-Conflict (Unambiguous)</td>
<td>No Groups</td>
</tr>
<tr>
<td><strong>Real-time Garden-Path Recovery (Regression-Path Time)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (Ambiguous)</td>
<td>Lures &amp; 3-Back Groups</td>
</tr>
<tr>
<td>Low-Conflict (Unambiguous)</td>
<td>3-Back Group</td>
</tr>
<tr>
<td><strong>Real-time Garden-Path Recovery (Second-Pass Time)</strong></td>
<td></td>
</tr>
<tr>
<td>High-Conflict (Ambiguous)</td>
<td>Lures Group</td>
</tr>
<tr>
<td>Low-Conflict (Unambiguous)</td>
<td>No Groups</td>
</tr>
<tr>
<td><strong>Real-time Relative Clause Parsing (Second-Pass Time)</strong></td>
<td></td>
</tr>
<tr>
<td>Low-Conflict/High-Difficulty (Object-Extracted)</td>
<td>No Groups</td>
</tr>
<tr>
<td>Low-Conflict/Low-Difficulty (Subject-Extracted)</td>
<td>No Groups</td>
</tr>
</tbody>
</table>

Table 14. A summary of the training groups demonstrating reliable cross-assessment effects given by planned comparisons for each condition (high/low conflict/difficulty) of the seven measures of transfer discussed in Experiment 2. These measures included response times on Stroop and recognition memory, production times for the verb generation task, comprehension accuracy following garden-path sentences, and eye

high- nor low-conflict conditions within a task, or improvement on both high- and low-conflict conditions within a task. Only the Lures Group consistently improved in accordance with a process-specific theory, demonstrating selective pre/post benefits on movement measures while readers parsed garden-path and relative-clause constructions. just high-conflict conditions across a range of tasks. Despite this, it is important to note
that this conclusion was supported by an Assessment-by-Training Group interaction for three measures—response times to high-conflict trials of a recognition memory task, production times for high-competition nouns in a verb generation task, and real-time reanalysis of temporarily ambiguous sentences specifically when information inconsistent with a developing interpretation arises. Such an interaction was absent when considering response times of incongruent trials of a Stroop task; however, planned comparisons indicated that following training, the Lures Group was faster for these high-conflict trials (given by Stroop Cost), showing no change on low-conflict congruent trials (indexed by Stroop Benefit).

To bolster the claim that the training groups actually improved on their respective practiced elements, a posttest version of the n-back task verified the relative advantages of adaptivity and exposure to lure items: First, the Lures Group responded more accurately to lure items compared to subjects in the groups that did not see lures throughout training (Test of Cognitive Control). Second, the groups that received performance-adaptive training were more accurate to all items on a 6-back task compared to the non-adaptive 3-Back Group, indicating that practicing a task with higher n-levels confers a benefit for maintaining more items (Test of Adaptivity). This was even the case for a group that practiced a different task over the course of training—the No-Lures Group—such that these subjects never practiced an n-back task with lures, but still managed to outperform the 3-Back Group, perhaps because of their experience managing more than three items during training.

Related to non-selective improvement profiles, across several measures, the 3-Back Group showed equally-good improvement on high- and low-conflict cases, pointing
to a general boosted ability (perhaps akin to speed of processing). Interestingly, these cases were observed only for linguistic measures (verb generation and sentence processing): 3-Back trainees were faster to produce words on all conditions of the verb generation task, irrespective of conflict/retrieval (competition/association) demands. Similarly, this group was faster to regress to earlier regions of ambiguous and unambiguous sentences following training, an effect likely owed to an improvement on an ability other than reanalysis. This is supported by this group’s lack of a cross-assessment boost on second-pass time in early sentence regions, a measure I argued here to directly index the revision component of regression-path time.

The No-Lures Group, on the other hand, was consistent in demonstrating little to no cross-assessment variation on any conditions of the current transfer measures, despite their clear increased performance over the course of training (see Figure 8). Considering the selective improvement pattern of the Lures Group and the generalized boosts (with respect to language measures) of the 3-Back Group, it is possible that the No-Lures Group saw negligible training-transfer effects as a function of developing a non-transferable task-specific strategy that failed to transfer to new measures (see Discussion below). Performance-adaptivity may have played a key role in this, considering that participants in the 3-Back Group, who demonstrate transfer effects, could have created similar strategies given their equivalent removal of any cognitive control demands.

In addition to performance-adaptivity, a second feature that differed between the No-Lures and 3-Back Groups involved stimulus type: The No-Lures Group practiced a letter n-back at every training session, while stimulus type (letters, words, nonwords, symbols) cycled across training sessions for the 3-Back Group. Multiple stimuli were
included to keep participants in the 3-Back Group engaged over the course of training in an attempt to combat attrition (see additional rationale in Method section). Although all stimulus sets included simple, pronounceable items, changing the nature of the information being encoded from session to session may have resulted in unanticipated effects for transfer. That is, this second difference between the two non-lures groups might be confounded with adaptivity when explaining any cross-assessment differences that arise between these two groups. Even in light of this, the potential challenge accompanying various stimuli might be evenly offset by the reduction in difficulty that comes with non-adaptive versions of n-back.

To reiterate, the Lures Group’s selective improvement on high-conflict assessment task conditions hints at a common underlying mechanism (interference resolution) supporting conflict-control in certain conditions of unpracticed tasks. Although the 3-Back Group also demonstrated better performance on some cases of high-conflict (high-competition nouns in the verb generation task and regression-path time following entry into the sentence region of garden-path sentences containing information conflicting with a default interpretation), these were accompanied by equivalent improvements in control items lacking interference-resolution demands (low-competition nouns and regression path time for the sentence-final region of unambiguous items). The No-Lures Group, on the other hand, showed no significant pre/post change on any assessment measures, suggesting that an adaptive n-back-without-lures may remove certain processing demands that otherwise constitute critical shared properties with the chosen assessment measures.
3.4.2 N-Back Strategies

One other plausible explanation for this collection of results involves the nature of the strategies implemented by each group over the course of training; version-specific tactics may have been developed, with some n-back tasks eliciting a higher probability of strategy-switching than others. The importance of strategies is not a new consideration, as several training researchers have considered training efficacy as a byproduct of adopted strategies (Chase & Ericsson, 1982; see Morrison & Chein, 2011 for a discussion), while others have developed training regimens geared toward enhancing task-specific routines (Carretti, Borella, & DeBeni, 2007; McNamara & Scott, 2001). If the presence of lures and/or adaptivity biases trainees to consider a different subset of strategies, this could account for the general variation in pre/post performance across training groups.

Adaptivity, for example, might invite subjects to consider new tactics more readily than cases where n-level remains constant. Indeed, the participants in the present study were queried about their strategies during an exit-survey at posttest; subjects in the Lures (60%) and No-Lures (57%) Groups were most likely to report a change in strategy over the course of training compared to subjects in the 3-Back Group (37%). Preferred strategies are liable to change when demands shift over the course of training (a scenario more likely when new n-levels are encountered). Lower n-levels of an n-back task without a high-density of lures items might prompt a strategy consistent with maintaining the most recently-presented items; that is, processing might be more active at n-levels within the bounds of a subject’s WM capacity (e.g., less than 4; see Cowan, 2001). At higher n-levels, however, a strategy consistent with passive processing may be more advantageous. This method could hinge on using a familiarity bias to detect repeating
items (targets) as those that exceed a recency threshold (see, for example, Kane et al., 2007; Oberauer, 2005; Oberauer & Kliegl, 2004). This is considered a passive strategy because participants may use a process akin to feeling-of-knowing to tag targets instead of actively maintaining all new incoming items. At higher $n$-levels, maintaining just-seen items in a buffer or short-term memory store might be pointlessly taxing, especially if an equally-profitable, less demanding passive strategy is feasible. Inspection of training performance for the No-Lures Group indicates that the average $n$-level at the second training session for this group was 4.09 (see Figure 8A), indicating that a passive strategy may have become an option for most participants of this group quite early in training. Moreover, recall that participants in the present study were highly-motivated to achieve higher $n$-levels, as their likelihood of earning a prize was contingent upon new high-scores (see Method), making it even more likely that subjects may have considered a multitude of strategies before settling on the least effortful option.

Interestingly, some evidence suggesting that the No-Lures Group may have adopted a target-detection strategy emerged in the posttest $n$-back task: No-Lures trainees showed better accuracy to $n$-back targets compared to other training groups (on the 6-back block). One outstanding concern for this account of target-detection involves the No-Lures Group’s lack of selective performance benefits for targets on the recognition memory task. This suggests that target-detection strategies may be task-specific (i.e., only targets within the context of $n$-back are better detected). If this is the case, then one potential explanation for the No-Lures Group’s lack of pre/post change on most assessment measures might be that rather than improving general-purpose abilities, these trainees learned an $n$-back-specific strategy.
In contrast, versions of $n$-back that restrict $n$-level (e.g., 3-Back task) might encourage active strategies throughout training. It is not unreasonable that such active strategies (capitalizing on maintenance) would confer the type of generalized benefits observed for the 3-Back trainees across two transfer measures. That is, one potential side effect of implementing a strategy that does not waver over the course of training may involve well-learned abilities associated with that strategy, assuming it is not task-specific. Thus, in the case of the 3-Back Group, maintenance abilities may have been incidentally practiced throughout training. Put differently, by switching between strategies, less time is devoted to any single one; perhaps developing a well-established memory strategy after performing the same task for 8 hours conferred a benefit to the 3-Back Group that may have eluded the minimally-different No-Lures Group.

Finally, $n$-back interference lures may prompt the use of active strategies regardless of $n$-level, in that adopting a passive familiarity bias would result in increased false alarms to lure items, preventing subjects from achieving gains in performance (here, $n$-back score). This paired with the heightened processing demand inherent to the perpetual need to resolve among competing representations likely dissuades subjects from adopting such passive strategies. Indeed, honed interference-resolution skills over the course of training are consistent with the selective benefits demonstrated by the Lures Group across several different untrained measures of cognitive control. Further, the Lures Group’s null effect for complex parsing cases discounts a general strategy favoring dealing with effortful information, in general. Although $n$-level changes may elicit the consideration of new strategies, $n$-back-with-lures strategies may continue to be active to prevent subjects from issuing false alarm errors to highly-familiar, but irrelevant stimuli.
In sum, taking into account the plausible strategies that subjects might be tempted to implement offers one possible explanation for the profiles of pre/post transfer effects of each group. By implementing a passive (less cognitively demanding) strategy at higher $n$-levels, the individuals practicing an adaptive $n$-back-without-lures may have consequently relinquished the benefits of training. Performing a 3-Back task, on the other hand, might have biased active maintenance of the most recently-presented items, seeing that remembering 3 items appears to be a manageable feat for most subjects (see training curves in Figure 8A, wherein adaptive trainees achieve $n$-levels greater than 3 fairly early in training—by the third session). The combination of lure items and adaptivity may have generated the cognitive demands necessary to improve cognitive control abilities, even by a strategy-based account.
Chapter 4: General Discussion

4.1 Tying Together Experiments 1 and 2

I presented training data from two initial experiments demonstrating reliable transfer from a general-purpose cognitive control task (n-back-with-lures) to syntactic ambiguity resolution in healthy adults, where individuals who have undergone extensive cognitive control training fare significantly better at revising early misinterpretations than their untrained counterparts. Alongside the results of an additional linguistic task (verb generation) and non-parsing tasks in Experiment 2, these patterns seem consistent with the idea that the ability to recover from misinterpretation can be enhanced by training domain-general cognitive control skills that are common to some tasks of language processing and some tasks of memory. Further, the findings indicate that within the right framework, and having appropriate linking hypotheses, cognitive training may be a viable way to improve language use under certain conditions. Despite this, there are some important distinctions between the two experiments that warrant additional discussion. Before contrasting the two experiments, I will first discuss and synthesize the measures common to both (comprehension accuracy and real-time recovery efforts). I will also highlight of a series of signal detection measures that provide evidence in favor of a distinct process-based profile among the critical trainees in each experiment (n-back responders of Experiment 1 and Lures trainees’ of Experiment 2).

4.1.1. Comprehension Accuracy

In Experiment 1, only n-back training responders improved in accuracy to questions probing for the lingering effects of garden-path recovery. Separate subsets of trainees corresponding to responders of other practiced tasks did not demonstrate
comparable improvement. Likewise, untrained controls and n-back nonresponders showed no significant pre/post gains on this measure. Contrasts to performance on low-conflict unambiguous items revealed no change following successful n-back training. This necessitated the question of whether these findings were due to improved cognitive control mechanisms inherited through practice on n-back lure items.

Consistent with the general result of the first experiment, all trainees in Experiment 2—regardless of the version of n-back that was practiced—improved their offline garden-path recovery, indexed by better accuracy following just high-EF ambiguous sentences; similar to Experiment 1, comprehension of unambiguous items was no different from pretest performance for all trainees. This suggests that n-back, in general, may be sufficient to improve offline reinterpretation, perhaps due to the memory component inherent to n-back. For instance, when subjects answer comprehension questions, they must reflect on the meaning of the sentence that appeared on a previous screen. N-back training may have enhanced the ability to reinstate this information to answer comprehension questions. Critically, a practice effect may be ruled out when these patterns are considered alongside the untrained no-contact control group of Experiment 1; recall that this control group showed no reliable cross-assessment boost. Despite discounting a practice effect by drawing on the patterns across two experiments, it is certainly possible that motivation (or a Hawthorne effect) is responsible for the observed pre/post changes in comprehension accuracy, as one important function distinguishing all training groups from both experiments from the no-contact control group is active participation in the lab during the weeks separating pre- and posttest assessments.
Even though all participants exposed to some form of conflict-control training improved selectively on comprehension questions following ambiguous sentences, one possible inconsistency between the two experiments involves the presence of an effect for n-back training conditions absent lures (e.g., No-Lures and 3-Back Groups), but no effect for responders of the training tasks presented in Experiment 1 other than n-back; presumably, some of the non-conflict training tasks of the first experiment tap similar memory demands (e.g., LNS and running span) as those trained during n-back without lures. Specifically, the in-house training tasks of the first experiment require subjects to practice memory maintenance skills, which may be expected to also confer benefits in reinstating memory representations. That is, if the updating component of n-back was critical for improved comprehension accuracy for all conditions in Experiment 2, then the memory demands of tasks like LNS and running span might also be expected to render transfer. Such an effect would hold if the responders of these tasks had demonstrated greater pre/post gains in comprehension accuracy to questions following ambiguous sentence compared to their non-responder counterparts; this, however, is not the case (see Table 2). One possible reason accounting for this may be rooted in the nature of the responder/non-responder clusters of these other in-house tasks: Two distinct clusters were identified for just the n-back task, indicating that perhaps the clustering for the remaining in-house training tasks was unnatural, thus failing to capture a true bifurcation of training abilities on these measures (see footnote 5).

Additionally, the potential discrepancy in underlying abilities resulting in improvements in comprehension accuracy might be driven by other factors that differentiated Experiments 1 and 2, including the amount of time spent practicing
individual tasks and the demands associated with performing a battery of tasks versus a single measure over the course of training. Regardless, in light of Experiment 2’s findings, it seems to be the case that the $n$-back task is sufficient for the goal of improved offline comprehension accuracy.

4.1.2. Real-time Recovery Efforts

In both experiments, participants’ eye movements were used to index online revision of syntactically ambiguous sentences, with hypotheses about the reading time patterns following entry to the disambiguating (high-EF) region of ambiguous items. I expected individuals with enhanced cognitive control abilities to spend less time recovering from an incorrect default interpretation upon encountering late-arriving information suggesting a new meaning. Indeed, in Experiment 1, only $n$-back training responders were faster to regress to and read earlier sentence material following training; untrained controls, $n$-back non-responders, and responders of all other in-house training tasks did not show any pre/post change in regression-path time from the sentence-final region. Additionally, no change was observed for any other sentence region or for any regions of low-EF unambiguous sentences for any of the compared groups. In Experiment 2, this pattern replicated among Lures Group trainees across two reading time measures (regression-path time and second-pass time): Only trainees practicing a version of $n$-back that bolstered conflict-resolution abilities demonstrated selective improvement on high-EF ambiguous items, with no change on unambiguous sentences. Unexpectedly, the 3-Back trainees also improved in terms of regression-path time in the disambiguating region of ambiguous sentences, an effect accompanied by a comparable cross-assessment improvement in the sentence-final region of unambiguous items.
Selective second-pass time boosts for the Lures Group helped to pinpoint that revision is likely the locus of the Lures Group’s effects. Indeed, the sub-measure of regression-path time tapping revision was the only component to improve as a function of successful n-back training in Experiment 1 (see Table 6).

Considering both measures of the syntactic ambiguity resolution task, the results of Experiment 2 build off of Experiment 1, promoting the notion that different general-purpose processes govern offline and online sentence reinterpretation. A component general to several versions n-back resulted in cross-assessment gains in offline measures (accuracy), while a component specific to interference-resolution garnered changes in real-time revision efforts (regression-path and second-pass time). That is, lure items may be necessary to alter real-time revision properties, while n-back is sufficient when readers must remember a recovered interpretation (see Patson, Darowski, Moon, & Ferreira, 2009 for effects in a paraphrasing design, when this is demand is presumably exaggerated). Indeed, at least one account (Christianson et al., 2006) has tied the ability to overcome a lingering garden-path effect to verbal working memory (not interference-resolution, per se), by demonstrating that subjects with better performance on a reading span task were more accurate to answer questions like “Did the thief hide himself?” relative to those with poorer reading span scores.

Since others have suggested that this memory/ambiguity resolution connection is driven by a skill to inhibit an initial interpretation (see Hasher & Zacks, 1988; Novick et al., 2005), I tested this within the context of cases where interference-resolution was boosted (n-back with lures) compared to instances when this ability was unaffected (n-back versions without lures; untrained controls and non-responders to n-back). Practice
with interference lures throughout training did not play a unique role for comprehension accuracy improvement. This is liable to be the case because n-back (like running span and other working memory tasks used in prior work; see Christianson et al., 2006) may force subjects to actively manipulate information in a variety of ways. Indeed, others before me have suggested many properties of the n-back task (sans lure items) that could result in changes in other EFs, including updating (Chatham et al., 2011; Dahlin et al. 2008), maintenance and monitoring (Jaeggi et al., 2008), and familiarity recognition (Kane et al., 2007; Oberauer, 2005). Thus, any one of these factors might point to the locus of general n-back training when identifying its role for offline comprehension accuracy in the face of ambiguity. Future work should aim to minimally compare extensive n-back practice to training tasks tapping other cognitive abilities. For example, by implementing a streamlined training design like that of Experiment 2, wherein subjects are assigned to practice just a single training task, I may be able to elucidate the unique contributions of n-back compared to well-characterized tasks like reading span or operation span for untrained measures like lingering garden-path recovery.

4.1.3 Contrasting Experiments 1 and 2

Although the present experiments converge on a pattern indicating the validity of a process-specific account of cognitive control for certain conditions of language processing (namely, when users must resolve among conflicting representations). This evidence, however, emerged from two wildly different training designs. Here, I discuss the factors distinguishing Experiments 1 and 2, each of which I argue are critical to consider when synthesizing the findings of both studies.
First, the subjects were exposed to a different number of training tasks in each study: Trainees in Experiment 1 practiced a battery of tasks, which introduced a design element that confounds the role of improved cognitive control with gains on other measures. Experiment 2, on the other hand, was designed to identify the unique causal role of $n$-back with lures for the pre/post gains observed in Experiment 1. Even in light of this, a perfect replication of Experiment 1 still leaves open the question of what the remaining training tasks were contributing to the observed transfer effects.

Related to the nature of training involves the measurements of trainability used to verify the efficacy of practiced interventions. By performing a battery of training tasks in Experiment 1, indices of trainability were derived by identifying responders and non-responders on each in-house measure. That is, subjects who respond to a task might index a subset of trainees who can be denoted as participants with improved abilities on the core process hypothesized to underlie that task. Although this method is useful for identifying clusters of subjects expected to improve on some assessment tasks and not others, in many cases splitting trainees based on group performance introduces interpretation issues: First, restricting clustering approaches to just a subset of individuals may not generalize to parameters of the population; thus, trainees who perform well may not index true responders in the population, but rather responders with respect to a small sample. Additionally, as sketched in the discussion of Experiment 1, correlated tasks (like $n$-back and garden path recovery) will necessarily give rise to correlated gains (e.g., $n$-back training gains and pre/post garden-path gains). Experiment 2 avoided these potential issues by introducing three-minimally different tasks, the trainability quotients of which were measured through a posttest version of $n$-back with
lures that all participants performed. By contrasting each training group’s performance on a single common task, I was able to evaluate the relative efficacy of training on any given version of n-back. Specifically, in Experiment 2, I verified group differences in terms of 1) lure accuracy to examine relative differences cognitive control ability and 3) total accuracy on items at each n-level (3-back and 6-back) to assess the contribution of adaptive training.

Another critical feature distinguishing between Experiments 1 and 2 involves the control conditions against which the trainees of interest were compared. Being that Experiment 1 trainees’ performance was contrasted to a no-contact control group, I extracted responders of tasks to test a process-specific account of cognitive control for garden-path recovery. The rationale for this arose from the presence of a single training task hypothesized to tap conflict-resolution (n-back with lures). By identifying subjects who showed training improvements on n-back, I was able to create “active control groups.” Each engineered group served to provide an important contrast: cognitive control non-responders helped me to elucidate the role of improvements n-back for garden-path recovery gains, and responders on a host of other within-subjects non-conflict measures (LNS, Running Span, and Block Span) allowed for an adequate test of process-specificity (i.e., that n-back was the only training task to confer advantages to untrained measures relying, in part, on cognitive control). Performance of these subsets was compared to n-back responders and untrained controls to make inferences about the specific role of cognitive control for garden-path recovery. The Lures Group of Experiment 2 was compared to two between-subjects active control groups—No-Lures and 3-Back Groups. The variation in control group types offered separate avenues for
testing the distinct role of interference resolution for language conditions containing competing representations.

To recap, several factors influence—and in some cases restrict—how one may assess the distinct role of interference-resolution for novel measures relying on this common skill, and perhaps even extend this finding to include assumptions about the causal nature of cognitive control for certain task conditions. As discussed earlier, the analyses and design of Experiment 1 may leave open the possibility of either correlated or causal role of interference resolution for garden-path recovery. The findings of Experiment 2 lend support for a causal relationship of cognitive control—as it is trained via n-back-with-lures—for a host of linguistic (verb generation, garden-path recovery) and non-linguistic (Stroop, recognition memory) measures. When considered alongside a carefully-designed study like Experiment 2, the results of Experiment 1 become increasingly clear: There appears to be a significant role of cognitive control for garden-path recovery processes.

4.1.4 Necessary and Sufficient Features for Cognitive Control Training

The present set of findings hint at two possibilities regarding the components parametrically introduced across the various versions of the present n-back training tasks: First, Experiment 2’s results are consistent with n-back lure items being necessary (and perhaps sufficient)\(^ {19}\) for transfer to novel measures sharing cognitive control demands. The findings from Experiment 1 were replicated among just the Lures Group of

\(^{19}\) However, note that a true test of the combined importance of adaptivity and lure items was not included in Experiment 2. For this to be accomplished, a non-adaptive training group with lures would need to be included. Thus, although lures might be necessary for cognitive control training, they may not be sufficient, as the present findings might hinge on the combinatorial presence of lure items and adaptivity.
Experiment 2, given that only Lures trainees demonstrated selective improvement on high-EF ambiguous conditions alongside no performance change for low-conflict control sentences. Second, adaptivity may be necessary, but is certainly not sufficient to equip trainees with honed interference-resolution skills. Because lures seem to be a necessary component for online revision (at least with respect to a pattern consistent with a process-specific account), adaptivity alone should not confer relative cognitive control advantages on untrained measures. Adaptivity, instead, may be a necessary element, seeing that the Lures Group practiced an adaptive version; note that counter-evidence for its sufficiency stems from the (performance-adaptive) No-Lures Group’s lack of transfer-effects across all measures.

Moreover, the 3-Back Group’s general cross-assessment gains—on high- and low-conflict items—on the verb generation task and some measures of garden-path recovery suggests that improvement is possible even in the absence of adaptivity. It is possible that some members of the 3-Back Group incidentally trained interference-resolution as a result of superior baseline cognitive abilities. For example, participants with better maintenance abilities at the onset of training may be biased to remember items occurring well before the relevant item third back in a sequence. In such cases, the incidental presence of lures items (e.g., in positions 6-Back or higher) might render unintended training on interference-resolution abilities. However, with these instances uncontrolled (and coincidental), it is unlikely that any given 3-Back trainee would demonstrate improved conflict-control abilities on par with those subjects practicing a carefully-controlled version of n-back containing a high-density of lure items. The categorical root of the improved underlying abilities can be examined with process-
sensitive analyses (e.g., signal detection; see next section). Indeed, by identifying
processes distinct to each subset of trainees (n-back trainees of Experiment 1; Lures
Group of Experiment 2), I could conceivably identify whether the same source gives rise
to the 3-Back and Lures Groups’ improved ambiguity resolution.

4.2 Understanding Processes with Signal Detection Models

Signal detection analyses offer one possible way to disentangle the underlying
processes affected as a function of different training task demands. Specifically, by
considering target and non-target accuracy within a task, signal detection allows for the
assessment of unobservable processes related to the distributions of relevant and
irrelevant items by providing proxies of target/non-target discriminability and response
criterion. To probe for the locus of the training group effects of Experiment 2, I
conducted signal detection analyses on performance of the posttest n-back and
recognition memory tasks. Signal detection analyses are best suited for recognition-based
measures, thus no other assessment task was examined.

4.2.1 Analysis and Results of Posttest N-Back Task

I expected to replicate the effects of Adaptivity and Lures Presence among
trainees performing the posttest n-back task among signal detection measures. If distinct
processes index adaptivity versus lures performance, this approach could help me verify
independent mechanistic sources of the group effects reported in chapter 3.

A signal detection analysis was conducted to examine whether Training Group
assignment yielded variation in trainees’ internal response thresholds (beta) or
discriminability (d’) of target and non-target items. Measures were obtained over all
trials, such that fillers and lures were included in one category of non-target items.\textsuperscript{20} Hit and false alarm rates were computed for each subject on each block, which were then used to calculate d’ and beta (assuming unequal variance; Wickens, 2002; Mickes, Wixted, & Wais, 2007). I then evaluated the effects of Training Group (Lures, No-Lures, 3-Back) and Block (3-Back, 6-Back) for each signal-detection measure separately. An effect of Training Group on response criterion, discriminability, or both measures could provide evidence for separable processes gained as a function of practice with certain training tasks.

A repeated-measures ANOVA testing for the fixed effects of Group and Block on discriminability (d’) yielded a significant interaction (F(2,153)=5.213, p=0.006, BF=17.11), as well as main effects of Block (F(1,153)=82.893, p<0.001, BF>100) and Training Group (F(2,153)=14.386, p<0.001, BF>100). Depicted in Figure 17A, during the 3-Back block, I observed greater sensitivity for the Lures Group (d’=2.89) relative to the non-adaptive 3-Back Group (d’=2.58; Welch two-sample t=2.54, p=0.01, BF=2.73), while the No-Lures Group (d’=2.74) did not differ from either group (t’s<1.18, p’s>0.22, BFs<0.30). Performance on the 6-Back block revealed differences in sensitivity between the Lures (d’=2.07) and No-Lures Groups (d’=2.28) compared to the non-adaptive 3-Back Group (d’=1.35; t’s>4.49, p’s<0.001, BF>100; see Figure 17A). Critically, at this higher n-level, the two adaptive groups’ discriminability was not significantly different from one another (Welch two-sample t=1.04, p=0.30, BF=0.26), lending some support for

\textsuperscript{20} I replicated the present patterns when the non-target distribution included only lure items. When non-targets included only fillers, the findings were not replicated, suggesting that by collapsing non-target item types, lure accuracy drives much of the effects.
discriminability being the process underlying the performance-adaptivity benefits observed among the Lures and No-Lures Groups relative to the 3-Back Group. Further, this suggests that practicing higher $n$-levels confers a change in the distributional space over which targets and non-targets exist, such that their means are less similar, rendering them more distinguishable following adaptive training. This was especially the case for
the Lures trainees, who showed reliably better discriminability compared to the 3-Back Group regardless of \( n \)-level; the No-Lures trainees only demonstrated adaptivity-advantage on the more demanding 6-Back block.

Focusing on response criterion, a comparable analysis of Training Group and Block revealed an interaction (\( F(2,153)=2.90, p=0.05, BF=0.08 \)), bolstered by main effects of Block (\( F(1,153)=21.06, p<0.001, BF>100 \)) and Training Group (\( F(2,153)=6.21, p=0.002, BF=4.52 \)). Figure 17B illustrates that even though no Training Group effects were observed on the 3-Back block (\( F(2,77)=0.51, p=0.59, BF=0.02 \)), an effect was observed on the 6-Back block (\( F(2,76)=6.27, p=0.002, BF=4.77 \)), such that the Lures Group (\( \beta=3.92 \)) had a higher response criterion compared to the No-Lures (\( \beta=3.31; \) Welch two-sample \( t=1.98, p=0.05, BF=0.91 \)) and 3-Back Groups (\( \beta=2.89; \) Welch two-sample \( t=3.49, p<0.001, BF=27.09 \)), whose performance did not reliably differ (Welch two-sample \( t=1.41, p=0.16, BF=0.40 \)). A high (more conservative) response criterion among Lures trainees is representative of this group’s superior ability to correctly respond to just target items. In other words, by being exposed to highly-confusable lure items, the Lures trainees are less likely to false alarm as a function of issuing more “non-target” judgments following training.

Furthermore, alongside the discriminability findings above, the Lures trainees constitute the only group to show both a higher response criterion and greater sensitivity relative to the remaining groups. No other training group demonstrated this combination of changed processes, thus providing process-based evidence favoring a unique shift in mechanisms for the Lures Group. This is especially crucial when considering the foundation of the Lures and 3-Back Groups’ comparable pre/post improvements on some
assessment measures (e.g., regression-path time of ambiguous sentences and production times for high-competition nouns). The current signal detection measures indicate that different underlying processes gave rise to the training benefits enjoyed by each group, an effect that may suggest separate causes for these similar cross-assessment gains.

4.2.2 Analysis and Results of Recognition Memory Task

To evaluate whether these signal-detection findings were n-back-specific, I conducted a comparable analysis for target and non-target accuracy on both blocks of the untrained recognition memory task. That is, d' and beta measures were computed for each subject on just the high-conflict Local condition; the reason for not conducting analyses on the Global condition followed from accuracy ceiling effects on target and non-target items, which resulted in exaggerated and un-interpretable results. A similar result—Lures trainees demonstrating a separate profile from other Groups—would provide additional evidence favoring a separate mechanistic locus of improvement for the Lures Group relative to the remaining training groups.

I evaluated the effects of Training Group (Lures, No-Lures, 3-Back) by conducting an ANCOVA fitting posttest performance of each signal detection measure, while controlling for pretest performance. Considering discriminability first, I found no Assessment-by-Training Group interaction nor main effect of Training Group (F’s< 1.56, p’s>0.21, BFs<0.05), but I did find a main effect of Assessment (F(1,71)=75.38, p<0.001, BF>100), indicating large test-retest reliability regardless of training group. This was accompanied by no reliable cross-Assessment change for any training group given by pairwise comparisons (t’s<1.78, p’s>0.08, BFs<0.67; see Figure 18A). Despite
no noticeable gains in the distributional space of targets and non-targets (the means of these distributions remained constant over time), an ANCOVA testing for Training

Figure 18. Signal detection measures at pre/post assessments on the recognition memory for each training group indexed by (A) discriminability ($d'$) and (B) response criterion (beta). Note that because accuracy on the global block was at ceiling for all trial types, signal detection measures were largely uninformative; thus, only measures derived from the local block are represented.
Group effects of posttest response criterion (beta), controlling for pretest response threshold revealed main effects of Training Group ($F(2,71)=4.11$, $p=0.02$, $BF=0.68$) and Assessment ($F(1,71)=4.76$, $p=0.03$, $BF=0.92$), but no significant Assessment-by-Training Group Interaction ($F(2,71)=0.94$, $p=0.39$, $BF=0.03$). Figure 18B illustrates that this effect was bolstered by a reliable cross-Assessment shift in response threshold for the Lures Group (Pretest beta=1.04; Posttest beta=1.46; $t(29)=2.65$, $p=0.01$, $BF=2.37$). Neither the No-Lures (Pretest beta=0.92; Posttest beta=1.04) nor the 3-Back Group (Pretest beta=1.02; Posttest beta=1.12) demonstrated any such pre/post change ($t$’s<1.30, $p$’s>0.20, BFs<0.24). Namely, this pattern is consistent with Lures trainees’ heightened response thresholds during posttest $n$-back task: Only the group practicing lure items demonstrates a shift in response criterion, becoming more conservative across two tasks as a function of learning to not detect high-EF lure items as target. The signal detection patterns bolster a process-specific account of the Lures Group’s propensity to improve on only high-conflict conditions of untrained measures. This selective profile seems to be driven by a change in how Lures trainees—and no other subjects—detect and deal with high-conflict items across multiple tasks. Namely, by encountering highly-confusible items over the course of training, individuals decreased their false alarm rates, which translated into more conservative response thresholds. Thus, response criterion may be treated as a measure of cognitive control.

4.2.3 Considering the Contribution of Separate Processes for Transfer

One way to test for differences in response criterion and familiarity bias would be to design a follow-up study contrasting training on the Lures version of $n$-back with an identical task entirely absent recurring non-target items. Eliminating such repetitions
should, in theory, induce a strong familiarity bias in the absence of a response criterion shift, given that all repeating items within a sequence would be relevant targets to which a subject should respond. Likewise, removing recurrences within an entire 30-minute training session might easily induce a recency bias (perhaps a separable phenomenon from a familiarity bias; see Xiang & Brown, 1998).

If the goal is to separate familiarity and recency effects, implementing a task with novel stimuli void of pre-existing probabilistic properties might further foster familiarity biases germane to the task at hand. Most versions of $n$-back contain stimuli with which subjects have ample experience (e.g., letters). The base frequency with which these items are encountered may, for example, interact with the task-specific recency information. Such a prediction is consistent with phenomena in the recognition memory literature, indicating that high-frequency words are recognized more accurately than their less common counterparts (Scarborough, Cortese, & Scarborough, 1977), specifically with low-frequency items being falsely recognized more often than high-frequency words (Gregg, 1976). As a result, one might expect more false alarms to less common (low-probability) items compared to more frequent items. Such prior probabilities may be prone to influence performance during a letter $n$-back task, such that some stimuli will necessarily be more common ($s, t$) than others ($v, x$). Future work might vary the base frequency of to-be-remembered items in $n$-back to investigate the separable roles of familiarity versus recency effects.

Notably, in Experiment 2, some instances arose wherein prior probabilities were essentially controlled for all items. Recall that to minimize attrition in the non-adaptive 3-Back Group, participants trained on a modified multi-stimulus version of $n$-back, such
that they cycled through various stimulus sets—letters, words, non-words, and symbols—at each session. Although most sets contained highly-familiar items (e.g., the letter b, the word clock, a picture of a flower, etc; see Appendix B for a full list of all stimuli), the pronounceable non-word stimulus sets may have created unique scenarios, prompting trainees to enter the task with limited prior frequency information about the to-be-updated stimuli (e.g., milp, ving). Note that participants only encountered the non-word 3-back task three times over the course of training, which generated little data to adequately assess a familiarity/recency difference. Nevertheless, implementing a training task with novel stimuli might offer one avenue to disentangle these effects.

Finally, as implied above, the absence of a non-adaptive n-back with lures group in the present design leaves open the question of the importance of adaptivity for cognitive control training. Although the Lures Group demonstrates selective effects in line with a process-specific account, there is still an open question of whether the occurrence of lure items alone drives the observed improvements. It is entirely possible that an additive effect of lures in the presence of adaptivity is responsible for the reported transfer effects.

4.2.4 A Summary of Possible Trained Mechanisms

To summarize, the training results presented here provide evidence favoring an improvement in a core cognitive ability, such that trainees practicing a conflict-resolution training task demonstrate selective cross-assessment gains on high-conflict conditions across a range of untrained tasks. Training groups practicing tasks not thought to tap conflict-control failed to show selective improvements on high-conflict conditions; instead, these trainees show either no pre/post change or a general cross-assessment gain
for high- and low-conflict task conditions alike (in contrast to predictions supported by a process-specific account). Importantly, these gains do not appear to be driven by a superior ability to deal with difficult task conditions, evidenced by the Lures trainees’ lack of a cross-assessment change for complex object-relative clause sentences. In light of this interpretation, there still exists a question of the role of other mechanisms, including changes in decision threshold and strategy choice, which may account for the selective pre/post gains observed for Lures trainees. For instance, the exaggerated response criterion shifts demonstrated by the Lures Group across two measures (n-back and recognition memory) lend some support for the foundation of training as one rooted in a change in decision thresholds. By becoming more conservative, participants may change the way in which conflict is monitored. This explanation is consistent with improved proactive cognitive control (associated with an early correction mechanism), as opposed to reactive cognitive control, a skill—much like the one studied here—that resolves conflict after it has been encountered (see Braver, Gray, & Burgess, 2007).

As I have hinted, response criterion shifts among Lures trainees may provide some support for improvements of a general-purpose skill beyond conflict-resolution. How this is manifested in parsing measures is unclear, yet one possibility for future study involves probing the degree to which participants commit to an interpretation following training. If practicing n-back lures changes proactive control mechanisms, this might result in diminished garden-path effects because the initial interpretation is not nearly as strong. Future work should focus on identifying whether training on n-back-with-lures contributes to changes in conflict adaptation, conflict-resolution, temporary recalibration.
of linguistic biases (short-term expectation adaptation), or some combination of these factors.

As sketched in the discussion of Chapter 3, a final possibility that may account for the present selective training effects involves the nature and diversity of strategies used. Given that the Lures Group’s pre/post benefits are present on very different assessment tasks, it is unlikely that subjects are learning a task-specific (n-back specific) strategy over the course of the training period. It is, however, possible that participants assigned to the Lures Group attempt more diverse (or more active) strategies compared to their No-Lures counterparts. Disentangling a strategy-based account from a process-specific explanation may not be possible given the present designs, but may be easily achieved by developing training studies that prompt participants to implement controlled strategies throughout training. Even if certain training tasks bias subjects to implement different strategies, it is important to consider the executive functions that these strategies might tap; namely, do certain strategies target core cognitive functions?

4.2.5 Training as a Method to Improve or Capture Baseline Abilities?

Several training studies suggest that adaptive intervention tasks confer pre/post improvements beyond what non-adaptive versions offer (Brehmer et al., 2011; Holmes et al., 2009; Klingberg et al., 2005). This explanation follows from adaptive training consistently challenging participants by keeping them on the precipice of their best performance, a effortful state that forces trainees to improve (see Lövden, Bäckman, Lindenberger, Schaefer, & Schmiedek, 2010). Of course, an alternative explanation for

---

21 Self-reports of strategy use indicated that on average, fewer trainees in the 3-Back Group reported strategy changes (37%) compared to those in the Lures (60%) and No-Lures Groups (57%).
the adaptivity advantage involves a measurement advantage of such designs: Making a task adaptive provides a more expansive range under which participants can perform. For example, if a subject has quite good cognitive ability, then it is reasonable to expect him/her to achieve asymptotic performance on a task at a much higher difficulty ($n$-) level than a subject with poorer cognitive ability. To derive a fine measure of baseline cognitive ability, it may be necessary to provide multiple testing sessions, an element of all training studies. In the case of the present study, participants may be unable to reach asymptotic performance levels in just one 30-minute $n$-back session. This is certainly plausible given design and cognitive restrictions that subjects face: First, the number of sequences that subjects can perform in a given session is limited to what can be accomplished in a 30-minute period. Second, cognitive fatigue (see Persson et al., 2007) experienced over the course of a training session should deplete resources, resulting in degraded performance that fails to capture a subject’s actual maximum abilities. Allowing subjects to participate in several sessions provides them the opportunity to demonstrate their true levels of cognitive ability. That is, from a measurement perspective, performance scores should become more stable and consistent over time (see Shipstead et al., 2012).

Contrary, the assumption guiding the present dissertation—namely, training improves cognitive abilities, rather than simply measuring baseline skills—contends that practicing a task confers benefits on underlying processes (and/or strategies that promote such processes) that result in performance gains reflecting a fundamental change in baseline cognitive abilities inherited through extensive practice. Both accounts (training improves vs. captures abilities) often separately explain the same pattern of results,
posing a challenge to interpretations of training study findings. Namely, if participants are providing a proxy for baseline levels of cognitive performance, then the causal relationship between training/transfer tasks ought to be interpreted as a relationship between cognitive measures. However, if participants’ training performance gains reflect an improvement from baseline abilities over the course of training, then one might argue that boosting performance on an ability confers selective benefits on related, but untrained tasks.

One piece of evidence lending support for successful training (rather than a relationship) is present in the posttest n-back task results. Namely, training groups show better performance under conditions that were practiced. If training performance instead indexed some measure of baseline cognitive ability, I would have expected to see no systematic differences in untrained assessment tasks across groups. That is, if practice did not confer any kind of benefit to participants, then they should have performed all levels of the assessment tasks equally well relative to the other training groups. This suggests that some forms of training led to selectively enhanced abilities under conditions congruent with trained skills (i.e., only high-conflict cases benefit from interference-resolution training).

4.3 Future Directions

4.3.1 Considerations for Future Process-Specific Training Studies

As I have highlighted, a process-specific account maintains that transfer to untrained measures should only be expected only if the executive functions (here, interference resolution) underlying certain tasks are targeted through training so as to affect shared processes that facilitate performance on particular tasks (i.e., WM training.
tasks not involving conflict-resolution are not expected to confer transfer). To disentangle mechanistic contributions of the present findings, future work might continue to identify the functional-anatomical overlaps across different memory and language tasks. Research examining healthy adults and patients with neurological disorders demonstrates that cognitive control hinges on the involvement of a widespread network that comprises both cortical (e.g., PFC, cingulate, and parietal) and subcortical (e.g., striatal) regions, clearly not just on prefrontal cortex alone (Burgess et al., 2011; Cools, Sheridan, Jacobs, D’Esposito, 2007; Corbetta & Shulman, 2002; inter alia). This pattern is bolstered by training studies documenting the underlying neural signatures accompanying post-intervention differences, including increased activation of frontoparietal regions (Olesen, Westerberg, & Klingberg, 2004); greater structural integrity evaluated by increased fiber tracts (white matter) connecting areas adjacent to intraparietal sulcus (Takeuchi et al., 2010); and an increase in the density of cortical dopamine receptors, perhaps linked to changes in striatal structures (McNab et al., 2009). Although behavioral and neuroimaging findings suggest domain-general processes in PFC that underlie cognitive-control functions across various conditions (Thompson-Schill et al., 2005), an intricate balance exists between PFC and subcortical regions that adjusts performance over different EFs (Cools et al., 2007). Such a cortical/subcortical tradeoff should be considered when investigating the relationships between training and language-transfer tasks.

It is important to note that although I chose to focus on interference-resolution functions here, this does not preclude the involvement of other EFs in the selected training and assessment tasks (Miyake et al., 2000). To this end, the lack of mutual
exclusivity of certain general cognitive processes should be considered when interpreting transfer effects within a process-specific framework, as multiple EFs might be confounded within a single training task; thus, changes in several EFs may be responsible for resultant improvements in outcome measures, a positive outcome if the goal is to show widespread transfer (e.g., Morrison & Chein, 2011; Shipstead et al., 2012). Likewise, the magnitude of the hypothesized transfer effects is sensitive to the level of cognitive control required for each task. The amount of transfer should hinge on the degree to which underlying EFs are shared between training and assessment tasks, and this mechanistic overlap is probably influenced by both the relative involvement of a single trained EF and the extent to which other EFs are recruited in the training and outcome tasks. For example, re-characterization of representations on the high-conflict lure trials of the n-back task likely requires other EFs beyond just conflict resolution (e.g., monitoring, updating).

Similarly, syntactic ambiguity resolution and verbal fluency (as studied here) will, of course, rely on updating processes in addition to conflict resolution. Methodologically confounding EFs is an issue that plagues training studies, rendering it difficult to extricate distinct mechanisms entirely; however, by having linking hypotheses, EF overlap across tasks maximizes chances of successful transfer. Careful design of training regimens, including tasks performed by comparison groups—for instance by maintaining minimal task differences between training and active-control tasks (see Experiment 2)—can help elucidate the contribution of distinct EFs. Indeed, the present results indicate that Lures training confers selective benefits to high-EF conditions of sentence processing and verb production tasks.
Correspondingly, the transfer conditions under which selective improvement is observed within an assessment task may mark those relying most on the trained EF. To maximize transfer, it is important to pinpoint the measures in the assessments that capture cognitive processes of interest. For instance, in the present training experiments, I argued that the strongest indices of re-interpretation ability and real-time reanalysis respectively were accuracy to comprehension questions gauging lingering effects of misinterpretation and regression-path reading time in disambiguating sentence regions and second-pass time in earlier sentences. The ability to make specific predictions for when and where transfer is selectively expected, as well as the conditions under which it is not, will ultimately lend important insight to the EFs affected during successful intervention when transfer effects are observed in studies carried out under proper linking assumptions and within a theoretically-guided process-specific account.

Also worth mentioning is the contribution of several—perhaps even overlapping—domain-general resources that may be recruited during language tasks not discussed here (e.g., mnemonic aspects of WM, maintenance, updating, task-switching, etc). This should be carefully considered upon designing outcome language assessments that will be the target of transfer benefits. In fact, I strongly believe that verbal WM ‘span’ processes, which involve maintenance, processing, and temporary storage components, must play a role in spoken language comprehension tasks in which the listener cannot review the input (as she can in normal reading) once it is spoken, without using mnemonic rehearsal strategies. This is likely true regardless of the presence of ambiguity or conflicting representations, and, indeed, verbal WM by itself has been shown to play a role in reading studies using a moving-window paradigm that does not
permit rereading (Fedorenko et al., 2006). Thus, in future work it will be important to design training protocols using tasks that maximize a theoretical match between the cognitive (and neural) processes involved in assessment and training measures, including WM tasks that do not necessarily involve the conflict-resolution aspect of cognitive control, when appropriate.

Cognitive training may also provide a novel approach to understanding whether EFs are critical for a multitude of language uses. The degree to which training improvement predicts changes in language processing can reveal the EFs involved in each condition; if no transfer is observed in selective cases, one might conclude that the trained EFs do not significantly contribute to the processing of the particular language condition (as was the case for object-extracted relative clauses in Experiment 2). This type of approach provides a powerful tool for choosing among several explanations for the same data set, where the best account of the data can be gleaned from the results of a well-designed training study that poses process-specific linking hypotheses. For example, some argue that the difficulty experienced while comprehending the meaning of abstract (compared to concrete) words hinges almost entirely on domain-general processes (Hoffman, Jeffries, & Lambon Ralph, 2010), while other accounts posit little to no contribution from EFs (Barsalou & Wiemer-Hastings, 2005; Rodríguez-Ferreiro, Gennari, Davies, & Cuetos, 2009). The opportunity exists, then, to investigate whether successful EF training permits better abstract-meaning selection.

4.3.2 Applications for Other Populations

The current findings suggest that training might be used in behavioral remediation programs that aim to improve language skills in situations when competitive interactions
are high. EF training, especially with an interference resolution focus, might yield broader improvements for patient populations—particularly left VLPFC patients—whose language production and comprehension fail under selective conditions due to poor cognitive control. Other groups demonstrating reduced conflict resolution skills that impact on language-processing abilities might benefit from training, including young children (Nilsen & Graham, 2009; Khanna & Boland, 2010; Mazuka et al., 2005; Novick et al., 2005), second-language learners (Abutalebi, 2008; Poarch & van Hell, 2012), the elderly (see Christianson et al., 2006; Hasher, Zacks, & May, 1999; Just & Carpenter, 1992), individuals with attention-deficit/hyperactivity disorder (ADHD; Blaskey, 2004; Engelhardt, Nigg, Carr, & Ferreira, 2008; Nigg, 2006), and children with specific-language impairments (SLI; Bishop & Norbury, 2006; Tropper, 2009). Further, healthy adults may also benefit from training regimens to combat routine cases of cognitive depletion that occur as a function of stress/anxiety (Bishop, 2007; Eysenck, Derakshan, Santos, & Calvo, 2007; Pessoa, 2010), performance pressure (Beilock & Carr, 2005), and cognitive fatigue (Persson et al., 2007; Van der Linden et al., 2003). Given the high variability of individual differences in cognitive control, it is possible that targeted training regimens may benefit individuals with certain cognitive profiles more than others (Braver, Cole, & Yarkoni, 2011; Jaeggi et al., 2011).

As is highlighted in Chapter 1, much research examining the role of cognitive control for language processes focuses on young children who fail to override their initial cognitive reactions across a range of syntactic and non-syntactic EF measures (e.g., Davidson et al., 2006; Mazuka et al., 2009). Training on developmentally-appropriate versions of n-back (see Jaeggi et al., 2011) that include high-densities of lures items
might offset the routine errors committed by children on high-conflict conditions of linguistic and non-linguistic tasks.

In addition to remediating groups with diminished resources, this work could be particularly applicable to aptly characterize the deficits of left prefrontal patients to determine (a) if their interference-resolution performance changes on linguistic and non-linguistic tasks post-training, and (b) what new compensatory processes or brain systems they engage to support any observed performance increases (evaluated through pretest/posttest neuroimaging). Generally, this research program could suggest new inferences about the plasticity of the mind and brain, with respect to language processing especially, and the causal effects of language and cognition interactions.

4.3.3 Applications for Bilingualism

Finally, it is important to consider a growing body of research demonstrating that balanced bilinguals enjoy certain cognitive advantages relative to their monolingual peers, as this work has important implications for language education and intervention. On tasks requiring cognitive control, some findings suggest that bilinguals outperform monolinguals selectively on trials inducing conflict across a range of tasks such as the Simon task (Bialystok, Craik, Klein, & Viswanathan, 2004). Other data patterns reveal a broader effect, namely that bilinguals are better at conflict monitoring: they perform faster on both conflict and non-conflict trials under high, but not low, conflict-monitoring conditions, in which subjects cannot predict when a conflict-related item type (an incongruent flanker trial) might occur because their appearance is equally probable relative to non-conflict trials (Costa, Hernández, Costa-Faidella, & Sebastián-Gallés, 2009). Regardless of the specifics, it has become increasingly clear that rich linguistic
experience (akin to the rich cognitive experience achieved through training) benefits conflict-resolution and cognitive-control performance widely, perhaps due to bilinguals’ consistent switching across the two language systems they know and/or their frequent suppression of one lexicon/grammar over another, thus placing a “premium” on EFs associated with updating, conflict resolution, and set-shifting (Costa et al., 2009; Martin-Rhee & Bialystok, 2008). In other words, lifelong bilingualism may be a naturalistic form of cognitive-control training. Indeed, future work should attempt to disentangle the various processing demands that are associated with being a bilingual speaker (e.g., frequent code switches) that might yield the putative cognitive-control advantage they show; such an understanding might help extract the various EFs, in addition to conflict resolution, that are at the heart of bilinguals’ benefit. It will also be beneficial to know how bilinguals’ cognitive-control advantage concerning conflict resolution or conflict monitoring influences this group’s linguistic abilities on the conflict-related language tasks reviewed in this paper. For instance, does bilinguals’ cognitive-control advantage result in a better ability to recover the correct interpretation of garden-path sentences, following a misanalysis? The answer to these questions could suggest important inferences one could draw about the prospective impact that process-specific conflict-resolution training might have on this group.

Related, much discussion challenges this general-purpose view as the underlying cause of the bilingual advantage by presenting an explanation centered on the differing language experience of monolinguals and bilinguals. Namely, rather than possessing superior cognitive control, bilinguals’ superior task performance under certain task conditions may be due instead to variants in long-term representations, which in turn
changes the amount of conflict that bilinguals must monitor. That is, by having weaker linguistic representations, bilinguals may outperform their monolingual counterparts by not committing to an interpretation or having a default cognitive reaction that is quite as strong as monolinguals. Such a difference in the long-term representational structure would prevent the need to deploy cognitive control to override an initial commitment (akin to what is experienced when an unambiguous sentence is encountered). Training interventions may offer a unique opportunity to disentangle these two explanations, in that sort-term cognitive control training should not change long-term representations (and the nature of conflict between these representations) but would target the underlying conflict-control EF.

Recent findings suggest that bilingualism confers protective benefits against cognitive decline: bilingual patients diagnosed with Alzheimer’s disease (AD), who are matched on a range of factors (e.g., degree of cognitive impairment, symptomatic expression, demographic variables) to monolinguals with the same diagnosis, have significantly more brain atrophy in areas commonly examined to differentiate AD patients from healthy adults (Schweizer, Ware, Fischer, Craik, & Bialystok, 2011). The implication is that bilinguals may have greater “cognitive reserve” than would be predicted given the amount of neuropathology they exhibit; that is, the cognitive symptoms associated with AD may be delayed in this population because of their premorbid advantage. What about bilingual children and VLPFC patients? Are they “inoculated” from the cognitive control deficits they are otherwise known for (in monolinguals) in terms of their nonlinguistic and language processing abilities under high-conflict demands? If so, what behavioral mechanisms and neural systems do they
recruit to compensate?

Furthermore, will cognitive-control training over the long term yield similar protective benefits in monolinguals? Will their performance begin to approach that of (untrained) bilinguals? Will EF training confer comparable protection against normal age-related cognitive decline (Richmond, Morrison, Chein, & Olson, 2011), regardless of AD? These are open empirical questions and might be the focus of future longitudinal research. Also: To what extent does proficiency level matter in adults who have learned a second language, regarding the cognitive-control benefits they reap and the implications for intervention? Balanced bilinguals, as sketched above, enjoy certain advantages; presumably highly proficient (but unbalanced) bilinguals and those with lower proficiency levels will pattern somewhere in between the balanced group and the monolinguals regarding cognitive-control performance, depending on the relative processing demands associated with their proficiency levels. Where they pattern can provide useful insight into the design of future training studies to bring these groups’ performance ranges closer to approximate the balanced population. How much room is there for balanced bilinguals to gain from EF training? If a highly proficient group shows a similar cognitive-control advantage to that of bilinguals, then it may suggest the prospect of similar benefits (in terms of effect sizes) gained from training. Conversely, if a low-proficiency group that rarely switches between linguistic systems does not demonstrate a cognitive-control advantage compared to monolinguals, this would suggest opportunity for EF training to bestow benefits. If neither high- or low-proficiency groups demonstrates a cognitive-control advantage, then perhaps learning a second language in adulthood does not enhance EF abilities similar to how early acquisition of two linguistic
systems does. EF training could therefore be beneficial to unbalanced groups across a range of proficiency levels. Ultimately, future work in this area will clarify our understanding of the interplay between bilingualism, cognitive control, and the effects of training on language and other tasks that share cognitive processes.

4.3.4 Caveats

Although cognitive training offers fruitful avenues for the remediation of deficits and the theoretical elucidation of cognitive abilities for language, there are, however, important caveats to consider. Despite several instances of successful generalization to unpracticed tasks, some reports describe research efforts failing to observe transfer (see Chooi & Thompson, 2012; Melby-Lervag & Hulme, 2013; Owen et al., 2010; Redick et al., 2012). One explanation for the absence of transfer findings may be that in at least one study, EF training was implemented casually, rather than consistently enough to actually tax trainees’ EF abilities throughout the regimen (Owen et al., 2010). In this report, not all individuals in the training group received the same exposure to training, a ‘dosage-dependent’ factor known to confer varying levels of transfer (Jaeggi et al., 2008). Another reason for failure to show transfer may involve the use of performance-non-adaptive training tasks (regimens that maintain a constant level of difficulty, rather than keeping participants on the threshold of their best performance), despite evidence favoring such designs to facilitate transfer effects (Brehmer et al., 2011; Klingberg et al., 2005; Lövden et al., 2010; but see Chapter 3 here, where non-adaptive 3-Back trainees improve on several untrained assessments). Clearly more research is needed to determine what characterizes an appropriate training regimen, as well as how dependent transfer effects are on the amount of training an individual receives (Jaeggi et al., 2008; 2011).
Finally, studies failing to show transfer might lack appropriate linking hypotheses between the types of EF required to perform certain tasks; these must be understood in order to design effective training regimens, which will ultimately inform how future intervention studies are implemented. Indeed, several cases of far-transfer have recently been called into question given failures to replicate published effects (see Cook, 2013 and Shipstead et al., 2012 for reviews). Many of these reports involve attempts at improving general cognitive abilities such as general fluid intelligence and reasoning, without considering identifiable shared underlying processes (akin to the process-specific approach adopted here). By pinpointing common mechanisms across conditions of ostensibly different tasks, it may be more likely to observe successful training-transfer effects, a requirement germane to a process-specific account. Traditional training approaches geared toward general task improvements do not emphasize such condition-base differences; namely, higher scores on tasks like Raven’s have no carefully controlled cases that require separable EFs (a total score is computed to capture general fluid intelligence). Put differently, tasks with conditions distinguishable on the need for a certain EF (i.e., high- and low-conflict cases), allow for precise hypotheses of where certain types of training—conflict-control, for instance—ought to have an effect.

Similarly, assessing transfer by computing a generalized measure on an assessment task (e.g., collapsing across all high- and low-conflict task conditions) may not be expected to confer any pre/post change, in part because control conditions (low-conflict) might mask effects in critical conditions (high-conflict). A process-specific training approach presumes that conditions tapping the EF of interest should improve following practice with another task engaging the shared ability. Indeed, by clearly identifying these cases
within and across tasks, training-mediated change may be more easily interpretable; that these conditions are often not specified for many assessment tasks could be a reason for the failure to consistently demonstrate far-transfer.

Furthermore, there appear to be important individual differences in training success (Chein & Morrison, 2010; Jaeggi et al., 2011), such that only certain individuals achieve performance increases on the training tasks over time, and thus demonstrate transfer to unpracticed measures shown through improved performance at retest. Related, one point of important discussion concerns whether conducting training responder analyses renders results that otherwise may not emerge (see Discussion in Chapter 2). Specifically, if training and transfer measures are correlated (and tap a latent variable), then change on one (e.g., training gains) will lead to a comparable shift on the other (e.g., pre/post gains; see Tidwell et al., 2013). The statistical artifact that exists as a function of identifying responders may undermine interpretations centered on training-mediated effects. Moreover, even if there are clear benefites of training, it is unclear if responders and non-responders can be categorized simply by baseline EF abilities, and these differences are unlikely due to motivational factors alone (Jaeggi et al., 2011; Novick et al., 2013). So, future research should address who is most likely to benefit from training, how to identify properly these individuals (if at all), and how training protocols should be modified or tailored to maximize transfer across a range of groups and populations (see Shipstead et al., 2012).

4.4 Closing Remarks

Executive function training holds promise to result in gains in cognition and language use in both production and comprehension domains, easing processing
difficulty when dominant biases must be reined-in. Such interventions could potentially mitigate problems in language use under generally high conflict/interference demands, not just in special populations (e.g., nonfluent aphasics with interference-resolution deficits), but also in healthy individuals, including developing children, who experience occasional difficulty in reading, listening, or speaking due to heightened demands for cognitive control (in some cases perhaps due to resource depletion).

As sketched in Chapter 1, language is rife with instances of conflicting representations, such that one might expect cognitive control training to extend to other measures of syntactic and lexical processing where the language user must resolve among multiple representations or overcome a default meaning, interpretation, or reaction. Similarly, training regimens that target maintenance-based (WM capacity) abilities might transfer to other cases in language processing known to hinge on verbal working memory ability (e.g., object-extracted relative clauses). Dissociating the cognitive mechanisms affecting language processing will inform the development of effective, well-specified interventions that may have differential use across populations. To close, I have emphasized study of the mental mechanisms underlying language and cognitive processes, as well as how language performance can be modulated through specialized interventions on the basis of understanding these domain-general cognitive mechanisms. Although much follow-up work needs to occur to further flesh out these relationships, the present dissertation serves as an initial attempt to investigate the causal role of cognitive control for language skills within the context of two training paradigms.
Appendix A

List of ambiguous sentences, unambiguous sentences, and comprehension questions. All stimuli were based on or borrowed from Christianson et al., 2001; 2006.

<table>
<thead>
<tr>
<th>Ambiguous</th>
<th>Unambiguous</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>While Jim bathed the child that was blond and pudgy giggled with delight.</td>
<td>The child that was blond and pudgy giggled with delight while Jim bathed.</td>
<td>Did Jim bathe himself?</td>
</tr>
<tr>
<td>As the chimps groomed the baboons that were large and hairy sat in the grass.</td>
<td>The baboons that were large and hairy sat in the grass as the chimps groomed.</td>
<td>Did the chimps groom themselves?</td>
</tr>
<tr>
<td>While Frank dried off the car that was red and shiny sat in the driveway.</td>
<td>The car that was red and shiny sat in the driveway while Frank dried off.</td>
<td>Did Frank dry off himself?</td>
</tr>
<tr>
<td>As Betty woke up the neighbor that was old and cranky coughed loudly.</td>
<td>The neighbor that was old and cranky coughed loudly as Betty woke up.</td>
<td>Did Betty wake herself up?</td>
</tr>
<tr>
<td>While the thief hid the jewelry that was elegant and expensive sparkled brightly.</td>
<td>The jewelry that was elegant and expensive sparkled brightly while the thief hid.</td>
<td>Did the thief hide himself?</td>
</tr>
<tr>
<td>As Anna dressed the baby that was small and cute spit up on the bed.</td>
<td>The baby that was small and cute spit up on the bed as Anna dressed.</td>
<td>Did Anna dress herself?</td>
</tr>
<tr>
<td>While the boy washed the dog that was white and furry barked loudly.</td>
<td>The dog that was white and furry barked loudly while the boy washed.</td>
<td>Did the boy wash himself?</td>
</tr>
<tr>
<td>As the jockey settled down the horse that was sleek and brown stood in the stall.</td>
<td>The horse that was sleek and brown stood in the stall as the jockey settled down.</td>
<td>Did the jockey settle himself down?</td>
</tr>
<tr>
<td>While the mother undressed the baby that was bald and helpless cried softly.</td>
<td>The baby that was bald and helpless cried softly while the mother undressed.</td>
<td>Did the mother undress herself?</td>
</tr>
<tr>
<td>As the nurse shaved the patient that was tired and weak watched TV.</td>
<td>The patient that was tired and weak watched TV as the nurse shaved.</td>
<td>Did the nurse shave herself?</td>
</tr>
<tr>
<td>While the girl刮了猫 that was gray and white stared at the dog.</td>
<td>The cat that was gray and white stared at the dog while the girl scratched.</td>
<td>Did the girl scratch herself?</td>
</tr>
<tr>
<td>As the mother calmed down the children that were tired and irritable sat on the bed.</td>
<td>The children that were tired and irritable sat on the bed as the mother calmed down.</td>
<td>Did the mother calm herself down?</td>
</tr>
<tr>
<td>While Robert changed the paint that was vibrant and colorful spilled on the floor.</td>
<td>The paint that was vibrant and colorful spilled on the floor while Robert changed.</td>
<td>Did Robert change himself?</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>Unambiguous</td>
<td>Question</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>As the secretary transferred the files that were important and messy collected on her desk.</td>
<td>The files that were important and messy collected on her desk as the secretary transferred.</td>
<td>Did the secretary transfer?</td>
</tr>
<tr>
<td>While Kristin put make-up on the model that was tall and thin put on her outfit.</td>
<td>The model that was tall and thin put on her outfit while Kristin put make-up on.</td>
<td>Did Kristin put make-up on herself?</td>
</tr>
<tr>
<td>As Chris worked out the issue that was confusing and unclear continued to worsen.</td>
<td>The issue that was confusing and unclear continued to worsen as Chris worked out.</td>
<td>Did Chris work out?</td>
</tr>
<tr>
<td>While Dave lied down the tiles that were detailed and pricey were cleaned by the maid.</td>
<td>The tiles that were detailed and pricey were cleaned by the maid while Dave lied down.</td>
<td>Did Dave lie down?</td>
</tr>
<tr>
<td>As the woman soaked the shirt that was clean and folded sat on the dresser.</td>
<td>The shirt that was clean and folded sat on the dresser as the woman soaked.</td>
<td>Did the woman soak herself?</td>
</tr>
<tr>
<td>While the woman disrobed the mannequin that was frail and shapely stood in the store.</td>
<td>The mannequin that was frail and shapely stood in the store while the woman disrobed.</td>
<td>Did the woman disrobe herself?</td>
</tr>
<tr>
<td>As the student prepared the salad that was healthy and fresh remained in the refrigerator.</td>
<td>The salad that was healthy and fresh remained in the refrigerator as the student prepared.</td>
<td>Did the student prepare herself?</td>
</tr>
<tr>
<td>While the squirrels relocated the acorns that were brown and ripe fell from the trees.</td>
<td>The acorns that were brown and ripe fell from the trees while the squirrels relocated.</td>
<td>Did the squirrels relocate themselves?</td>
</tr>
<tr>
<td>As the gardener showered the flowers that were yellow and blue were gathered by a child.</td>
<td>The flowers that were yellow and blue were gathered by a child as the gardener showered.</td>
<td>Did the gardener take a shower?</td>
</tr>
<tr>
<td>While the nanny stripped the girl that was tearful and fussy threw a tantrum.</td>
<td>The girl that was tearful and fussy threw a tantrum while the nanny stripped.</td>
<td>Did the nanny strip herself?</td>
</tr>
<tr>
<td>As the model covered up the portrait that was colorful and exact fell from the easel.</td>
<td>The portrait that was colorful and exact fell from the easel as the model covered up.</td>
<td>Did the model cover herself up?</td>
</tr>
<tr>
<td>As the servant bathed the king that was arrogant and pompous ate chocolate.</td>
<td>The king that was arrogant and pompous ate dark chocolate as the servant bathed.</td>
<td>Did the servant bathe himself?</td>
</tr>
<tr>
<td>While the jockey groomed the horse that was wild and testy paced in the stall.</td>
<td>The horse that was wild and testy paced in the stall while the jockey groomed.</td>
<td>Did the jockey groom himself?</td>
</tr>
<tr>
<td>As the trainer dried off the dog that was playful and friendly fetched the stick.</td>
<td>The dog that was playful and friendly fetched the stick as the trainer dried off.</td>
<td>Did the trainer dry himself off?</td>
</tr>
<tr>
<td>While the baby-sitter woke up the infant that was tiny and fragile cried in his crib.</td>
<td>The infant that was tiny and fragile cried in his crib while the baby-sitter woke up.</td>
<td>Did the baby-sitter wake up?</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>Unambiguous</td>
<td>Question</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------</td>
</tr>
<tr>
<td>As the mother hid the cookies that were warm and gooey baked in the oven.</td>
<td>The cookies that were warm and gooey baked in the oven as the mother hid.</td>
<td>Did the mother hide herself?</td>
</tr>
<tr>
<td>While the tailor dressed the figurine that was tall and shapely fell over.</td>
<td>The figurine that was tall and shapely fell over while the tailor dressed.</td>
<td>Did the tailor dress herself?</td>
</tr>
<tr>
<td>As the adolescent washed the dishes that were orange and greasy sat in the sink.</td>
<td>The dishes that were orange and greasy sat in the sink as the adolescent washed.</td>
<td>Did the adolescent wash himself?</td>
</tr>
<tr>
<td>While the farmer settled down the pig that was pink and squealing escaped from its pen.</td>
<td>The pig that was pink and squealing escaped from its pen while the farmer settled down.</td>
<td>Did the farmer settle down?</td>
</tr>
<tr>
<td>As Molly undressed the teddy bear that was plush and huggable lost a button.</td>
<td>The teddy bear that was plush and huggable lost a button as the girl undressed.</td>
<td>Did Molly undress herself?</td>
</tr>
<tr>
<td>While the barber shaved the customer that was hurried and impatient left the shop.</td>
<td>The customer that was hurried and impatient left the shop while the barber shaved.</td>
<td>Did the barber shave himself?</td>
</tr>
<tr>
<td>As the hero scratched the villain that was sneaky and traitorous kidnapped the blonde bombshell.</td>
<td>The villain that was sneaky and traitorous kidnapped the blonde bombshell as the hero scratched.</td>
<td>Did the hero scratch himself?</td>
</tr>
<tr>
<td>While the secretary calmed down the client that was ruined and desperate staked out the building.</td>
<td>The client that was ruined and desperate staked out the building while the secretary calmed down.</td>
<td>Did the secretary calm down?</td>
</tr>
<tr>
<td>As the maid changed the filter that was old and dirty collected dust.</td>
<td>The filter that was old and dirty collected dust as the maid changed.</td>
<td>Did the maid change herself?</td>
</tr>
<tr>
<td>While the operator transferred the caller that was eager and animated accidentally hung up.</td>
<td>The caller that was eager and animated accidentally hung up while the operator transferred.</td>
<td>Did the operator transfer?</td>
</tr>
<tr>
<td>As the artist put make-up on the actress that was famous and beautiful walked onto the set.</td>
<td>The actress that was famous and beautiful walked onto the set as the artist put make-up on.</td>
<td>Did the artist put make-up on herself?</td>
</tr>
<tr>
<td>While the manager worked out the contract that was beneficial and generous was signed.</td>
<td>The contract that was beneficial and generous was signed while the manager worked out.</td>
<td>Did the manager work out?</td>
</tr>
<tr>
<td>As the librarian lied down the book that was intellectual and depressing stayed on the shelf.</td>
<td>The book that was intellectual and depressing stayed on the shelf as the librarian lied down.</td>
<td>Did the librarian lie down?</td>
</tr>
<tr>
<td>While the bride soaked the groom that was handsome and smiling put away his tuxedo.</td>
<td>The groom that was handsome and smiling put away his tuxedo while the bride soaked.</td>
<td>Did the bride soak herself?</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>Unambiguous</td>
<td>Question</td>
</tr>
<tr>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>As the prince disrobed the courtesan that was graceful and voluptuous poured the wine.</td>
<td>The courtesan that was graceful and voluptuous poured the wine as the prince disrobed.</td>
<td>Did the prince disrobe himself?</td>
</tr>
<tr>
<td>While the butcher prepared the meat that was tender and succulent went through the grinder.</td>
<td>The meat that was tender and succulent went through the grinder while the butcher prepared.</td>
<td>Did the butcher prepare himself?</td>
</tr>
<tr>
<td>As the CEO relocated the store that was small and unsuccessful held a sale.</td>
<td>The store that was small and unsuccessful held a sale as the CEO relocated.</td>
<td>Did the CEO relocate himself?</td>
</tr>
<tr>
<td>While the veterinarian showered the cat that was sickly and thin mewed in its cage.</td>
<td>The cat that was sickly and thin mewed in its cage while the veterinarian showered.</td>
<td>Did the veterinarian take a shower?</td>
</tr>
<tr>
<td>As the dancer stripped the curtains that were faded and musty blocked the light.</td>
<td>The curtains that were faded and musty blocked the light as the dancer stripped.</td>
<td>Did the dancer strip herself?</td>
</tr>
<tr>
<td>While the sculptor covered up the statue that was chiseled and perfect stood erect.</td>
<td>The statue that was chiseled and perfect stood erect while the sculptor covered up.</td>
<td>Did the sculptor cover himself up?</td>
</tr>
<tr>
<td>While Sally bathed the calf that was stubborn and restless head-butted the barn wall.</td>
<td>The calf that was stubborn and restless head-butted the barn wall while Sally bathed.</td>
<td>Did Sally bathe herself?</td>
</tr>
<tr>
<td>As the aid groomed the patient that was confused and forgetful wandered the hospital.</td>
<td>The patient that was confused and forgetful wandered the hospital as the aid groomed.</td>
<td>Did the aid groom herself?</td>
</tr>
<tr>
<td>While the soldier dried off the gun that was antique and rusty fired clouds of smoke.</td>
<td>The gun that was antique and rusty fired clouds of smoke while the soldier dried off.</td>
<td>Did the soldier dry himself off?</td>
</tr>
<tr>
<td>As Neville woke up the lady that was elegant and wealthy snorted in disapproval.</td>
<td>The lady that was elegant and wealthy snorted in disapproval as Neville woke up.</td>
<td>Did Neville wake up?</td>
</tr>
<tr>
<td>While the guest hid the present that was extravagant and glittering sat on the table.</td>
<td>The present that was extravagant and glittering sat on the table while the guest hid.</td>
<td>Did the guest hide herself?</td>
</tr>
<tr>
<td>As the butler dressed the salad that was fresh and green was prepared for dinner.</td>
<td>The salad that was fresh and green was prepared for dinner as the butler dressed.</td>
<td>Did the butler dress himself?</td>
</tr>
<tr>
<td>While the handyman washed the car that was red and flashy drove down the road.</td>
<td>The car that was red and flashy drove down the road while the handyman washed.</td>
<td>Did the handyman wash himself?</td>
</tr>
<tr>
<td>As the nun settled down the convent that was pious and devoted welcomed the Pope.</td>
<td>The convent that was pious and devoted welcomed the Pope as the nun settled down.</td>
<td>Did the nun settle herself down?</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>Unambiguous</td>
<td>Question</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>While Theresa undressed the girl who was wet and embarrassed stood in the corner.</td>
<td>The girl who was wet and embarrassed stood in the corner while Theresa undressed.</td>
<td>Did Theresa undress herself?</td>
</tr>
<tr>
<td>As Marcus shaved the sheep that was fluffy and woolly bleated in its pen.</td>
<td>The sheep that was fluffy and woolly bleated in its pen as Marcus shaved.</td>
<td>Did Marcus shave himself?</td>
</tr>
<tr>
<td>While the outfielder scratched the tree that was supple and young waved in the breeze.</td>
<td>The tree that was supple and young waved in the breeze while the outfielder scratched.</td>
<td>Did the outfielder scratch himself?</td>
</tr>
<tr>
<td>As the team calmed down the coach that was stern and formidable bought a victory lunch.</td>
<td>The coach that was stern and formidable bought a victory lunch as the team calmed down.</td>
<td>Did the team calm themselves down?</td>
</tr>
<tr>
<td>As the sergeant changed the drill that was repetitive and exhausting stopped hurting the recruits.</td>
<td>The drill that was repetitive and exhausting stopped hurting the recruits as the sergeant changed.</td>
<td>Did the sergeant change himself?</td>
</tr>
<tr>
<td>While the executive transferred the assistant that was efficient and knowledgeable packed boxes.</td>
<td>The assistant that was efficient and knowledgeable packed boxes while the executive transferred.</td>
<td>Did the executive transfer?</td>
</tr>
<tr>
<td>As newscaster put make-up on the co-anchor that was chatty and likable read the prompt.</td>
<td>The co-anchor that was chatty and likable read the prompt as the newscaster put make-up on.</td>
<td>Did the newscaster put make-up on herself?</td>
</tr>
<tr>
<td>While Cora worked out the knot that was aching and sore throbbed in her thigh.</td>
<td>The knot that was aching and sore throbbed in her thigh while Cora worked out.</td>
<td>Did Cora work out?</td>
</tr>
<tr>
<td>As the agent lay down the badge that was battered and clunky broke in half.</td>
<td>The badge that was battered and clunky broke in half as the agent lay down.</td>
<td>Did the agent lie down?</td>
</tr>
<tr>
<td>While the chef soaked the greens that were nutritious and plentiful grew under heat lamps.</td>
<td>The greens that were nutritious and plentiful grew under heat lamps while the chef soaked.</td>
<td>Did the chef soak himself?</td>
</tr>
<tr>
<td>As the coach disrobed the champion that was muscular and agitated punched his opponent.</td>
<td>The champion that was muscular and agitated punched his opponent as the coach disrobed.</td>
<td>Did the coach disrobe himself?</td>
</tr>
<tr>
<td>While the lawyer prepared the witness that was nervous and fidgety started to hyperventilate.</td>
<td>The witness that was nervous and fidgety started to hyperventilate while the lawyer prepared.</td>
<td>Did the lawyer prepare himself?</td>
</tr>
<tr>
<td>As the miser relocated the treasure that was valuable and lucrative gained interest.</td>
<td>The treasure that was valuable and lucrative gained interest as the miser relocated.</td>
<td>Did the miser relocate himself?</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>Unambiguous</td>
<td>Question</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>While the pool boy showered the deck that was grimy and dark creaked eerily.</td>
<td>The deck that was grimy and dark creaked eerily while the pool boy showered.</td>
<td>Did the pool boy shower himself?</td>
</tr>
<tr>
<td>As Angela stripped the paper that was pink and flowery began to peel.</td>
<td>The paper that was pink and flowery began to peel as Angela stripped.</td>
<td>Did Angela strip herself?</td>
</tr>
<tr>
<td>While the thief covered up the goods that were conspicuous and grand drew attention from pedestrians.</td>
<td>The goods that were conspicuous and grand drew attention from pedestrians while the thief covered up.</td>
<td>Did the thief cover himself up?</td>
</tr>
</tbody>
</table>
## Appendix B

Stimulus sets used for the 3-Back training task of Experiment 2.

<table>
<thead>
<tr>
<th>Version</th>
<th>Stimuli</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letters</td>
<td>b, c, d, f, h, j, k, l, m, p, q, r, s, t, v, x</td>
</tr>
<tr>
<td>Words</td>
<td>bench, clock, dress, flag, grass, hill, jet, key, light, nurse, pipe, rope, sky, truck, van, wheel</td>
</tr>
<tr>
<td>Nonwords</td>
<td>blick, chut, desh, flonk, glit, hend, jurch, kasp, lerth, milp, noss, parf, rax, slirt, trean, ving</td>
</tr>
<tr>
<td>Symbol Set 1</td>
<td>! &amp; @ = ♦ ♥ ♣ ♧ ♨ ♩ ♪ ♫ ♬ ♭ ♮ ♯ ♰ ♱ ♲ ♳ ♴ ♵ ♶ ♷ ♸ ♹ ♺ ♻ ♼ ♽ ♾ ♿</td>
</tr>
<tr>
<td>Symbol Set 2</td>
<td>? $ % ✓ ▲ ♧ ♨ ♩ ♪ ♫ ♬ ♭ ♮ ♯ ♰ ♱ ♲ ♳ ♴ ♵ ♶ ♷ ♸ ♹ ♺ ♻ ♼ ♽ ♾ ♿</td>
</tr>
</tbody>
</table>
Appendix C

Noun cues provided to participants during the verb generation task used in Experiment 2. High-competition refers to nouns with multiple verb associates (e.g., ball – bounce, throw, kick), whereas low-competition refers to nouns with few verb associates (e.g., scissors – cut). High-association refers to nouns with strong verb associates (e.g., bed – sleep), while low-association refers to nouns with weak verb associates (e.g., valley – hike).

<table>
<thead>
<tr>
<th>Association</th>
<th>Competition</th>
<th>Noun Cue</th>
<th>Association</th>
<th>Competition</th>
<th>Noun Cue</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>High</td>
<td>BEACH</td>
<td>High</td>
<td>Low</td>
<td>BINDER</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>BELT</td>
<td>High</td>
<td>Low</td>
<td>PHOTO</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>BOAT</td>
<td>High</td>
<td>Low</td>
<td>BASEMENT</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>BOX</td>
<td>High</td>
<td>Low</td>
<td>CABINET</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>CAT</td>
<td>High</td>
<td>Low</td>
<td>CORD</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>CLOCK</td>
<td>High</td>
<td>Low</td>
<td>COUNTER</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>FINGER</td>
<td>High</td>
<td>Low</td>
<td>DECADE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>HAMMER</td>
<td>High</td>
<td>Low</td>
<td>ELEPHANT</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>HEAD</td>
<td>High</td>
<td>Low</td>
<td>GALAXY</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>MOUTH</td>
<td>High</td>
<td>Low</td>
<td>HALO</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>OVEN</td>
<td>High</td>
<td>Low</td>
<td>HEDGE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>SUN</td>
<td>High</td>
<td>Low</td>
<td>MOLE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>WOOD</td>
<td>High</td>
<td>Low</td>
<td>NEBULA</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>LOCK</td>
<td>High</td>
<td>Low</td>
<td>WART</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>BASKET</td>
<td>Low</td>
<td>High</td>
<td>CUP</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>PHONE</td>
<td>Low</td>
<td>High</td>
<td>FOOT</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>WHEEL</td>
<td>Low</td>
<td>High</td>
<td>KNIFE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>ICE</td>
<td>Low</td>
<td>High</td>
<td>OAR</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>ROPE</td>
<td>Low</td>
<td>High</td>
<td>PLANE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>LETTER</td>
<td>Low</td>
<td>High</td>
<td>POOL</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>PURSE</td>
<td>Low</td>
<td>High</td>
<td>RAZOR</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>ATTIC</td>
<td>Low</td>
<td>High</td>
<td>SINK</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>SCHOOL</td>
<td>Low</td>
<td>High</td>
<td>SOAP</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>SEED</td>
<td>Low</td>
<td>High</td>
<td>STOVE</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>BLANKET</td>
<td>Low</td>
<td>High</td>
<td>TOWEL</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
<td>MONEY</td>
<td>Low</td>
<td>High</td>
<td>WING</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>SPONGE</td>
<td>Low</td>
<td>High</td>
<td>DOLLAR</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>GIRAFFE</td>
<td>Low</td>
<td>High</td>
<td>GLASS</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>SAND</td>
<td>Low</td>
<td>High</td>
<td>MOVIE</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>CRANE</td>
<td>Low</td>
<td>High</td>
<td>YARN</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>BOARD</td>
<td>Low</td>
<td>High</td>
<td>BIRD</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>JACKAL</td>
<td>Low</td>
<td>High</td>
<td>BED</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>GRATE</td>
<td>Low</td>
<td>High</td>
<td>CRAYON</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>FOLDER</td>
<td>Low</td>
<td>High</td>
<td>SHOE</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>DRESSER</td>
<td>Low</td>
<td>High</td>
<td>SCALE</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>OSTRICH</td>
<td>Low</td>
<td>High</td>
<td>NOSE</td>
</tr>
<tr>
<td>Association</td>
<td>Competition</td>
<td>Noun Cue</td>
<td>Association</td>
<td>Competition</td>
<td>Noun Cue</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>GRAVE</td>
<td>Low</td>
<td>Low</td>
<td>TAPE</td>
</tr>
<tr>
<td>Low</td>
<td>High</td>
<td>LAWN</td>
<td>Low</td>
<td>Low</td>
<td>ANGEL</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>ANCHOR</td>
<td>Low</td>
<td>Low</td>
<td>LILY</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>BLOCK</td>
<td>Low</td>
<td>Low</td>
<td>RAY</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>COMPUTER</td>
<td>Low</td>
<td>Low</td>
<td>MARKER</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>FLAG</td>
<td>Low</td>
<td>Low</td>
<td>DISH</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>GLOVE</td>
<td>Low</td>
<td>Low</td>
<td>MARIGOLD</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>JAM</td>
<td>Low</td>
<td>Low</td>
<td>RING</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>KELP</td>
<td>Low</td>
<td>Low</td>
<td>TREK</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>LIZARD</td>
<td>Low</td>
<td>Low</td>
<td>CONE</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>MANHOLE</td>
<td>Low</td>
<td>Low</td>
<td>TISSUE</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>MUG</td>
<td>Low</td>
<td>Low</td>
<td>RABBIT</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>PIT</td>
<td>Low</td>
<td>Low</td>
<td>PALACE</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>SPRINKLER</td>
<td>Low</td>
<td>Low</td>
<td>HOSE</td>
</tr>
</tbody>
</table>
## Appendix D

List of object-extracted (OE) sentences, subject-extracted (SE) sentences, and comprehension questions. All stimuli were borrowed from Fedorenko et al., 2006.

<table>
<thead>
<tr>
<th>Object-Extracted (OE)</th>
<th>Subject-Extracted (SE)</th>
<th>Comprehension Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>The analyst who the governor queried proposed some changes to the plan.</td>
<td>The analyst who queried the governor proposed some changes to the plan.</td>
<td>Was the analyst questioned?</td>
</tr>
<tr>
<td>The celebrity who the athlete admired won the award at the ceremony.</td>
<td>The celebrity who admired the athlete won the award at the ceremony.</td>
<td>Did the celebrity suffer a defeat?</td>
</tr>
<tr>
<td>The clerk who the director disliked typed the letter to the administration.</td>
<td>The clerk who disliked the director typed the letter to the administration.</td>
<td>Would the administration be receiving a letter?</td>
</tr>
<tr>
<td>The client who the retailer contacted offered a deal of the century.</td>
<td>The client who contacted the retailer offered a deal of the century.</td>
<td>Did the client retract a deal?</td>
</tr>
<tr>
<td>The contestant who the host offended ruined the show for the audience.</td>
<td>The contestant who offended the host ruined the show for the audience.</td>
<td>Was the show a total success?</td>
</tr>
<tr>
<td>The detective who the spy recognized crossed the street at the light.</td>
<td>The detective who recognized the spy crossed the street at the light.</td>
<td>Did the detective cross at the sign?</td>
</tr>
<tr>
<td>The diplomat who the congressman insulted ended the negotiations on the spot.</td>
<td>The diplomat who insulted the congressman ended the negotiations on the spot.</td>
<td>Did the negotiations go well?</td>
</tr>
<tr>
<td>The employee who the executive praised finished the project right on time.</td>
<td>The employee who praised the executive finished the project right on time.</td>
<td>Did the employee finish on time?</td>
</tr>
<tr>
<td>The farmer who the expert questioned promoted the product at the fair.</td>
<td>The farmer who questioned the expert promoted the product at the fair.</td>
<td>Would the product be promoted on TV?</td>
</tr>
<tr>
<td>The guitarist who the band recommended recorded the song for the album.</td>
<td>The guitarist who recommended the band recorded the song for the album.</td>
<td>Did the guitarist recommend the band?</td>
</tr>
<tr>
<td>The journalist who the editor complimented revised the article for the newspaper.</td>
<td>The journalist who complimented the editor revised the article for the newspaper.</td>
<td>Did the journalist work for a newspaper?</td>
</tr>
<tr>
<td>The legislator who the senator visited falsified the documents for the trip.</td>
<td>The legislator who visited the senator falsified the documents for the trip.</td>
<td>Did the legislator use fake documents?</td>
</tr>
<tr>
<td>Object-Extracted (OE)</td>
<td>Subject-Extracted (SE)</td>
<td>Comprehension Question</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>The librarian who the teacher angered misplaced the book from the depository.</td>
<td>The librarian who angered the teacher misplaced the book from the depository.</td>
<td>Did the librarian keep track of the book?</td>
</tr>
<tr>
<td>The mathematician who the physicist addressed offered the proof at the conference.</td>
<td>The mathematician who addressed the physicist offered the proof at the conference.</td>
<td>Were the scientists working in someone's office?</td>
</tr>
<tr>
<td>The medic who the doctor assisted borrowed the instrument for the surgery.</td>
<td>The medic who assisted the doctor borrowed the instrument for the surgery.</td>
<td>Were the medical professionals preparing for an operation?</td>
</tr>
<tr>
<td>The officer who the murderer described told a lie about the past.</td>
<td>The officer who described the murderer told a lie about the past.</td>
<td>Did the officer say something that wasn't true?</td>
</tr>
<tr>
<td>The official who the manager harassed questioned the policy of lowering wages.</td>
<td>The official who harassed the manager questioned the policy of lowering wages.</td>
<td>Was the policy being challenged?</td>
</tr>
<tr>
<td>The pharmacist who the assistant helped placed the order for the drug.</td>
<td>The pharmacist who helped the assistant placed the order for the drug.</td>
<td>Did the pharmacist order a coupon book?</td>
</tr>
<tr>
<td>The priest who the nun thanked founded the shelter near the church.</td>
<td>The priest who thanked the nun founded the shelter near the church.</td>
<td>Were the priest and nun involved in charity?</td>
</tr>
<tr>
<td>The reporter who the cameraman followed damaged the equipment during the trip.</td>
<td>The reporter who followed the cameraman damaged the equipment during the trip.</td>
<td>Did the reporter break equipment?</td>
</tr>
<tr>
<td>The salesman who the cashier resented mislabeled the products in the brochure.</td>
<td>The salesman who resented the cashier mislabeled the products in the brochure.</td>
<td>Was there an error in the brochure?</td>
</tr>
<tr>
<td>The soldier who the enemy shot received a medal for the battle.</td>
<td>The soldier who shot the enemy received a medal for the battle.</td>
<td>Did the soldier receive an honor?</td>
</tr>
<tr>
<td>The waiter who the cook invited tasted the sauce for the meat.</td>
<td>The waiter who invited the cook tasted the sauce for the meat.</td>
<td>Did someone sample the meat?</td>
</tr>
<tr>
<td>The waitress who the bartender hugged dropped the tray on the floor.</td>
<td>The waitress who hugged the bartender dropped the tray on the floor.</td>
<td>Did the waitress drop the tray on the table?</td>
</tr>
<tr>
<td>The accountant who the statistician advised calculated the costs of the project.</td>
<td>The accountant who advised the statistician calculated the costs of the project.</td>
<td>Were the professionals working together?</td>
</tr>
<tr>
<td>Object-Extracted (OE)</td>
<td>Subject-Extracted (SE)</td>
<td>Comprehension Question</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>The actor who the starlet respected forgot the lines during the scene.</td>
<td>The actor who respected the starlet forgot the lines during the scene.</td>
<td>Were they getting ready for a music concert?</td>
</tr>
<tr>
<td>The babysitter who the parents liked planned a trip to Puerto Rico.</td>
<td>The babysitter who liked the parents planned a trip to Puerto Rico.</td>
<td>Was someone getting ready for a vacation?</td>
</tr>
<tr>
<td>The banker who the chairman informed invested a million in a start-up.</td>
<td>The banker who informed the chairman invested a million in a start-up.</td>
<td>Did someone refuse to invest money?</td>
</tr>
<tr>
<td>The bully who the nerd challenged began the quarrel with an insult.</td>
<td>The bully who challenged the nerd began the quarrel with an insult.</td>
<td>Did the bully start with a complement?</td>
</tr>
<tr>
<td>The burglar who the policeman wounded reloaded the revolver in a hurry.</td>
<td>The burglar who wounded the policeman reloaded the revolver in a hurry.</td>
<td>Was someone injured?</td>
</tr>
<tr>
<td>The carpenter who the electrician punched quit the job a week later.</td>
<td>The carpenter who punched the electrician quit the job a week later.</td>
<td>Did the electrician and carpenter get along?</td>
</tr>
<tr>
<td>The co-worker who the professional intimidated delayed his response to the question.</td>
<td>The co-worker who intimidated the professional delayed his response to the question.</td>
<td>Did the co-worker answer right away?</td>
</tr>
<tr>
<td>The committee who the applicant met explained the reasoning for their decision.</td>
<td>The committee who met the applicant explained the reasoning for their decision.</td>
<td>Did the committee neglect to give a reason?</td>
</tr>
<tr>
<td>The critic who the writer acknowledged discussed the strengths of the piece.</td>
<td>The critic who acknowledged the writer discussed the strengths of the piece.</td>
<td>Did the critic discuss the weakness?</td>
</tr>
<tr>
<td>The expert who the source revered wrote a commentary on natural selection.</td>
<td>The expert who revered the source wrote a commentary on natural selection.</td>
<td>Did the expert write a poem?</td>
</tr>
<tr>
<td>The hairdresser who the beautician hired transformed the salon for the better.</td>
<td>The hairdresser who hired the beautician transformed the salon for the better.</td>
<td>Did the hairdresser improve the salon?</td>
</tr>
<tr>
<td>The hero who the villain destroyed spent daylight hours in his lair.</td>
<td>The hero who destroyed the villain spent daylight hours in his lair.</td>
<td>Did the hero spend the day in the city?</td>
</tr>
<tr>
<td>Object-Extracted (OE)</td>
<td>Subject-Extracted (SE)</td>
<td>Comprehension Question</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>The host who the visitor engaged described the route to the attractions.</td>
<td>The host who engaged the visitor described the route to the attractions.</td>
<td>Did the host describe how to get to the attractions?</td>
</tr>
<tr>
<td>The investigator who the cop overheard closed the case without an arrest.</td>
<td>The investigator who overheard the cop closed the case without an arrest.</td>
<td>Did someone eventually get convicted?</td>
</tr>
<tr>
<td>The lecturer who the dean provoked left the university in the summer.</td>
<td>The lecturer who provoked the dean left the university in the summer.</td>
<td>Did the lecturer leave during the summer?</td>
</tr>
<tr>
<td>The mobster who the dealer attacked organized some crimes in New York.</td>
<td>The mobster who attacked the dealer organized some crimes in New York.</td>
<td>Was the dealer attacked?</td>
</tr>
<tr>
<td>The model who the artist approached signed the contract for a year.</td>
<td>The model who approached the artist signed the contract for a year.</td>
<td>Was a multi-year deal involved?</td>
</tr>
<tr>
<td>The physician who the cardiologist consulted checked the files in his office.</td>
<td>The physician who consulted the cardiologist checked the files in his office.</td>
<td>Were the files checked in the office?</td>
</tr>
<tr>
<td>The plumber who the janitor frustrated lost the key on the street.</td>
<td>The plumber who frustrated the janitor lost the key on the street.</td>
<td>Did the plumber lose the key?</td>
</tr>
<tr>
<td>The scientist who the technician aided assumed the blame for the error.</td>
<td>The scientist who aided the technician assumed the blame for the error.</td>
<td>Did the scientist blame himself for the error?</td>
</tr>
<tr>
<td>The student who the professor trusted answered the question about the experiment.</td>
<td>The student who trusted the professor answered the question about the experiment.</td>
<td>Was there a discussion about research?</td>
</tr>
<tr>
<td>The trumpeter who the drummer loved formed the band two years ago.</td>
<td>The trumpeter who loved the drummer formed the band two years ago.</td>
<td>Did the trumpeter start the band?</td>
</tr>
<tr>
<td>The violinist who the cellist flattered played a piece from the symphony.</td>
<td>The violinist who flattered the cellist played a piece from the symphony.</td>
<td>Was the violinist flattered?</td>
</tr>
</tbody>
</table>
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