Introduction

Libraries have invested significant amounts of time and money acquiring and cataloging print publications while often ignoring valuable resources that appear only in digital form. Not only is much research material being published electronically on the web but more importantly it is often ephemeral in nature, removed from websites as it become outdated or as organizations cease to exist. Several studies have documented the disappearance of web resources that are cited in peer reviewed journals. Findings range from a failure rate as low as 7% one year after publication to as high as 38.7 % one to three years after publication. As web content important to research disappears it presents a critical problem for scholars and students engaged in research, calling into question the reliability of both citations and by extension the larger research endeavor. 

Many national and research libraries have begun to address the disappearance of web based content by initiating what are called web harvesting projects. These projects utilize a variety of different tools with the ultimate goal of preserving the content of selected websites as the sites evolve over time. 
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· Web Harvesting: capture, management, and preservation of websites and web resources 

· Crawler: software that explores the web and captures content (usually Heritrix)

· Crawl: material captured by the crawler

· Harvest: the act of capturing web content 

· Seed: starting URL 

Background
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The most well known web harvesting initiative is the Internet Archive’s Wayback Machine. This is the world’s largest archive of web resources and has over 150 billion archived web pages dating from 1996 to the present. While many institutions may look at the content available through the Wayback Machine and question the need to initiate a web archiving effort there are several drawbacks to relying solely on this approach. First, the Internet Archive is funded by an individual, Brewster Kahle, and is largely dependent on his continued involvement and interest in this project. There is no promise that this material will continue to be freely available to the public in perpetuity. The frequency of crawls is also unreliable. 

Take a look at the page from whitehouse.gov. What you can’t see is that the crawls drop significantly in 2009 with 7 crawls and 0 crawls in 2010. 
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There are currently several options for institutions wanting to capture web content. The most difficult approach is that undertaken by some of the largest national libraries in the world such as Australia and the United Kingdom, namely to develop in house systems that manage the entire life cycle of web harvesting. Initiatives modeled on those adopted by the national libraries have not proven scalable for smaller institutions as they require significant investment in the technical infrastructure as well as personnel. 

Because most libraries do not have the resources to start and maintain a independent web archiving programs a common approach is to utilize a third party service. One such service is the Web Archiving Service an outgrowth of the Web at Risk project. This tool has recently been made available for use outside of the partner institutions for a yearly service fee although it has not yet been widely implemented by other libraries. OCLC users have the option of using a web harvesting tool built into the cataloging suite and integrated into ContentDM for an additional cost. 

The Internet Archive rolled out a subscription service for web archiving in 2005, Archive-It. Archive-It currently has approximately 118 partner institutions including the Library of Congress. It has become increasingly popular as a web archiving solution. Archive-It features and challenges will be discussed in more depth later as this is the option we ultimately chose. 

For those looking for small scale or infrequent captures of sites or documents there are several commercial and open source products that do not require a large investment of resources. One open source product, HTTrack, is an offline browser utility that allows users to “download a World Wide Web site from the Internet to a local directory. Other software such as Adobe Acrobat’s WebCapture can create PDF files from a web page.

Selection and Collection Development
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Like building a print collection, building a web archive requires a collection development policy to guide decisions about what to capture. Although, we have yet to adopt a formal collection policy the work we have done during the two pilots has provided us with insight and guidance of many of the elements important to consider in creating such a policy. Some of the questions to address while developing a policy include: 
· Is the material unique? Does it only exist in a web based format?  Is the material being managed elsewhere, such as material in an institutional repository or image management system? Is anyone else harvesting this material? 
· How likely is the material to disappear? 
· How high is the archival or research value of the material? 
· What is the unit of selection (or capture scope)? Are entire sites going to be harvested or simply selected directories or publications?  Is it important to capture the experience of using a website or simply the content on the website?  
· What is the needed frequency of capture? 
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The University of Maryland pilot projects involved harvesting in two areas, historic preservation and Maryland state documents. 
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Why these areas? 
· The libraries have strong well developed print collections. 
· In both collections, the libraries are building on an existing collection strength that is unique to the institution and that sets the university apart from other research libraries. 
· Also, in both areas a significant body of content is generated by non-commercial organizations with a growing amount in digital form only, and with uncertain prospects for long-term availability.  
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Two of the collection development questions caused us a particularly difficulty The first of these is one we have struggled with throughout both pilots, what is the appropriate unit of selection? Some harvesting projects are archival in nature and thus are concerned with capturing entire sites. From an archival point of view it is important to capture an entire site in order to preserve the context in which the material was created, to fully document the work of an organization, and to maintain the provenance and authenticity of the site. We made a decision early on that we would continue to follow the collection policies for our print collection, which are not archival in nature but rather, focus on collecting materials that are substantive and rich in research potential. Our initial attempt was to harvest only select material on a given site, so for example, we might only want to harvest a handful of reports off a site. We found while it was technically feasible to do this type of harvesting, it wasn’t necessarily practical to do so (more on this later). What this shows is that in collection development there often exists a give and take between the desired type of collection and the current capabilities of both technology and available staff resources. 

The second question that was difficult to address was determining how often a site needs to be harvested. A small sample of 25 sites revealed that updates to sites vary widely depending on the type of organization responsible for the site. Generally, large national organizations update their site much more frequently than a small local organization. We set up a capture schedule of once a year for most local sites, every six months for regional or moderately active sites, and one every three months for active, national organizations. We’ll see how that goes. Ultimately, the most promising technology for determining harvest frequently is the ability for the harvester to detect changes and only harvest when a site has been updated. The developers of Heritrix are working on incorporating this into the harvester. 


Harvesting
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Archive-It utilizes the Heritrix web crawler, an open source tool developed and maintained by the Internet Archive. The process of harvesting websites with Archive-It is a relatively simple process and involves the following steps: creating a collection, adding the starting URL’s, starting the crawl, and reviewing harvested material. 
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While the process and interface available through Archive-It have certainly simplified the process of web archiving the entire enterprise itself still presents issues regardless of the approached adopted. There are known problems that all web programs encounter such as the challenges presented by web technologies like the widespread use of javascript in navigation menus, streaming media, and form and database driven content. All of these can cause sites to be incompletely captured or rendered. Password protected sites and those sites that include a robot.txt file can also not be captured by Archive-It. 
The most significant problem we encountered was one encountered by many new to web archiving, namely not fully analyzing our selected websites’ structures. 
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Although some sites have only one host CLICK (www.preservemd.org) it is also common for sites to have multiple hosts such as CLICK (www.umd.edu, www.lib.umd.edu). Crawling only the first url will not capture all associated subdomains such as the libraries site. It is important during the selection process to full analyze the selected website to identify each host.

Where the issue of subdomains and directories became particularly problematic was in our effort to selectively harvest only portions of sites. It was a simple task to harvest only a document (such as single pdf) or even a single page. However, we often found that in order to correctly capture the selected material we wanted we had to enter multiple seeds. In general, special rules had to be constructed in order to obtain all the necessary documents. This meant there was constant quality review and communication with the Archive-it team in order to capture the material correctly. At the end of our pilot with Archive-It, we came to the conclusion that we would not have the staff resources available to continue to do selective harvesting. We think it will be easier to do a crawl of an entire site and rely on the metadata to point to the relevant material. 

Access and Integration

Many web archiving projects have found that the primary challenge in building a web archive is creating and applying metadata. The technology does not yet exist for automatic metadata creation and instead the work has to be done by hand, preferably by a trained cataloguer. This is obviously a time consuming and expensive task, yet because the existence of archived web resources is little known by our users, metadata and its subsequent integration into existing tools, is critical for discovery at this point in time. 

Through our pilots, we determined that the best way to provide access to our captured material was to create MARC records that are discoverable in our local catalog and through OCLC’s Worldcat. Currently, we are creating metadata for two kinds of web resources: html web pages which contain multiple publications and individual PDF publications. In this way, we can point to selected content that we feel has particular research value but may be deeply embedded within a website. 
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We start our metadata creation in the Archive-It interface. Archive-It allows a great deal of flexibility in the creation of metadata. Partners can choose to apply metdata at the collection level (this is required) all the way down to document level metadata using 15 dublin core fields. However, at this point in time, supplied metadata is not searchable although a planned December release of Archive-IT 4.0 will have this capability. In order to the use the fields within archive-it consistently and to assist later with the repurposing of the date we devised a set of metadata best practices. These metadata practices are available as a handout if you are interested. 
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The metadata created in Archive-It can be exported via an XML feed and repurposed into local systems. During our pilot with Archive-It we created MARC records directly in our cataloging system rather than spending the time to develop the crosswalk for the XML to MARC. However, in a full scale project we would utilize the metadata created in Archive-It and bring it in into our catalog. In creating our MARC records we followed standard cataloging rules for cataloging web pages and pdf publications which have title pages.  In cataloging these materials, we are: 
· Using the general material designation (GMD) electronic resource, as prescribed by current cataloging rules. 

· Adding both the archived site and the current site’s internet links 
· Adding a collection note that the web site is “Preserved by University of Maryland Libraries Web Resources Collection Program: Maryland State Document Collection.” 
· Adding a local subject heading Archived web sites which enables users to qualify searches by this genre.  The heading is tagged as a local genre subject heading and we hope to have in the future a user interface which facilitates access to our materials by genre. 
· Adding a uniform title for the collection so you can retrieve everything in the collection, in this example, Maryland State Document Collection Web Archive (University of Maryland)

Our ideal would be to create metadata for web resources in Archive-It, have it searched and displayed in useful ways, and automatically exported to OCLC via OAI-PMH harvesting. Although Archive-It has implemented OAI-PMH currently only collection level records are harvested. However, Archive-It is looking into providing the capability of harvesting metadata at the web site level, and when this happens, we could concentrate on providing good metadata in Archive-It and consider skipping the step of creating MARC records.
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Conclusion

As we began to initiate a web harvesting program we have been presented with many new issues and challenges which I have explored in this presentation. These challenges include the difficulties one expects with any new endeavor such as start up costs, the acquisition of new skills, and adaptation of different work processes. Other aspects of web harvesting are unique to this particular type of collecting such as the question regarding how deeply or broadly to collect websites. The time and expense involved in cataloging these new resources will also be a continual issue for these types of projects. Over time we anticipate that technologies will develop that will either automate or make some of the tasks involved in web harvesting easier. However, until that time decisions are also hampered by the lack of information on users of this material and an understanding of how they will search for and interact with these resources. Until more is known about this new field of collecting, we need to continue to rely on some of our traditional library practices. In particular, the creation of good metadata provides the most scalability as systems evolve and is certainly the best way of exposing what is currently and unknown resource to most users. 

Web content is disappearing. Over the course of the last year we have seen some of the sites we are harvesting undergo dramatic transformations. Information is being lost and librarians are not the only ones noticing this problem. Practitioners in the sciences and social sciences are expressing real concern about the validity of research when cited material cannot be found. For many libraries, material that once arrived in print is increasingly being published on the web with no assurance of its long term survival. Libraries have been slow to incorporate web based resources into their collections but the continued neglect of this important material means that library collections will become increasingly incomplete. 
Although capturing web content can be difficult, I believe libraries long experience with collection development, cataloging, and preservation make us well prepared to meet this challenge. 
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