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Preface

Integrated circuit (IC) technology has permeated every aspect of modern life. It is difficult to imagine that Bell Labs scientists Drs. J. Bardeen and W. Brattain anticipated in 1947 that their invention, the germanium point-contact transistor [1, 2], and a year later, Dr. W. Shockley’s junction version of the same device, namely the bipolar junction transistor (BJT) [3, 4], would both bring forth an era of such unparalleled technological innovation. Within three decades of the first BJT, the advent of state-of-the-art material processing and high-volume semiconductor manufacturing technologies made possible the integration of hundreds of thousands of transistors onto millimeter-sized semiconductor dice. The modern microchip was born.

In 2012, it is now possible to fabricate hundreds of millions of metal-oxide-semiconductor field-effect transistors\(^1\) (MOSFETs) in a \(1 \text{ cm}^2\)-large and 500 \(\mu\text{m}\)-thick silicon chip. The Pentium 4 microprocessor (Intel Corporation), which by today’s standards has reached obsolescence, comprises 42 million transistors in a single substrate [7].

The IC industry is fast-paced, and it is driven following the so-called Moore’s Law which shows that for the past 30 years, the number of transistors per chip has nearly doubled every 18 to 24 months [7]. Following this trend means ever-shrinking device sizes.

\(^1\) The field-effect transistor pre-dates the BJT by almost two decades [5, 6]. Although BJT’s made up the core of early ICs, they have now been largely replaced by their field-effect counterparts. Complementary-metal-oxide semiconductor (CMOS) processes which use two-types of MOSFETS (n and p) within the same substrate are nowadays the technology of choice for fabricating very-large scale integrated circuits.
One direct off-shoot of the technological advancements described above has been the field of micro-electro-mechanical systems (MEMS). Capitalizing on the lessons learned from the heyday of semiconductor technology and on novel materials and processing technologies, MEMS research brought forth a new class of devices referred to as micromachines.

In a landmark 1995 article titled “Micromachines on the March”, Bryzek et al. defined a micro-electro-mechanical system as “a miniature device or an array of devices combining electrical and mechanical components fabricated with IC batch-processing techniques” [8]. In addition, the authors surveyed microfabrication techniques used in the MEMS industry, and they provided a comprehensive account of the then commercially available MEMS devices as well as future research directions. It is interesting to point out that the article barely mentioned Microfluidics, an important subset of MEMS.

This was by no means an oversight. Microfluidic chips have made significant inroads in the life sciences only recently; they are used to route and mix fluids in micrometer-sized channels and reservoirs for the purpose of conducting biochemical analyses utilizing limited amounts of reagents. The potential for microfluidics as an enabling technology for miniature analytical devices was discussed in a visionary paper by Manz et al. in 1990 [9].

Since then, the bio-analytical microchip made possible by microfluidics has become a pervasive concept, and there are many commercially viable products that make use of the lab-on-a-chip (LOC) paradigm, also commonly known as the micro-(Total Analysis System) (µTAS) paradigm.
Despite steadfast progress in the field, significant challenges remain. For instance, a quick survey the literature reveals that despite the complexities of state-of-the-art LOCs (see for example the device reported in ref. [10]), they must still be tethered to bench-top hardware. That is, the majority of LOCs require conventional laboratory measurement equipment in order to provide a quantitative interpretation of the analyses they perform. Although this may be sufficient for some applications, in order to benefit from the inherent miniaturization of LOCs and render them portable for in-field or point-of-care use, or for use as implantable devices, measurement capability must be integrated within the microfluidic chips.

The research presented herein seeks to bridge that gap. It focuses on two enabling technologies, a novel optical sensor and a novel micro-scale optical filter, both designed specifically for integrated fluorescence sensing, i.e. the operation of performing a fluorescence-mediated bio-assay in an LOC without interfacing it with typical laboratory peripherals. The principles guiding the design of these components are taken from both IC and MEMS technologies.

The optical sensor is an integrated circuit based on the 0.5 $\mu\text{m}$, 3-metal, 2-poly mixed-signal CMOS process from ON Semiconductors Inc., and prototypes were fabricated through the MOSIS service. On the other hand, the optical filter consists of a polymer composite custom-designed for absorbing ultraviolet (UV) radiation. Fabrication and testing of the filters was undertaken using the Maryland Nanocenter FabLab, and at facilities located in the Mechanical Engineering Department’s Laboratory for Microtechnologies.

The dissertation features a number of multi-authored journal articles. They
are marked with a dagger (†) in the Table Contents. My contributions to each of these articles, and that of my co-authors, are highlighted in Chapter 1.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD</td>
<td>Avalanche Photo-Diode</td>
</tr>
<tr>
<td>APS</td>
<td>Active Pixel Sensor</td>
</tr>
<tr>
<td>BAOSM</td>
<td>Bovine Aortic Smooth Muscle (cells)</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine Serum Albumen</td>
</tr>
<tr>
<td>BTA</td>
<td>(2–(2’-hydroxy-5’-methylphenyl) BenzoTriAzole</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-Coupled Device</td>
</tr>
<tr>
<td>CDS</td>
<td>Correlated Double Sampling</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary Metal-Oxide Semiconductor</td>
</tr>
<tr>
<td>DAQ</td>
<td>Data AcQuisition (card)</td>
</tr>
<tr>
<td>DIP40</td>
<td>Dual Inline Package (40-pin)</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-Width Half-Max</td>
</tr>
<tr>
<td>GMAPD</td>
<td>Geiger Mode APD</td>
</tr>
<tr>
<td>HBSS</td>
<td>Hank’s Balanced Salt Solution</td>
</tr>
<tr>
<td>IFS</td>
<td>Integrated Fluorescence Sensing</td>
</tr>
<tr>
<td>LCD</td>
<td>Liquid Crystal Display</td>
</tr>
<tr>
<td>LED</td>
<td>Light Emitting Diode</td>
</tr>
<tr>
<td>LOC</td>
<td>Lab-on-a-Chip</td>
</tr>
<tr>
<td>µTAS</td>
<td>Micro-(Total Analysis System)</td>
</tr>
<tr>
<td>MEMS</td>
<td>Micro-Electro-Mechanical Systems</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NEP</td>
<td>Noise Equivalent Power</td>
</tr>
<tr>
<td>PAMAM</td>
<td>Poly-(amidoamine) (dendrimers)</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>PD</td>
<td>Photodiode</td>
</tr>
<tr>
<td>PDMS</td>
<td>Poly-Dimethyl Siloxane</td>
</tr>
<tr>
<td>PGSPAD</td>
<td>Perimeter-Gated Single-Photon Avalanche Diodes</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean-Square</td>
</tr>
<tr>
<td>S–H</td>
<td>Sample-and-Hold</td>
</tr>
<tr>
<td>SPAD</td>
<td>Single-Photon Avalanche Diodes</td>
</tr>
<tr>
<td>SMU</td>
<td>Source-Measure Units</td>
</tr>
<tr>
<td>UV</td>
<td>UltraViolet</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
</tbody>
</table>
Chapter 1

Preamble

1.1 Why Fluorescence?

There exist several analytical methods for monitoring molecular interactions mediated by ligand-binding events. These methods utilize several transduction modalities for representing these interactions by measurable signals. The modalities that have been demonstrated to date are either mechanical, electrical, magnetic, electrochemical, or optical [11]. Figure 1.1 illustrates how they compare with one another on the basis of complexity in sample preparation, portability, and most importantly, detection limit. Of these, fluorescence spectroscopy, an optical transduction method, stands out in terms of performance because it has detection limits that are orders of magnitude lower than what can be achieved with electrochemical methods, surface plasmon resonance sensors (SPR), and mechanical transduction techniques such as micro-cantilever mass sensors [11].

This ability to register biological activity at femtomolar concentrations makes fluorescence sensing one of the most widely used analytical techniques in biochemistry. In addition to unparalleled sensitivity, fluorescence-based assays offer high specificity due to the inherent selective affinity between target and probe molecules. Moreover, fluorescent moieties can be coupled with native biological receptors that lack transduction functions to engineer novel classes of molecular reporters [12].
Lastly, fluorescent probes exhibit high spatio-temporal resolution, and thus, they allow real-time and spatial monitoring of sub-cellular protein complexes [12].

In recent years, there have been significant efforts deployed towards integrating fluorescence spectroscopy in lab-on-a-chip (LOC) devices. Integrated fluorescence spectroscopy (IFS) is expected to broaden the scope of analyses that LOCs can

Figure 1.1: a) State-of-the-art biosensing methods. The arrows indicate current trends in on-chip fluorescence sensing research. b) Performance evaluation of several methods. Fluorescence sensing extends to the fM regime. Figure adapted from ref. [11].
undertake.

Ideally, LOCs equipped with such integrated sensing capability will be able to replicate on-chip all the steps required to conduct a fluorescence-based assay, i.e. sample cleaning, incubation, detection, and quantification. Unlike other LOCs that require interfacing with peripheral equipment, IFS-enabled LOCs may be used in situations where access to a laboratory is limited or non-existent, such as, for example, point-of-care diagnostics or bio-agent threat assessment in environmental monitoring and homeland security applications, or in implantable devices.

1.2 Challenges in Integrated Fluorescence Sensing

As depicted in Figure 1.1, there are currently two thrust areas in integrated fluorescence sensing research. The first is the development of technologies for reducing the complexity of on-chip sample preparation, and the second, the development of on-chip measurement techniques for the purpose of making portable devices.

Advances in the field of microfluidics have shown that automated on-chip sample preparation can be performed in LOCs (see for example refs. [13–15]). However, the integration of photodetector arrays and optical filters, which is needed for achieving portability, has lagged. There have been efforts towards miniaturizing these components [16] but their assembly into configurations suitable for high-throughput multiplexed experiments, i.e. their integration in a such a fashion that truly exploits the benefits of LOC technology, has not yet matured.

This lack of progress stems from several technological hurdles. For instance, it
is difficult to achieve high performance optical sensing utilizing photodetectors that
are fabricated in complementary metal-oxide semiconductors (CMOS)\textsuperscript{1}. Moreover,
integrated optical filters are inherently thin, and as a result, they cannot achieve
high rejection of the excitation light. In addition, there is a lack of integrative
fabrication methods for assembling all these components into a compact format as
is required for a portable LOC.

This dissertation focuses on establishing a design paradigm that will mitigate
the above-mentioned issues. The following section covers the research approach
taken and on how it contrasts with the state-of-the-art.

1.3 Focus of this Dissertation

The block diagram of an IFS pixel\textsuperscript{2} is shown in Figure 1.2. The photonic input
to pixel $P_j$ consists of the fluorescent light (the signal of interest), the excitation
light, cross-talk from neighboring pixels, background light from other fluorescing
molecules as well as auto-fluorescence from the components that make up the optics,
filter, and microfluidic subsystems\textsuperscript{3}. This research seeks to understand the trade-
offs that exist between integration and performance for two key system components
of Figure 1.2 (gray-shaded blocks), namely, the optical detector and the optical filter.

\textsuperscript{1}CMOS processes offer the possibility of fabricating microchips that can readily be integrated within
microfluidics. Therefore, an optical transducer platform fabricated in a CMOS technology is a
natural design choice for integrated fluorescence sensing.

\textsuperscript{2}Here, the term pixel is used to refer to a single IFS in an array of identical elements.

\textsuperscript{3}The materials comprised in these integrated components are often polymers, and thus they may
have intrinsic fluorescence properties. This will be discussed in greater detail in Chapter 6.
The optical detector developed in this research is a perimeter-gated single-photon avalanche diode (PGSPAD) fabricated in a 3-metal, 2-poly, mixed signal CMOS process. It has a novel architecture that allows photon counting with high sensitivity and high timing resolution, two features required for integrated fluorescence sensing.

Several research groups have demonstrated the fabrication of single-photon avalanche diodes (SPADs) in CMOS processes [17–20]. In order to achieve high performance photon counting, these devices relied on fabrication procedures available only to the specific CMOS technologies in which they were fabricated. The PGSPAD presented herein is unique in that, unlike the SPADs referenced above, it can be ported to any process since it uses a fabrication technique that is generic to all CMOS technologies.

This is an important advantage for integrating high-performance photon counting sensors in LOCs at a lower cost because the detectors can be fabricated in the

---

For example, they used: shallow trench isolation (STI), retrograde well doping, perimeter guard ring implant, etc... These techniques will be discussed in greater detail in Chapter 4.
simplest and thus least expensive CMOS processes. Furthermore, as shall be explained in Chapter 4, the PGSPAD detector can achieve similar performance to that of state-of-the-art CMOS SPADs despite having a larger active area. This indicates that further reduction in area could lead to additional improvements in performance.

The second integrated component discussed in this dissertation is the optical filter. The integrated filter technology reported consists of novel polymer composites that can be microfabricated and deposited directly on top of the CMOS detectors. These polymeric filters have the benefit of rejecting the excitation light with a high attenuation factor while transmitting the fluorescence with nearly zero loss. This means that very thin films (micrometers in thickness) of these polymers can be employed as a material for achieving, in an integrated device, performance that is comparable to that of filters used in bench-top spectrometers (in which the filters have millimeter to centimeter thicknesses).

Compared with other integrated filters [21–30], the polymer composites presented herein are amongst the few material systems developed for UV-excited fluorescence sensing. Moreover, the polymeric filters are easy to pattern, which confers them the ability to be easily integrated into LOCs.

1.4 Organization

The work is presented in two parts. The first part covers the optical sensor’s design and its experimental evaluation, and the second discusses the optical filter’s fabrication and its optical characterization. A summary of the chapters is given
below; the dissertation is written so that each chapter may be read independently.

Chapter 2 provides theoretical background information on phototransduction utilizing solid-state sensors. Furthermore, the chapter covers the metrics that were used to assess the SPAD sensor’s optoelectronic performance.

Chapter 3 describes the perimeter-gated single-photon avalanche photodiode (PGSPAD)\textsuperscript{5}, a novel sensor front-end designed specifically for time-resolved integrated fluorescence sensing. It identifies the challenges of implementing such a detector in a standard CMOS fabrication technology. The chapter features an article published in the IEEE Sensors Journal, authored by myself, Dr. Akin Akturk, Mr. Babak Nouri, Dr. Neil Goldsman, and Dr. Pamela Abshire.

Dr. Akturk performed self-consistent simulations in order to formulate a theoretical basis for perimeter edge breakdown, an issue, as we shall see, that impedes the proper functioning of CMOS avalanche-based detectors. Mr. Nouri performed experimental work that studied the performance of these device under varying temperature conditions. Dr. Goldsman and Dr. Abshire served as editors of the final manuscript in addition to providing guidance for the experimental and theoretical investigations. I designed all the experiments featured in the paper.

Chapter 4 features published experimental results from the PGSPAD front-end equipped with an active readout circuit. This work appears in the latest issue of the IEEE Electron Device Letters Journal. Dr. Abshire, my sole co-author on this publication, served as editor. The design and experimental investigation were

---

5 The initial concept for the PGSPAD was from Dr. Honghao Ji who designed the first lot of chips that I tested.
my own work.

Chapter 5 is the first to discuss the challenges in optical filtering at the micro-scale. This is done through a comprehensive critical review article that was published in the Lab-on-a-Chip Journal. That paper was co-authored by Dr. Abshire and Dr. Smela, who shared with me the responsibility of parsing through the literature in order to identify the long-standing issues in the field and foster new research directions. The set of performance metrics used to characterize the filters described in Chapter 6 was developed as a result of that effort.

Chapter 6 describes the polymer optical filter technology developed specifically for UV fluorescence sensing. This material is comprised in a manuscript that has been submitted for publication in the Journal of Micromechanics and Micro-engineering.

The chapter also features excerpts from an article that shows the use of the aforementioned filters in a hand-held micro-fluorometer.

The article, which appeared in the IEEE Transactions on Biomedical Circuits and Systems, was authored by Dr. Nicole McFarlane, with Dr. David Sander, myself, Ms. Anshu Sarje, Dr. Somashekar Prakash, and Dr. Pamela Abshire as co-authors. My contributions to this work were the optical filter design, fabrication, and integration, as well as an instrumentation test-bed along with software protocols for evaluating the fluorometer’s performance. I also took part in conducting the two bioassay experiments reported in this dissertation.

Chapter 7 concludes the dissertation and offers future directions for this research. The key scientific and engineering contributions of the work are also
summarized there.

Appendix A describes experimental and analytical methods for estimating the spectral responsivity, a key detector performance metric, for active pixel sensors (APS). (The APS front-end was comprised in the IFS described in Chapter 6.)

Appendix B discusses of a photo-polymerization model developed for cross-linking benzotriazole-doped polymer filters that are based on UV photosensitive matrices.

Appendix C describes the optoelectronic characterization of a 4H-SiC avalanche photodiode. The methods developed in this work were the same as that developed for characterizing the spectral responsivity of the PGSPAD although the two detectors were designed for different bands of the electromagnetic spectrum.

Appendix D features an invited paper which appered in the 2009 IEEE Conference on Sensors. It describes efforts towards developing a microfabrication-based post-CMOS package that allows the integration of microfluidics with the filters and the detectors. This work was a joint effort between the many authors listed in the appendix.

Appendix E provides a derivation of the Poisson statistics that govern photoelectron emission processes, and from that result, a derivation of the shot noise equation used in discussing the signal-to-noise ratio (SNR) metric of various transducers in Chapter 2.
Chapter 2

Fundamentals of Phototransduction

2.1 Introduction

The study of the interaction of light with semiconductors is extensive; in this chapter we provide only the fundamental notions that are necessary to understand the operation of the photosensor\(^1\). Our discussion begins with the physical mechanism underlying the conversion of photons to free carriers in a semiconductor material. This process, which is referred to as photogeneration or photoelectric emission, is at the core of imaging science, and a thorough understanding of its nature is required when designing the front-end and the readout chain.

We then center our discussion on the concept of phototransduction and on a set of system-level performance metrics, namely the SNR, the noise equivalent power (NEP), and the spectral responsivity \((S(\lambda))\). Taken together, these figures-of-merit provide important insights into device performance by allowing the identification, at the design stage, of the trade-offs that exist between various circuit parameters. To illustrate this fact, and also to understand the operation of the PGSPAD detector featured in this dissertation, we focus on three distinct photosensor configurations.

\(^1\) Here, the term photosensor is used to designate the front-end (i.e. the detector) and the readout circuit (ROC).
2.2 Photoelectron Emission in Semiconductors

2.2.1 Absorption Coefficient

The transmission of light through a semiconductor is governed by the Beer-Lambert law (Equation 2.1) [31]. It states that within the material, an incident light beam (of intensity $I_{IN}$) is attenuated by an exponential factor that depends on the material’s thickness ($d$) and on a wavelength-dependent parameter $\alpha$, the absorption coefficient. Thus, the exiting light beam (of intensity $I_{OUT}$) has a smaller intensity than the incident beam. Figure 2.1 shows the absorption coefficient data for commonly used semiconductors.

\[ I_{OUT} = I_{IN}e^{-\alpha d}. \] (2.1)

If the incident photons have enough energy, they will cause the valence electrons to migrate to the conduction band. These band-to-band transitions occur only when the incoming photons have energies that exceed the band gap energy of the semiconductor [31]; otherwise the photons pass through the material.

2.2.2 Quantum Efficiency

Once photons are absorbed, they generate charge with an efficiency factor denoted $\eta$. This quantum efficiency is an important metric in detector design. It is the ratio of the number of photoelectrons generated to the number of photons incident
Figure 2.1: Absorption coefficient of different semiconductor materials as a function of photon energy and wavelength. Figure adapted from ref. [32]. The asterisk indicates the data for silicon, the material with which the detectors featured in this dissertation were fabricated.

On the material. Since photon absorption is wavelength-dependent as shown above, so is $\eta^2$. Moreover, it also depends on the reflection coefficient ($R$) of the interface formed by the medium in which the incident light originates and the semiconductor’s surface [33].

\footnote{If the incoming light is modulated, the quantum efficiency also depends on the modulation frequency. This dependence is not fundamental, rather it is related to circuit and device parameters (see ref. [32]). Thus, for completeness, the quantum efficiency is denoted $\eta(\lambda, w)$, where $\lambda$ is the photon’s wavelength and $w$ the modulation frequency.}
2.2.3 Thermal and Shot-Noise

The emission of electrons from the valence to the conduction band is not without noise. In other words, an ensemble measurement of the number of photo-generated carriers will show a spread around a mean value. This uncertainty is the aggregate result of several phenomena. The two most important ones being: the inherent randomness in the absorption of light quanta, i.e. the shot noise, and the random motion of charges due to thermal energy imparted by the surroundings to the semiconductor [33].

While the latter effect can be mitigated by cooling the detector and actively regulating the ambient temperature, the former cannot be suppressed. Shot noise is the fundamental noise limit of photodetection and it sets a lower bound to the noise figure of optical sensing circuits [32,33]. It is characterized by Poisson statistics as is shown in Appendix E. (Although a vacuum diode was used as a model for arriving to that result, it extends to all photosensor front-ends.)

2.3 Phototransduction and System-Level Metrics

Phototransduction, although subtly related to photoelectron emission, is functionally different. It is the process through which photo-generated carriers are converted into an electrical signal (i.e. a current or a voltage) that can be processed to infer, using a calibration curve, radiometric (e.g. light intensity) or photo-electric (e.g. photon flux) characteristics of the incident light beam. It is thus a system-level process unlike photoelectric emission. The metric that quantifies its performance is
The spectral responsivity, which depends, at some level, on the quantum efficiency, but is mainly influenced by the detector’s biasing and the properties of the ROC.

The following sections present an analytical discussion of three photo-sensor front-ends. They are the photodiode (PD), the avalanche photodiode (APD), and Geiger mode avalanche photodiode (GMAPD). All three comprise a p-n junction, but in each case, the junction is biased in a distinct reverse bias regime (Figure 2.2).

Since deriving the spectral responsivity analytically requires a device physics-based model that takes into accounts dimensions as well as material properties, the discussion focuses rather on the signal-to-noise ratio (SNR) metric which can be computed from noise-equivalent circuit models; that is the case the first two front-

![Figure 2.2: Arbitrary I-V curve showing three distinct p-n junction biasing regimes. Figure adapted from ref. [34].](image)
ends discussed. In case of the third one, i.e. the GMAPD, responsivity as well as SNR is easier determined experimentally. Appendix A and Appendix C both feature discussions on experimental techniques for estimating the spectral responsivity.

2.4 Photosensor Architectures

2.4.1 Photodiode Front-Ends

Photodiodes are p-n junctions biased at low reverse biases (Region I in Figure 2.2). In that regime, at most one free-carrier pair can be generated from an absorbed photon, that is, there is no internal gain mechanism through which a photo-generated carrier can create secondary electron-hole pairs. As shall be seen later on, this is not the case in Regions II and III.

Since the detector is biased, photogenerated carriers are accelerated by the applied electric field, and this gives rise to a photocurrent. As an ROC, for example, a transimpedance pre-amplifier may be used to convert the photocurrent into a voltage for further processing. A generic representation of a photodiode-based photosensor is shown in Figure 2.3.

2.4.1.1 Photodiode Signal-to-Noise Ratio

This section analyzes the photodiode’s SNR utilizing the noise-equivalent circuit model shown in Figure 2.4. The derivation of the SNR metric from the photodiode noise-equivalent circuit model, as shown below, is credited to Still-
Figure 2.3: Model of a photodiode (PD) with its readout circuit (ROC). $h$ is Planck’s constant, and $\nu$ the frequency of the light. $N_S$ and $N_T$ denote shot noise and thermal noise terms, respectively. (Figure adapted from ref. [32].)

The light incident on the junction has two components: one, of energy $h\nu_s$, which is the signal of interest, and the other, a background light signal of energy $h\nu_b$. Both components of the incoming light signal contribute to the photocurrent. In Figure 2.3, the mean values of these current components are denoted $I_S$ and $I_B$, respectively.

Moreover, in the absence of light, a current can still be measured through the photodiode. That current is called the dark current, and it has a mean value denoted $I_D$. It is due to thermal energy in the junction and other leakage mechanisms from neighboring circuit components.

The dominant noise source in the ROC is thermal noise, and it can be modeled in its entirety as a two-port resistive impedance which has thermal noise current given by $4kT/R$ [35]. Accordingly, and utilizing the noise-equivalent circuit model shown in Figure 2.4, an expression for the SNR can be written as the ratio of the root mean-square (rms) signal power to that of sum of all the noise contributions [32]. These quantities are determined below.

The input signal power is assumed to be modulated as shown in Equation 2.2,
Figure 2.4: Noise equivalent small signal model of a photodiode with ROC. $i_p$ is the root-mean-square photocurrent while, the other two current sources represent the mean-square shot noise and thermal noise terms. (Figure adapted from ref. [32].)

with modulation factor $m$, signal amplitude $P_0$, and angular frequency $w$. The root-mean-square signal power is shown in Equation 2.3.

\[
P( wt ) = P_0 (1 + m \cos( wt ))
\]  \hspace{1cm} (2.2)

\[
\langle P \rangle^2 = \frac{m P_0}{\sqrt{2}}
\]  \hspace{1cm} (2.3)

The rms signal current is thus given by:

\[
i_P (\lambda, w) = q \eta (\lambda, w) \frac{m P_0}{h \nu_S \sqrt{2}}
\]  \hspace{1cm} (2.4)

The average photocurrent\(^3\) is given by:

\[
I_P (\lambda, 0) = q \eta (\lambda, 0) \frac{m P_0}{h \nu_S \sqrt{2}}
\]  \hspace{1cm} (2.5)

The average background current, on the other hand, is the current produced over

\(^3\) Here, we have changed the subscript from $S$ to $P$ to indicate that this component is due to the signal of amplitude $P_0$. 
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all wavelengths of light incident on the device. This is expressed mathematically as:

$$I_B = q \int_\lambda \left[ \frac{\eta (\lambda', 0) P_B (\lambda')}{h \nu'} \right] d\lambda'.$$

(2.6)

The resistances in the equivalent circuit shown in Figure 2.4 can be lumped into one resistance $R_{eq}$ at an effective temperature denoted by $T_{eff}$.

The SNR is:

$$\left( \frac{S}{N} \right) = \frac{1}{2} \left( \frac{q \eta P_0}{h \nu_s} \right)^2 \frac{1}{2q (I_P + I_B + I_D) \beta + (4kT_{eff} \left( \frac{1}{R_{eq}} \right) \beta)}.$$  

(2.7)

Note that in the denominator, the first term of the sum is the additive shot noise obtained from Equation E.43 while the second term is the mean-squared thermal noise.

To analyze the photodiode’s performance, it is more useful to solve Equation 2.7 for the optical power $P_0$ as a function of $\left( \frac{S}{N} \right)$. This yields:

$$P_0 = \frac{2h \nu_s \beta}{\eta} \left( \frac{S}{N} \right) \left\{ 1 + \left[ 1 + \frac{I_{eq}}{q \beta \left( \frac{S}{N} \right)} \right]^{\frac{1}{2}} \right\},$$

(2.8)

where:
\[ I_{eq} = I_B + I_D + \left( \frac{2kT_{eff}}{qR_{eq}} \right). \] (2.9)

Equation 2.8 can be analyzed in two limiting regimes. In the first regime, the second term in the square brackets vanishes if the bandwidth is large. In that situation, the minimum power required to achieve a given SNR is limited only by the quantum efficiency. In reality, however, attaining such a limit is not possible because widening the bandwidth increases the thermal noise in the ROC (i.e. \( T_{eff} \) increases and \( R_{eq} \) decreases in Equation 2.9); this means means the term \( \frac{I_{eq}}{q\beta \left( \frac{S}{N} \right)} \) may not go to zero.

In the other limiting case, the following condition holds:

\[ \frac{I_{eq}}{q\beta \left( \frac{S}{N} \right)} \gg 1. \] (2.10)

In this regime, design trade-offs are best understood utilizing the noise-equivalent power (NEP) metric, which is the optical power that is required to obtain an SNR of 1 in a 1 Hz measurement bandwidth [36]. A high performance detector has a low NEP.

The NEP is found from Equation 2.8 by setting the SNR term to 1, and by applying the limit condition of Equation 2.10 for further simplification.
NEP = \sqrt{2} \left( \frac{h\nu}{\eta} \right) \left[ \frac{I_{eq}}{q} \right]^{\frac{1}{2}} = \sqrt{2} \left( \frac{h\nu}{\eta} \right) \left[ \frac{I_B + I_D + \left( \frac{2kT_{eff}}{qR_{eq}} \right)}{q} \right]^{\frac{1}{2}}. \quad (2.11)

As Equation 2.11 shows, the NEP is minimized when \( R_{eq} \) is large. Unfortunately, however, large values of \( R_{eq} \) significantly reduce the 3dB cut-off frequency of the ROC, and thus lowers the bandwidth.

In conclusion, the photodiode front-end, equipped with a generic ROC, is best suited for applications that are background-limited (i.e. large \( I_B \)) and require small bandwidths [32]. As stated above, that limit can be reached by increasing \( R_{eq} \) at the expense of the bandwidth.

2.4.2 Avalanche Photodiode Front-Ends

This section considers a photosensor whose front-end is biased in Region II of Figure 2.2. In that regime, the front-end is said to be an avalanche photodiode. The applied field is so strong that it imparts enough kinetic energy to the photogenerated carriers; upon impacting a lattice atom as they are accelerated, they can create secondary carriers. These secondary carriers are in turn accelerated and give rise to additional free carriers via the same mechanism. This phenomenon is termed impact ionization, and it gives rise to an avalanche current, hence the APD denomination.

In Region II, the avalanche photocurrent is proportional to the photocurrent that would be generated without avalanche. The proportionality factor is finite, and it is called the multiplication factor, denoted \( M \). This parameter is not only
wavelength-dependent but it is also influenced by the modulation frequency of the incident light signal [32].

A model of the APD with ROC is shown in Figure 2.5. Whereas the photocurrent is multiplied, the noise terms are also amplified. Intuitively, it would seem that an APD has a lot more noise than a photodiode front-end.

However, there are applications for which an APD is preferable to a photodiode because much lower NEPs can be achieved. As shown below, deriving the SNR and NEP metrics readily identifies the design trade-offs of the APD front-end.

2.4.2.1 Avalanche Photodiode Signal-to-Noise Ratio

Figure 2.5: Model of an APD with ROC. The junction now has an internal gain mechanism which multiples the mean currents as well as the noise. Some of the dark current remains un-multiplied and the thermal noise term of the ROC is the same as in the case of the PD with ROC. (Figure adapted from ref. [32].)

The noise-equivalent circuit model for the APD-based photosensor is the same as that of the photodiode-based sensor (shown in Figure 2.4). As before, shot noise, thermal noise, background, signal of interest, and dark current all couple to the ROC. The difference for an APD, however, is that, barring thermal noise in the ROC, all these components will be amplified by the internal gain mechanism. Moreover, statistical fluctuations in the gain mechanism itself introduce an excess noise which...
couples to ROC. The excess noise factor is denoted $F$.

And lastly, dark currents originating from regions outside the multiplication region\(^4\) also couple to the ROC. This term is denoted $I_{DS}$, where the subscript $S$ denotes surface leakage currents.

Just as the avalanche photocurrent is proportional (by $M$) to the photocurrent without gain, the amplified noise is also proportional to the noise figure without gain.

In order to derive the SNR, the rms multiplied photocurrent and the shot noise term are written below as shown in ref. \([32]\). The thermal noise of the ROC is the same as before.

The multiplied rms photocurrent is:

$$i_p = \frac{q\eta P_0 M}{h\nu\sqrt{2}} \quad (2.12)$$

On the other hand, the shot noise, accounting for the effects of multiplication and excess noise, is given by:

$$\langle i_s^2 \rangle = 2q \left[ (I + I_P F_P + I_B F_B + I_D F_D) M^2 + I_{DS} \right] \beta. \quad (2.13)$$

The SNR is:

$$\frac{S}{N} = \frac{\frac{1}{2} (q\eta P_0/h\nu)^2}{2q (I + I_P F_P + I_B F_B + I_D F_D) \beta + [2qI_{DS}\beta/M^2] + [4kT_{eff}\beta/R_{eq}M^2]} \quad (2.14)$$

\(^4\) As shall be seen in Chapter 3, multiplication of photogenerated carriers is localized to specific regions of the p-n junction.
As Equation 2.14 shows, the SNR is maximized for large M values, which causes the last two terms of the sum in the denominator to zero.

Again, further insight can be gained by solving for the average power as a function of the SNR. This yields:

$$P_0 = \frac{2h\nu/\beta F_P}{\eta} \left( \frac{S}{N} \right) \left\{ 1 + \left[ 1 + \frac{I_{eq} q F_P}{q \beta F_P^2 (S/N)} \right] \right\}^{\frac{1}{2}}, \quad (2.15)$$

where

$$I_{eq} = I_B F_B + I_D F_D + \frac{I_{DS}}{M^2} + \frac{2kT_{eff}}{q R_{eq} M^2}. \quad (2.16)$$

The NEP is found by letting $\frac{S}{N} \rightarrow 1$ and $\beta \rightarrow 1$ in Equation 2.15.

$$NEP = \frac{2h\nu/\beta F_P}{\eta} \left[ \frac{I_{eq}}{q F_P^2} \right]^{\frac{1}{2}} \quad (2.17)$$

As Equation 2.16 shows, large multiplication factors minimize the NEP by eliminating the surface leakage-induced dark current and the thermal noise term.

This result implies that increasing the bandwidth does not adversely affect the NEP, unlike in the case of the photodiode. Consequently, APDs are suited for large bandwidth applications [32]. Furthermore, for inherently small $R_{eq}$, i.e. for high frequency operation, the internal gain mechanism also minimizes the NEP [32].
2.4.3 Geiger-mode Avalanche Photodiode Front-Ends

In Geiger mode, the APD is biased above the breakdown voltage (Region III in Figure 2.2). In that mode, the photosensor retains all the same features as the APD that we have just discussed. However, it exploits the discrete nature of photogeneration, and as such differs fundamentally from the two previous configurations. It does not measure a current, but rather produces current pulses, the leading edges of which, corresponds to the primary carrier that triggered the diverging avalanche current. Its operation is explained below.

A readout circuit and GMAPD is shown in Figure 2.6. In the case of an APD, it is simply a discrete resistor. At quiescence, the cathode voltage sits at $V_{DDA}$. If the excess bias voltage (i.e. the voltage differential between the applied voltage and the breakdown voltage) is large enough, a sustainable avalanche current is produced when an electron or a hole is generated within the multiplication region or reaches it by minority carrier diffusion. As a result, the cathode voltage decreases exponentially with a time constant that depends on the reverse bias capacitance and the diode’s series resistance $R_S$. The leading edge of the cathode voltage transient corresponds to the arrival of the avalanche’s primary carrier within the multiplication region. For proper Geiger mode operation, the load resistor $R_L$ is chosen to be large enough so that the avalanche current is quenched within a few hundred picoseconds following the onset of the avalanche process [37].

Following this transient decay in the cathode voltage the diode current is so low that the avalanche process can no longer be sustained; the avalanche current
is thus said to be fully quenched and the voltage at which this happens is the *quenching threshold*. As stated previously, $R_L$ must be large enough to reduce the net reverse bias voltage below the quenching threshold. Failure to do so results in partial quenching and yields increased noise and poor detection efficiency [37].

The quenching threshold is a significant parameter because it implies that the reverse bias voltage need not be reduced below the breakdown voltage in order to quench the avalanche current; this means faster device reset time and consequently faster device operation.

Once the APD is in the quench state, it can no longer detect photons through avalanche and is no longer in Geiger mode [38]. Thus it must be reset by bringing the cathode voltage to $V_{DDA}$. In the configuration shown in Figure 2.6, the leakage
current slowly recharges the parasitic capacitance of the APD once it is quenched. This recharge time is comparatively much longer than the quench time because its time constant is dominated by $R_L$ as opposed to much smaller series resistance of the diode ($R_S$). For fast reset, a transistor can be used to quickly pull the cathode back towards $V_{DDA}$ [37]. (This is demonstrated in Chapter 4).

2.4.3.1 Geiger Mode APD Noise

There are several important factors to consider when operating an APD as a SPAD. Firstly, the avalanche process is statistical. This means that the triggering of an avalanche event is associated with a probability measure. It has been shown that this probability increases with increasing excess bias voltage [37, 38]. Secondly, there avalanche events that occur in the absence of incident photons. These spurious events constitute the device’s internal noise source. They are referred to as dark counts, and the dark count rate (DCR) strongly depends of the number of thermally generated carriers and on the number of carriers trapped from previously occurring avalanches [37, 38]. The latter mechanism is referred to as afterpulsing [37, 38], and in some instances it may be a significant component of the DCR.

2.5 Conclusion

In this chapter we have discussed the mechanisms through which light is converted into an electrical signal. We have reviewed three types of photosensor architectures, namely, the photodiode, the avalanche photodiode, and the Geiger
mode APD. The third configuration allows operation of the photosensor as a photon counter, and for that reason it’s front-end is also called a single-photon avalanche diode (SPAD).

For the three photosensors discussed, the main differentiator was the biasing regime. While this is true, a photodiode cannot be operated as an APD or as a SPAD simply by changing the bias regime. There are structural features, for example, that impede proper Geiger mode operation of p-n junctions that work well as photodiodes. This is especially true in CMOS, where perimeter breakdown confines the multiplication region to the diodes periphery, which adversely affects the device’s operation. This issue and its prevention is discussed in extensive detail in the remainder of the dissertation.
Chapter 3

Perimeter-Gated Single-Photon Avalanche Diodes†

3.1 Introduction

Traditionally, SPADs have been fabricated through dedicated processes [39], since achieving well controlled avalanche profiles in commercial CMOS processes is challenging. As a result of the planar nature of the junctions, electric field distributions show maxima at the diodes’ periphery [40]. This means that in the high reverse bias regime, as is needed for SPAD operation, diodes are more susceptible to breakdown at the edges. When the device periphery enters breakdown prematurely, the device never reaches full volumetric breakdown. This adversely results in a reduced active area, and consequently, reduced photon detection efficiency. Therefore, perimeter breakdown is one of the most important obstacles in integrating SPADs into mainstream CMOS processes.

Several researchers have shown successful perimeter breakdown prevention in CMOS avalanche diodes. Rochas et al. have shown, in a twin-well CMOS technology, the use of lateral diffusion of donor atoms following n-well oxidation to effectively create a lighter n-doped region at the edge of the p-n junction [41]. Pauchard et al. have shown a CMOS compatible process for fabricating a photodiode with re-

duced perimeter breakdown; the device comprised a field limiting guard ring placed at a distance $d$ from the p$^+$ implant in conjunction with a control gate over the gap [42]. We have previously shown the combination of the lateral diffusion of n-wells, similar in spirit to that demonstrated by Rochas et al., in combination with a depletion gate to further reduce premature edge breakdown [43]. All of these techniques stem from original works by Grove et al. and Temple et al. who studied the effects of dopant concentration modulation and junction curvature on the breakdown voltage [40], as well as the effects of field plates over high field regions [44]. Other architectures in deep-submicron CMOS technologies have made use of shallow trench isolation in order to favorably alter the junction’s geometry to prevent edge breakdown [20].

In this paper, we present a thorough analysis of a device which was implemented in a 0.5 µm, single-well, 3-metal, 2-poly, CMOS process. In addition to characterizing the device’s breakdown characteristics as a function of gate voltage and lateral diffusion distance, we describe a numerical model which identified regions in which the electron/hole generation rates were maximized, thus indicating locations susceptible to breakdown. This metric (the charge generation rate) allowed us to confirm that the application of the gate voltage, in conjunction with the lateral diffusion of adjacent n-wells, successfully prevented edge breakdown.

We begin with a review of the theory underlying avalanche breakdown in p-n junctions. We then introduce the device architecture and the rationale for the design. Finally, we present a thorough characterization of the device’s DC response in the high-reverse bias regime. The empirical results are corroborated by the previously
3.2 Theory of Operation

3.2.1 Avalanche Breakdown

When a reverse bias applied across a p-n junction is increased beyond a critical potential, a swift rise in current occurs as a result of a charge multiplication process known as avalanche breakdown. This process is the result of free electrons (holes) attaining kinetic energies high enough in magnitude to ionize lattice atoms upon collisions. Because of the extremely strong electric field present across the junction, the newly generated carriers are in turn accelerated and, they too, reach energies high enough to cause impact ionization. This multiplication cycle continues, giving rise to an avalanche current. The reverse voltage beyond which this phenomenon occurs is the breakdown voltage, and its magnitude is denoted $V_B$ in the remainder of this paper.

Avalanche breakdown is best described through the theory of impact ionization first postulated by McKay [45, 46]. The number of secondary carriers generated by a moving carrier in an electric field across the space-charge region is given by the following integral:

$$1 - \frac{1}{M} = \int_0^w \alpha_i dx,$$  \hspace{1cm} (3.1)

where $M$ is the multiplication factor that reflects the number of charges collected for each charge generated, $\alpha_i$ is the impact-ionization rate (electron (hole) $\times cm^{-1}$
where the subscript \( i \) indicates the carrier type, and \( w \) is the width of the space-charge region at the applied reverse voltage. Avalanche occurs when, in Equation 3.1, \( M \to \infty \). Miller subsequently showed the multiplication factor and the device’s breakdown voltage to be related as follows:

\[
M = \left(1 - \left(\frac{V_A}{V_B}\right)^n\right)^{-1}, \tag{3.2}
\]

where \( V_A \) is the applied voltage and \( n \) and \( V_B \) are process dependent constants \[47\]. As can be seen from Equation 3.2, \( M \to \infty \) as \( V_A \to V_B \).

Subsequent works have developed a deeper understanding of breakdown mechanisms in semiconductor junctions, and there is a significant body of literature on the topic for a wide range of materials, \[48–51\].

### 3.2.2 Low-light Transduction

To make use of the avalanche phenomenon and transduce weak photon fluxes with high fidelity using an APD, a suitable readout mechanism must be implemented. One configuration with which this is attained is Geiger mode operation. In Geiger-mode APDs (GMAPDs), the bias point is well above the junction’s breakdown voltage. (As previously mentioned, an APD in such configuration is a SPAD). In the absence of free carriers, there is no current and an extremely high field is present across the junction. Under these conditions, the generation of a free-carrier almost immediately triggers an avalanche current through the junction. This current is then quenched using an external circuit, consisting of either a passive ballast resis-
tor, or a set of transistors [52]. Quenching brings the bias voltage below the break-
down voltage and effectively stops the avalanche. The junction is then recharged
for the detection of another avalanche event. In Geiger mode, the multiplication
gain is infinite, and the device functions as a bi-stable circuit whose transitions are
triggered by the generation of a single electron-hole pair. This paper focuses solely
on the device’s breakdown characteristics; we will consider its Geiger mode oper-
ation in a later publication (Part 2). For preliminary work showing Geiger mode
operation of the device described herein, see [43,53].

3.3 Device Architecture

3.3.1 Design

The physical implementation of a SPAD in a standard digital CMOS technol-
ogy is shown in cross-sectional format in Figure 3.1 (bottom panel); the top panel
illustrates the layout view. Some layers are drawn with half-symmetry for clarity.
The avalanche junction is a p+/n-well diode implanted in p-type bulk substrate
material. As the layout indicates, a circular n-well is drawn to serve as the multi-

plication region. An additional annular n-well structure is drawn at its periphery
at a distance denoted by $\beta$. Several structures were constructed with values of $\beta$
varying from 0\,\lambda to 7.5\,\lambda, in increments of 0.5\,\lambda, where $\lambda = 0.35\,\mu m$ is half of the
feature size of the CMOS technology. We also note that all values of $\beta$ were smaller
than the minimum spacing (8\,\lambda) between adjacent n-well regions as prescribed by
the design rules. The anode (p+ region) is implanted over the multiplication region
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and extends laterally halfway to the inter-n-well gap. A polysilicon layer serving as a control gate extends from the edge of the anodic implant to partway over the annular n-well structure. A summary of the devices’ dimensions is shown in Table 3.1.

Figure 3.1: Layout and cross-sectional (along AA) views of the SPAD device. The diode consists of the p⁺/n-well junction. A polysilicon gate is placed at the periphery. The adjacent n-wells diffuse into each other following high temperature steps of the CMOS fabrication process. This effectively forms an n-well region with doping concentration much lower at the periphery than at the center. The gate serves to deplete the corner region of electrons to further reduce the corner electric field. (Drawing not to scale.)
Table 3.1: PGSPAD Device Dimensions

<table>
<thead>
<tr>
<th>( \alpha(\mu m) )</th>
<th>( \beta(\lambda) )</th>
<th>( \chi(\mu m) )</th>
<th>( \delta(\mu m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0:0.5:7.5</td>
<td>3.5</td>
<td>90</td>
</tr>
</tbody>
</table>

3.3.2 Rationale

The rationale for this design is two-fold; first, with the lateral diffusion of n-wells, a lighter n-doped region is created at the edge of the junction (following p+ implantation). This effectively reduces the corner electric field when compared to the native diodes (devices with \( \beta = 0\lambda \) and \( V_G = 0\) V). Second, the addition of a gate serves to deplete the corner regions of electrons when a negative bias is applied with respect to the cathode. This creates a field-induced junction which causes the corner electric field to be further reduced.

3.4 Breakdown Characteristics

3.4.1 Experimental Procedures

In this section, we describe the experimental methods that were used for characterizing the devices. We investigated the near-breakdown I-V characteristics of the SPADs as a function of the voltage applied to the control gate. We also sought to understand the effect of the n-well spacing on the I-V characteristics. To do so, devices with \( \beta \) ranging from 0\(\lambda \) to 7.5\(\lambda \) were tested. The voltages used to test the devices are shown in Table 3.2; we use the notation \( V_{\text{start}} : V_{\text{increment}} : V_{\text{end}} \) to des-
Figure 3.2: Current-voltage dependence for different devices. These results indicate the effect of both gate and lateral diffusion on the overall device characteristics. In each figure, the blue (dash-dotted) line indicates the I-V trace for $V_G = 0\, \text{V}$ and the red (dashed) line indicates the trace for $V_G = 18\, \text{V}$. The gate voltage is increased by increments of 1\,\text{V} in all cases in direction of the arrow shown on the first figure (top left). The figures with asterisks indicate cases for devices with $\beta \to 8\lambda$; at these values of $\beta$, the p+ anode tends to short with the substrate which implies that these I-V curves are likely that of the junction formed by the n+/n-well annulus and the p+/p-sub regions.

We used two source-measure units (Keithley, 2400), one for biasing the gate and another for reverse-biasing the junction. In the latter case, a 4-wire connection
was used in order to minimize stray resistances arising from the leads thus ensuring accuracy when measuring weak currents. For a given device, voltages ranging from 0 to 18V, in 1V increments, were applied to the gate, and the I-V curve was collected. (In total, 19 I-V traces were collected.) For each trace, the reverse-bias potential across the junction was swept from 0 to 18V in increments of 30mV. This voltage increment was kept small in order to accurately resolve the avalanche current. Each measurement from the sweep was collected five times and the average current was recorded (all standard deviations were found to be in the pico-ampere regime). Data acquisition and processing were performed through an application-specific Matlab function which interfaced with Labview subroutines written for instrument control. In order to estimate the breakdown voltage, the Matlab function performed the computations described in further detail in Equations 3.3–3.6.

First, the raw current data is transformed into the log domain as \( \log(I(V)) \) as shown in Equation 3.3. Next, the derivative of the data was computed (Equation 3.4). The derivative was normalized (Equation 3.5) for display purposes, and the breakdown voltage was taken to be the reverse bias voltage at which the derivative was maximized (Equation 3.6). A moving average may be applied to the data in order to remove any measurement noise, but this was not found to be necessary for any of the data described here. This procedure has also been used for calculating

### Table 3.2: Operational Parameters

<table>
<thead>
<tr>
<th>( V_{an} )</th>
<th>( V_{cath} )</th>
<th>( V_{sub} )</th>
<th>( V_{gate} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0:-0.03:-18</td>
<td>0</td>
<td>0</td>
<td>0:-1:-18</td>
</tr>
</tbody>
</table>
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cutoff wavelengths of optical filters [54] and is illustrated graphically in Figure 3.3.

\[ A_n = \log_{10} |I_n|, n = 1, \ldots, N \]  
\[ X_k = \frac{A_{k-1} - A_k}{V_{k-1} - V_k}, k = 2, \ldots, N \]  
\[ \Gamma_i = \frac{X_i}{\max[X]} \]  
\[ V_B = \arg[\max[\Gamma]] \]

Figure 3.3: The top panel shows the current as a function of reverse bias. The bottom panel shows the normalized derivative \( \Gamma \) (see Equation 3.5) for several traces corresponding to the device with \( \beta = 0 \) for various gate voltages (also shown in Figure 3.2). In each case, \( \Gamma \) exhibits an extremum. The voltages at which this occurs are identified as the breakdown voltages (see legend in top panel).
3.4.2 Results

We collected I-V curves for devices with $\beta$ ranging from $0\lambda$ to $7.5\lambda$; we also varied the gate voltage in order to study its effect.

Holding the gate voltage at $0V$ allowed us to determine the effect of n-well lateral diffusion on the avalanche profile. Data for this experiment are indicated in Figure 3.2\textsuperscript{1} by the dash-dotted lines. As the results show, the native junction, *i.e.* $\beta = 0\lambda$ and $V_G = 0V$, exhibits a gradual change in current as the reverse bias is increased. We attribute this excessive leakage to tunneling effects resulting from strong perimeter electric fields. These effects are mitigated as the inter-n-well gap is increased ($\beta = 2$, 4, and $4.5\lambda$ in Figure 3.2). However, at wider gaps ($\beta \rightarrow 8\lambda$), the p$^+$ anode tends to short with the substrate, causing another junction to form between the n$^+$/n-well annulus and the p$^+$/p-sub regions. This suggests that with the placement of the outer n-well (annulus of width $\alpha$ and inner diameter $\delta + 2\beta$ in Figure 3.1) alone, one can marginally improve the avalanche profile, as long as the gap is narrow enough to prevent anode to substrate shorting.

Another important implication of Figure 3.2 is that a large gate potential enhances the devices’ rectifying efficiency. This is indicated by the increase in breakdown voltage as the gate voltage is increased (see Figure 3.4), as well as an increase in the rate of change of the current with reverse voltage. Nevertheless, the gate potential has a diminished effect for large $\beta$, *i.e.*, $\frac{\Delta V_B}{\Delta V_G}$ goes down as $\beta$ is increased. As before, this is due to a conduction path forming from anode to substrate for devices with gaps approaching the technology’s recommended minimum separation

\textsuperscript{1} These I-V characteristics were measured in the dark.
Another salient issue is that for gate voltages greater than 17V, for all devices, there is a significant increase in the pre-breakdown current (red dotted lines). This finding suggests that at these voltages, although perimeter breakdown suppression is achieved, the overall generation rate is increased due to trap-assisted generation. This could lead to increased dark count rate in Geiger-mode operation.

For an overall view of the effect of both suppression techniques, we plotted the breakdown voltage as a function of n-well spacing for each of the gate biases applied in all 16 structures tested. This plot is shown in Figure 3.5. As the graph indicates, the maximum increase in breakdown voltage is observed in the 0\( \lambda \) case where the \( \Delta V_B = 5.3V \) for an 18V change in the gate potential.

![Figure 3.4: Breakdown voltage as a function of gate voltage for 4 different structures. The inset indicates a non linear relationship for gate voltages ranging from 0 to 4V. The relationship becomes linear and the breakdown voltage saturates for structures having \( \beta = 0, 2, 4\lambda \). However, no saturation is observed for \( \beta = 7.5\lambda \), indicating that the lateral diffusion is not as effective and that the two n-wells are more electrically isolated.](image-url)
Figure 3.5: Breakdown voltage as a function of n-well spacing for the 8 structures tested. Each circle represents a gate voltage. The gate voltage is increased in magnitude in the direction shown by the arrow in increments of 1V. The blue trace represents averaged data for $V_G = 0$ and the red trace averaged data for $V_G = 18V$.

3.5 Avalanche Photodiode Modeling

3.5.1 APD Model

To corroborate the data presented thus far, and to identify regions susceptible to avalanche, we developed a drift-diffusion and impact ionization based two-dimensional device simulator. The simulator implements the following relationships to calculate electrostatic potential $\phi$, electron concentration $n$ and hole concentration $p$, respectively: Poisson (Equation 3.7), electron current continuity (Equation 3.8) and hole current continuity (Equation 3.9). These relationships are self-consistently solved.

\[
\nabla^2 \phi = -\frac{q}{\epsilon}(p-n+D) \quad (3.7)
\]

\[
\frac{\partial n}{\partial t} = \nabla \cdot (-n\mu_n \nabla \phi + \mu_n V_\text{th} \nabla n) + G_n \quad (3.8)
\]
\[
\frac{\partial p}{\partial t} = \nabla \cdot (p \mu_p \nabla \phi + \mu_p V_{th} \nabla p) + G_p
\] (3.9)

\(D\) represents the net ionized dopant density; \(V_{th}\) is the thermal voltage; \(q\) is the electronic charge; and \(\epsilon\) is the dielectric constant of the medium. \(\mu\) and \(G\) are the mobility and net generation-recombination rate of a carrier type indicated by the subscript, respectively. The \(G\) term incorporates trap-assisted as well as impact-initiated generation-recombination rates.

To characterize the operation and breakdown voltage of the avalanche devices, use of a predictive silicon impact generation rate formula is important. To this end, we employed recently published silicon impact coefficients [55] that are formulated using standard Chynoweth-type expressions with a temperature dependent exponent (Equations 3.10 and 3.11). Here, the local electric field \(E\) is the field along the total current density \((J_t)\) and \(T\) is the absolute temperature. This field is calculated using \(|J_t \cdot E_t|/|J_t|\) to remove the part of the local total electric field \(E_t\) that does not contribute to the current flow (especially the field normal to the semiconductor-insulator interface).

\[
\alpha = n_1 \exp\left[-(n_2 + n_3 T)/E\right]
\] (3.10)
\[
\beta = p_1 \exp\left[-(p_2 + p_3 T)/E\right]
\] (3.11)

To calculate electron (hole) impact rate, \(n_1(p_1), n_2(p_2)\) and \(n_3(p_3)\) are taken as \(4.43 \times 10^5(1.13 \times 10^6)\) cm\(^{-1}\), \(9.66 \times 10^5(1.71 \times 10^6)\) V\(\cdot\)cm\(^{-1}\) and \(4.99 \times 10^2(1.09 \times 10^3)\)
Figure 3.6: Cross section of half of the doping profile of the perimeter gated APD with adjacent n-wells (0λ case). Inset shows the location of the gate and an incoming photon, combining bird’s eye and side views.

$V \cdot \text{cm}^{-1}\text{K}^{-1}$, respectively. These values were obtained empirically using silicon p-i-n diodes [55]. Furthermore, the band-to-band electron (hole) initiated impact rate used in the current continuity equations is calculated using the electron (hole) current density $J_n$ ($J_p$) in $G_n = \alpha J_n/q$ ($G_p = \beta J_p/q$).

3.5.2 Doping Profile Model

Breakdown voltages, dark current levels, and multiplication efficiencies are all significantly affected by the doping profiles of the n-well and the p$^+$-n$^+$ terminals. As the doping on either side of a p-n junction increases, the breakdown voltage decreases due to higher associated built-in electric fields. The externally applied reverse bias results in a field that adds to this built-in field, and therefore gives rise
to increases in carrier kinetic energies and eventually impact ionizations.

To be able to predict performances of our APDs, we first need to estimate doping profiles of the wells and the substrate in the technology that our devices are fabricated in. As these doping details are proprietary information, we resort to empirical and numerical methods that give reasonable matches between calculated and measured data. Additionally, the extraction of a two-dimensional doping profile using experimental methods such as C-V measurements is often problematic as they provide a one-dimensional average doping map at a depletion region edge that is traced over the entire device by changing biases. In Figure 3.6, we show the inferred doping map of an APD with zero spacing between its two n-wells ($\beta = 0 \lambda$ in Figure 3.1). This doping profile gives a good match between experimental and measured data, and is in line with doping profiles deduced for this process using other device configurations [56]. More specifically, the peak concentration in p$^+$ and n$^+$ regions is $1 \times 10^{20}$ cm$^{-3}$, and this concentration drops with $\sigma = 50$ nm and $\sigma = 120$ nm in the depth and lateral directions assuming a shifted Gaussian profile where the mean is $0.1 \mu$m away from the surface. For the n-well, the empirically obtained maximum doping is $1.22 \times 10^{17}$ cm$^{-3}$, and it also has a shifted Gaussian profile in the depth direction. These doping profiles result in a p-n junction at approximately $0.2 \mu$m depth for the p$^+$ terminal in an n-well. Here the substrate is set to $1 \times 10^{15}$ cm$^{-3}$, and this gives rise to a doping crossover at roughly $3.5 \mu$m depth for the n-well surrounded by the p substrate.
Figure 3.7: (a) Current-voltage characteristics of an APD with a zero n-well spacing (0λ). The doping profile used in simulations is shown in Figure 3.6. The inset depicts the generation rate profile at 0V gate voltage and 17V reverse bias. For 0V gate bias, the generation rate peaks near the semiconductor-insulator interface in the depth direction and p⁺-n edge in the lateral direction. (b) Room temperature breakdown voltage as a function of gate bias for the APD with zero n-well spacing, as well as another APD with a 5.5λ n-well spacing. We also compare experimental results with those calculated for a 0λ device. APDs with other well spacings show similar characteristics. Also, the inset shows that at gate biases higher in magnitude, breakdown moves away from the surface, and occurs at the p⁺-n corner as well as laterally along the p⁺-n edge away from the surface.

3.5.3 Simulation and Model Validation

To investigate the effects of the perimeter gate and doping profile on breakdown characteristics of our APD, we simulate a diode with the doping profile shown in Figure 3.6. The simulated current-voltage curves along with the generation rate profile at 17V reverse bias (i.e. -17V is applied to the p⁺ anode, and the n⁺ and substrate nodes are grounded) and 0V gate bias are shown in Figure 3.7a. Here the gate bias is changed by 2V increments from 0V to 18V. Comparison of measured and simulated currents shows a reasonable match. For the APDs designed and
Figure 3.8: Experimental and calculated breakdown voltages as a function of gate bias at 50° and 75° C. We used a 5.5λ device for measurements. Inset shows that the silicon impact ionization coefficient decreases with rising temperature for both types of carriers.

tested, and also simulated, the spacing between the n-wells changes the breakdown voltage modestly (unless the n-wells are far apart and the channel under the gate shorts the p⁺ tap to the substrate). However, the gate voltage noticeably affects the breakdown voltage, as well as the dark current level and the sharpness of the current change during breakdown. Thus, we performed simulations for the 0λ design under different gate and reverse biases, and temperatures.

As the reverse bias is changed from 0 to 10V, overall generation rate starts rising near the surface, as the lowest resistance path between p⁺ and n⁺ nodes runs parallel to the interface for low applied biases. However, the current as well as the generation rate is low for this bias range. For the 0V gate bias case, as the reverse bias is gradually increased, the field and generation rate near the silicon-silicon dioxide interface close to the p⁺-n edge start increasing, and this eventually results
in avalanche breakdown near the surface, as shown in Figure 3.7a (inset).

Figure 3.7b shows experimental and simulated breakdown voltages as functions of gate biases. The breakdown voltage is calculated as the point where the curvature of the current-voltage curve changes sign\(^2\), as previously described in Equations 3.3–3.6. The comparison shows a good match between calculated results for the 0λ device shown in Figure 3.2 and measured data for the 0λ and 5.5λ devices. For the gate voltages quoted in Figures 3.7a and 3.7b that are higher in magnitude, as the reverse bias voltage increases the lateral field at the surface decreases because the voltage bias between the gate and the p\(^+\) anode is reduced. This causes current to spread outward through the edges, as well as through the corner of the p\(^+\) anode. Thus, the highest electric field region is near the p\(^+\) anode and n-well corner, since the corner shows a combination of both the lateral and vertical change in local electric field. When we further increase the reverse voltage, the corner electric field as well as the field in the normal direction of the p\(^+\)-n edge away from the interface rise rapidly. The generation rate at these locations due to current flow and high electric field gives rise to secondary carriers that are high enough in numbers to affect the terminal currents. A positive feedback between the current and multiplication rate is balanced by the slight reduction in electric field at the corner and along the deeper edge thus resulting in a finite current at the output. However, when there are abundant impact-generated carriers, the junction fields and the device’s rectification efficiency drop significantly, giving rise to a resistive current-voltage behavior at very high reverse biases. For the high aforementioned gate biases, APDs

\(^2\) This means where the derivative has a maximum.
break down at the p⁺-n corner and along the p⁺-n edge deeper into the substrate, as shown in Figure 3.7b (inset). The breakdown characteristics at gate biases higher in magnitude are in line with our initial design principles, which are verified by these simulations.

For a given negative gate bias, holes are attracted under the gate. We note that for gate biases lower than -18V, the channel under the gate has a large hole concentration. For a wide spacing between the n-wells, this channel results in an undesirable short between the p⁺ tap and the substrate. Also, when gate biases greater than 18V are applied to devices with overlapping n-wells, breakdown voltages start decreasing as the lowering of the lateral field at the surface and the vertical field become less effective in pushing the current flow and breakdown region down into the substrate.

We further show in Figure 3.8 the simulated and measured gate bias breakdown voltages for a 5.5λ device at 50° and 75° C. The breakdown voltage increases with rising temperature, since the built-in electric fields as well as mobilities slightly decrease with an increase in intrinsic carrier concentration and phonon population at high temperatures. Figure 3.8 (inset) shows that the silicon electron and hole impact rates that are calculated using Equations 3.10 and 3.11 decrease with increasing temperature. This is consistent with high scattering rates which occur at higher temperatures.
3.6 Conclusion

We reported on the breakdown characteristics of a single-photon avalanche diode structure fabricated in a 0.5\(\mu m\) single-well CMOS process. Our investigation focused on two methods used for preventing edge breakdown in planar junctions; they were the placement of a field ring at the perimeter to create field-induced junctions and force the maximum electric field to be located at the middle of the junction, and the lateral diffusion of adjacent n-wells, through the deliberate violation of the design rules in the fabrication process. We first conducted a phenomenological study which revealed increases in breakdown voltages resulting from both methods independently.

Following this investigation, we showed that the charge generation rate was a suitable metric for identifying whether perimeter breakdown was prevented. We demonstrated its use through a self-consistently solved 2-D numerical model based on Poisson’s equation and the hole and electron current continuity equations coupled with rate equations for carrier generation due to impact ionization. The model showed that the generation rate was maximized (a condition indicating susceptibility to avalanche) at the corner, confirming that in the native diodes, the lines of maximum electric fields are located at the corners. The model also confirmed that breakdown suppression techniques employed were adequate for curtailing edge breakdown in junctions fabricated in this process. Particularly, the field ring at the perimeter proved to be the most effective at preventing perimeter breakdown. This was evidenced by a spatial broadening (away from the surface and into the sub-
strate) of the charge generation function which implies that volumetric breakdown was achieved.
Chapter 4

High Signal-to-Noise Ratio Avalanche Photodiodes with Perimeter Field Gate and Active Readout†

This letter describes an avalanche photodiode (APD) fabricated in a 0.5 \( \mu m \) CMOS process. In Geiger mode, the APD had area-normalized dark count rate as low as 2 \( Hz/\mu m^2 \) at room temperature. Its signal-to-noise ratio (SNR) increased by an order of magnitude as a result of perimeter field gating. We demonstrate that under high illumination conditions perimeter field gating maximizes SNR, whereas under low-light conditions it maximizes sensitivity.

4.1 Introduction

When biased in the near-breakdown regime, CMOS p-n junctions suffer from premature edge breakdown (PEB), limiting their usefulness as Geiger mode avalanche photodiodes. Typically, PEB is averted by implanting a guard ring on the periphery of the photodiode in order to ensure breakdown at the volumetric junction instead of on the peripheral junction. Unfortunately, in small devices, the guard ring occupies a large portion of the photodiode’s area which results in a significant reduction in pixel fill factor. Alternative PEB suppression methods which do not adversely affect

fill factor have consisted of using shallow trench isolation (STI) to physically taper the periphery of the diode [20], or placing the avalanche junction in a retrograde buried n-well implant in order to widen the depletion regions at the boundary of the APD’s anode [18].

We previously reported effective suppression of perimeter breakdown for a 90 µm-diameter avalanche photodiode fabricated in a 3-metal, 2-poly, 0.5 µm single-well mixed signal CMOS process [57]. The device featured two mechanisms for reducing peripheral electric fields: a laterally diffused n-well guard ring and a field gate over the perimeter of the diode. We found that the field gate proved most effective at reducing perimeter breakdown, and subsequently, that the technique scaled easily, with no fill factor loss, to a 25 × 25 µm² APD.

This letter features several original contributions. For the first time, we demonstrate the monolithic interfacing of active quenching and reset circuits with a perimeter-gated single-photon avalanche diode (PGSPAD) similar to the structure reported in ref. [57]. Secondly, we demonstrate a corollary effect of PEB suppression, namely, more than one order of magnitude reduction in dark count rate (DCR) which allows Geiger mode operation with high SNR. We show that a large negative bias on the perimeter gate allows the reliable detection of a continuous monochromatic beam of low intensity (16 nW/cm²) with an SNR of 3; under high illumination conditions (5 µW/cm²), the detector’s SNR exceeds 300, corresponding to a 37 times higher SNR than for a bias voltage 6 V lower in magnitude applied on the perimeter gate.
4.2 Device Architecture

4.2.1 Front-end and Readout Circuit Design

The test chip comprised 16 channels operated in parallel. Each channel produced a digital pulse train, the number of pulses corresponding to the activity of the detector. Figure 4.1 shows the architecture and operation of a single channel which comprised a PGSPAD, a thresholding circuit with threshold set at $V_T$, active reset and active quenching transistors (MR and MQ), reset and quenching logic circuits (RLC and QLC), and an event generation circuit (EVG) for producing a digital pulse whose leading edge corresponds to an avalanche event.

4.2.2 Readout Circuit Operation

At quiescence, the cathode voltage ($V_{CATH}$ in Fig. 4.1b)) is near $V_R$; $V_{LOW}$ is set at -13 V which results in an 18 V reverse bias across the PGSPAD, corresponding to an excess bias voltage of $V_E = 1.15 \text{ V}$. Moreover, the gates of the reset and quenching transistors MR and MQ are tied to the outputs of the RLC and the QLC respectively. These two circuits are monostable in the off-state of each transistor, i.e. the output of the QLC sits at 0V and that of the RLC at 5V, in the absence of an avalanche event.

When an event occurs, $V_{CATH}$ drops exponentially towards ground. When it crosses the $V_T$ threshold, the quenching signal is asserted. MQ is turned on and the cathode is pulled down to $V_Q$ which is chosen so that the reverse bias of the diode in the quench state is below the junction’s breakdown voltage. The cathode remains
Figure 4.1: a) Structure of the p+/n-well PGSPAD [57] (top view shown in i. and cross-sectional view along AA’ in ii.). \( d = 25\,\mu m \). b) Circuit architecture. c) Timing diagram. \( (V_R = 5V, V_Q = 2.5V, \text{ and } V_T = 4.0V) \) d) Sample output trace of a single channel in the dark (the inset shows the same data over a shorter time period).

at \( V_Q \) for a fixed time period after which the reset signal is asserted and \( MR \) pulls the cathode to \( V_R \). The channel dead time is set by the EVG circuit's pulse width (190 \( ns \)), yielding a maximum achievable count rate of 5.3 \( MHz \). Digital pulses corresponding to the channel’s activity are shown in in Figure 4.1d).
Figure 4.2: a) Dark count rate for 8 channels. The solid line is the mean dark count rate for 8 channels from 2 different test chips. b) Test sample lot yield. The asterisks indicate in which sample set the minimum (*) and maximum (**) area-normalized dark count rates occurred.

4.3 Experimental Results

4.3.1 Dark Count Rate Reduction with Perimeter Field Gate

The dark count rate was estimated by counting the average number of pulses in 500 consecutively acquired frames of data, each lasting 10 ms (i.e. 100 Hz measurement bandwidth). The measurements were performed for gate voltages ranging from $-10 \text{ V}$ to $-16 \text{ V}$ in steps of $0.5 \text{ V}$.

A total of 80 devices, extending over 5 chips, were tested. Figure 4.2a) shows the dark count rate as a function of the perimeter gate voltage for 8 of the 80 channels characterized. The maximum DCR, measured at $V_G = -10 \text{ V}$, was $218 \text{ kHz} \ (\pm 26 \text{ kHz})$, and the minimum achievable DCR was $1.3 \text{ kHz} \ (\pm 0.18 \text{ kHz})$ at $V_G = -16 \text{ V}$. The area-normalized DCR corresponding to the aforementioned figures were $\Gamma_{MAX} = 348 \text{ Hz} \mu \text{m}^{-2}$ and $\Gamma_{MIN} = 2.08 \text{ Hz} \mu \text{m}^{-2}$, respectively.
Figure 4.3: a) Count rate as a function of light intensity for a single channel. The arrow indicates the response for decreasing light intensity, and the horizontal line the maximum achievable count rate. b) Count rate as a function of optical power density for $V_G = -10\, V$ and for $V_G = -16\, V$. Also shown are, the DCR-corrected count rates (i.e. the mean DCR subtracted from the measured count rate under illumination), and the dead time (190 $\text{ns}$) corrected count rate for $V_G = -16\, V$ (see ref. [17] for correction procedure).

Figure 4.2b) shows the yield of the sample lot. A device was considered to be non-functional if its DCR at $V_G = -16\, V$ exceeded $10^5\, \text{Hz}$. Using this criterion, the overall yield was 75%. Devices exhibiting high DCR, in spite of the perimeter breakdown suppression, likely had a relatively larger defect density within the volumetric junction.

4.3.2 Signal-to-Noise Ratio

A grating monochromator was used to provide a narrow-band ($2\, \text{nm}$) stimulus at $520\, \text{nm}$. The optical power of the stimulus was measured using a calibrated photometer, and the output beam of the monochromator was collimated onto a fiber bundle whose output was focused onto the test chip using a set of lenses.

In order to study the channels’ response as a function of light intensity, neutral
Figure 4.4: a) Exponential fits to the SNR data computed for 5 different light intensities. (For clarity, the fitted data is shown only for one trace). The raw SNR data for an optical power density below the noise floor ($P = 5 \text{nWcm}^{-2}$) is also shown (black squares). b) Signal-to-noise ratio as a function of optical power density for two gate voltages. At $\text{SNR} = 1$, the optical power densities ($\times$ and $\ast$) were extrapolated to find the minimum detectable signal for $V_G = -10 \text{V}$ and $V_G = -16 \text{V}$.

density filters were used to attenuate the monochromator’s output signal. The optical power density before attenuation was $5 \mu\text{W/cm}^2$.

Figure 4.3a) is a plot of a single channel’s response under various illumination conditions, and Figure 4.3b) shows that each light level is readily discriminated when $V_G = -16 \text{V}$; this is not the case at for $V_G = -10 \text{V}$. These results imply that larger magnitude gate voltages serve to increase the dynamic range by allowing lower light levels to be detected.

At $V_G = -16 \text{V}$ and with 2.5 orders of magnitude attenuation of the stimulus, the signal remained distinguishable from the noise, i.e. its mean was larger than 3 standard deviations of the mean DCR. This puts the optical power density of the weakest signal detected in our experiments at $16 \text{nW/cm}^2$ which corresponds to a photon arrival rate of $2.5 \times 10^5$ photons/sec. The probability of detecting a photon
was computed by dividing the measured count rate by the photon arrival rate; this calculation yielded a photon detection efficiency (PDE) of 10%.

The SNR was computed by dividing the DCR-corrected mean signal count rate by the mean DCR. Figure 4.4a) shows the SNR as a function of $V_G$ and for different illumination levels. Except when the signal was below the noise floor, the SNR always increased with increasing gate voltage magnitudes.

At high illumination levels, the SNR showed an order of magnitude improvement (37-fold increase) over the gate voltage tuning range whereas the improvement was more moderate yet still appreciable at lower illumination levels (8-fold increase for a 16 $nW/cm^2$ stimulus).

Figure 4.4b) shows the SNR for $V_G = -10$ V and for $V_G = -16$ V. The data show that lowering the perimeter gate voltage to -16V reduces the extrapolated minimum detectable optical power density from 57 $nW/cm^2$ to 8.5 $nW/cm^2$, thereby maximizing the sensor’s sensitivity.

Table 4.1 compares the PGSPAD presented herein with recently published data from other CMOS SPAD architectures. The comparison is made on the basis of technology node, excess bias voltage $V_E$, measurement dead time $t_D$, DCR, area-normalized DCR, PDE, noise-equivalent power (NEP), and active area. Here, the dead time refers to the time required for a complete quench and reset cycle; it may also include a hold-off period in the quench state (for suppressing after-pulsing) and the latency of the readout chain.

The devices reported make use of several PEB suppression techniques. Palubiak [17], Marwick [58], Niclass [59], and Rochas [60] all used diffused guard rings,
and Finkelstein [20], Gerbasch [19], and Richardson [18] introduced techniques based on features available in modern process technologies, such as STI [20], passivated STI [19], and retrograde well doping [18]. As the table indicates, at $V_G = -16\, V$ the PGSPAD has area-normalized DCR ($\Gamma_{MIN}$) that is comparable with the state-of-the-art [18, 58, 60] despite having the largest area.
<table>
<thead>
<tr>
<th>Reference</th>
<th>CMOS Tech. (µm)</th>
<th>$V_E$ (V)</th>
<th>$t_D$ (ns)</th>
<th>DCR (Hz) ($T = 300 , ^\circ K$)</th>
<th>$\Gamma_{MIN}$ (Hz µm$^{-2}$)</th>
<th>PDE (%)</th>
<th>$NEP^a$ (fW/√Hz)</th>
<th>SPAD Area (µm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palubiak et al. [17]</td>
<td>0.13</td>
<td>0.5</td>
<td>12</td>
<td>1k</td>
<td>10</td>
<td>13 (570 nm)</td>
<td>–</td>
<td>100</td>
</tr>
<tr>
<td>Richardson et al. [18]</td>
<td>0.13</td>
<td>0.8</td>
<td>–</td>
<td>47</td>
<td>0.9</td>
<td>18 (440 nm)</td>
<td>–</td>
<td>50</td>
</tr>
<tr>
<td>Gersbach et al. [19]</td>
<td>0.13</td>
<td>1</td>
<td>180</td>
<td>90k</td>
<td>1.6k</td>
<td>–</td>
<td>–</td>
<td>58</td>
</tr>
<tr>
<td>Finkelstein et al. [20]</td>
<td>0.18</td>
<td>2.5</td>
<td>2</td>
<td>1M</td>
<td>26.3k</td>
<td>–</td>
<td>–</td>
<td>38</td>
</tr>
<tr>
<td>Marwick et al. [58]</td>
<td>0.18</td>
<td>0.5</td>
<td>–</td>
<td>100</td>
<td>1</td>
<td>14 (670 nm)</td>
<td>–</td>
<td>79</td>
</tr>
<tr>
<td>Niclass et al. [59]</td>
<td>0.35</td>
<td>3.3</td>
<td>100</td>
<td>646</td>
<td>17</td>
<td>35 (460 nm)</td>
<td>–</td>
<td>38</td>
</tr>
<tr>
<td>Rochas et al. [60]</td>
<td>0.80</td>
<td>2.5</td>
<td>&lt;10</td>
<td>60</td>
<td>2</td>
<td>21 (440 nm)</td>
<td>0.025</td>
<td>30</td>
</tr>
<tr>
<td>This work</td>
<td>0.50</td>
<td>1.15</td>
<td>190</td>
<td>218k ($V_G = -10 , V$)</td>
<td>348</td>
<td>14 (520 nm)</td>
<td>35.6</td>
<td>625</td>
</tr>
</tbody>
</table>

$^a$The NEP was calculated by scaling the unity SNR optical power density by the active area and dividing by the square root of the measurement bandwidth.
4.4 Conclusion

In this letter we have shown that perimeter field gating reduces dark count rate. For high illumination this maximizes SNR, and for low illumination it maximizes sensitivity. Since the dark count rate increases strongly with excess bias voltage \(V_E\) and depends on the process technology, performance in specific applications will depend on the PDE and dead time \(t_D\). On that basis, the device reported by Rochas et al. [60] has the best performance due to its low DCR at relatively large \(V_E\) and short dead time. However, it was fabricated in an older CMOS process, limiting array density and fill factor. As fabrication technologies scale down, the trade-offs between DCR and excess bias voltage become significant; this explains the relatively higher DCR observed at smaller \(V_E\) for the other devices listed in Table 4.1.

Although STI techniques preserve fill factor, STI-based devices [19,20] exhibit the highest DCR, suggesting that fill factor is improved at the expense of noise. Conversely, our data show \(~7\)-fold reduction in NEP using perimeter gating, a technique which also preserves fill factor. This suggests that a field-based PEB suppression method is viable for counteracting the degradation in noise performance observed in deep submicron CMOS technologies.
Chapter 5

Optical Filtering Technologies for Integrated Fluorescence Sensors†

Numerous approaches have been taken to miniaturizing fluorescence sensing, which is a key capability for micro-total-analysis systems. This critical, comprehensive review focuses on the optical hardware required to attenuate excitation light while transmitting fluorescence. It summarizes, evaluates, and compares the various technologies, including filtering approaches such as interference filters and absorption filters and filterless approaches such as multicolor sensors and light-guiding elements. It presents the physical principles behind the different architectures, the state-of-the-art micro-fluorometers and how they were microfabricated, and their performance metrics. Promising technologies that have not yet been integrated are also described. This information will permit the identification of methods that meet particular design requirements, from both performance and integration perspectives, and the recognition of the remaining technological challenges. Finally, a set of performance metrics are proposed for evaluating and reporting spectral discrimination characteristics of integrated devices in order to promote side-by-side comparisons among diverse technologies and, ultimately, to facilitate optimized designs of micro-fluorometers for specific applications.

5.1 Introduction

Cost reduction is not the primary motivation behind efforts towards miniaturizing fluorescence sensing. Rather, it is increasing capability. Fluorescence spectroscopy will be a key component of future micro-total-analysis-systems (µTASs [9]) which will integrate the capabilities of entire laboratories onto compact devices consisting of microchips and other microfabricated elements. Such devices are already capable of performing complex chemical and biological experiments. Since the introduction of the first prototypes, these miniature systems have been demonstrated for numerous applications, ranging from immunoassays [61, 62] to pathogen detection and classification [63] to on-chip nucleic acid analysis [9, 64, 65]. State-of-the art µTASs also already automate steps such as sample preparation, handling, separation, and mixing [9, 64, 66].

However, despite the large number of microfabricated devices that make use of fluorescence spectroscopy as the detection modality [62, 65, 67–95], with only a few exceptions these microsystems still need to be interfaced with external, typically macro-scale equipment. Only high brightness samples can be used with existing micro-scale fluorometers. Fluorescence spectroscopy is still not µTAS-ready, in the sense of completely micro-scale modules, because of the numerous technological hurdles facing the development of high-sensitivity integrated fluorescence detection (although there has been some miniaturization to produce portable fluorescence sensors [96, 97]). Two of these challenges are low-noise optical detectors [98, 99] and optical filtering.
This article focuses on the second challenge: integrated\textsuperscript{1} techniques for separating the fluorescence light from the excitation light. It covers demonstrated, as well as promising, optical filtering techniques that realize \textit{at least partial separation on-chip}.

We begin with a brief overview of fluorescence sensing to lay the groundwork for evaluating the various filtering approaches. Each of the main technologies is then introduced in turn: interference filtering, absorption filtering, spectrally selective detectors, and controlling the path of the excitation beam. Each subsection begins with an overview of the physics behind the approach. This is followed by a description of the fabrication methods, since they determine the level of integration that is possible and since the techniques used in fabrication impact performance. The inherent advantages and limitations of the approach are then discussed, and representative micro-scale devices of that type are described. In the penultimate section, the performance metrics that have been achieved to date using the various approaches are compared, and suggested directions for future improvements are given. Finally, we end with a discussion of the performance standards that should be used to evaluate micro-scale fluorescence sensors.

5.2 Review of Fluorescence Spectroscopy

Fluorescence spectroscopy is well established and is the most powerful technique of molecular biology. Fluorescence assays are based on the excitation of par-

\textsuperscript{1}By integration we mean either \textit{heterogeneous} integration, which consists of the assembly of several modules to form a single device, or \textit{monolithic} (sometimes called homogeneous) integration, where each component is micromachined (bulk or surface) on a single substrate.
Figure 5.1: Typical peaks in the excitation (left) and emission (right) spectra. The wavelength filter (dashed line) must reject the excitation light and transmit the emitted fluorescent light. Excitation with off-peak ($\lambda_{off}$) wavelengths lowers the emission intensity.

Particular molecular groups called fluorophores, which can be intrinsic to the specimen under study, introduced into it, or chemically bound to it [100]. Fluorophores are organic dyes that absorb light in one range of wavelengths and re-emit the light, called the fluorescence, in a range of longer wavelengths.

Fluorescence spectroscopy is used for a wide variety of measurements, from simply detecting the presence of a species in a solution to monitoring complex biological processes like enzyme kinetics [100]. Its use in biomedical studies dates back to the late 1960s, when Herzenberg et al. introduced the fluorescence-based cell sorter [101], which allowed the sorting of live cells from dead ones using fluorophores as optical markers [102]. The next decade brought the capability of single
molecule detection, when Hirschfeld and his colleagues imaged a single antibody labeled with 100 fluorophores in a fluorescence microscope [103]. In the early 1980s, the field saw significant progress when Keller et al. detected a biomolecule labeled with a single fluorophore [104]. Today, fluorescence spectroscopy is ubiquitous in biomedical and biochemical analysis.

The absorption spectrum, illustrated for a generic fluorophore in Figure 5.1, has a peak at $\lambda_{ex}$, and the emission spectrum has a peak at $\lambda_{em}$; the distance between $\lambda_{ex}$ and $\lambda_{em}$ is called the Stokes shift. Stokes shifts can be as small as 10 nm (Amplex UltraRed) or as large as 150 nm (Fura-2), depending on the fluorophore. Note that the emission and excitation spectra shown in the figure are mirror images of each other; this is true for the majority of fluorophores. If the fluorophore is excited at an off-peak wavelength $\lambda_{off}$, the resulting fluorescence spectrum will be unchanged but will have a lower amplitude than if it is excited at $\lambda_{ex}$ [105]. The number of photons emitted is typically much smaller than the number absorbed, reflecting the existence of non-radiative pathways for the decay of the fluorophore from its excited state. The ratio of the emitted to absorbed photons is the quantum yield of the fluorophore.

Fluorescence can be detected visually, for example using a fluorescence microscope, or it can be converted to an electrical signal in a fluorescence spectrometer. Although spectrometers have greatly improved over the years, their basic operating principle has not changed. They comprise an excitation source, a wavelength fil-

---

2Amplex UltraRed and Fura-2 are trade names for commercially available synthetic fluorescent probes. The Stokes shift data were obtained from http://www.invitrogen.com. Stokes shifts of natural fluorophores can be found in ref. [100].
The wavelength filter is of critical importance because it discriminates between excitation and emission photons by significantly reducing the excitation light intensity that reaches the detector while allowing through as much of the weak fluorescence signal as possible. This is essential because the excitation light is typically orders of magnitude brighter than the fluorescence signal. In conventional systems, the light directed at the sample is typically monochromatic at $\lambda_{exc}$ and either comes from a laser or, more typically, is selected by a grating from a broadband source. In microsystems, however, the light source is often a broadband (40 to 90 nm FWHM\(^3\)) light emitting diode (LED).

In fluorescence sensing, the primary choices for the wavelength filters are **dichroic filters**. An ideal dichroic filter completely reflects one or more ranges of wavelengths (**optical bands**) and transmits other wavelengths with a nearly zero coefficient of absorption (dashed line in Figure 5.1).

Four parameters that characterize optical filters are **rejection levels** in the stopband (the wavelengths that are blocked), **transmission levels** in the passband (the wavelengths that are transmitted), and the location and sharpness of the transition between them, respectively known as the **absorption edge** and the **absorption edge width**. The first two metrics are based on the **absorbance**, which is defined as the base 10 logarithm of the ratio of the output light intensity to the incident light intensity: $A = \log\left(\frac{I_o}{I_i}\right)$. The absorbance includes losses due to absorption, reflection, and scattering. Intensity is defined as power per unit area, so we report rejection

---

\(^3\)The “full width half max” (FWHM) of an LED is a measure of the spread around its peak wavelength. Here the term broadband is used in comparison to laser sources which have FWHM below 1 nm.
and transmission levels in decibels (dB), i.e. \(10 \times \log \left( \frac{I_o}{I_i} \right) = 10A\). A rejection level is a value of 10A in the stopband, and a transmission level is a value of 10A in the passband; since \(\frac{I_o}{I_i} < 1\), these numbers are negative.

Because practitioners in this field are from various scientific and engineering backgrounds, no consistent units have been used when reporting filter spectra. For example, spectra are reported in absorbance units A, linear units, or in \(cm^{-1}\). For the devices reviewed in this paper, units were converted to dB, and those that were already reported in dB were assumed to be in the 10A format.

Ideally, one would want the filter to transmit 0% \((-\infty \text{ dB})\) of the excitation light and 100% (0 dB) of the fluorescence, and the absorption edge to be perfectly vertical and located to the right of \(\lambda_{ex}\) and to the left of the entire emission spectrum. In reality, these levels are unattainable, and the stopband transitions to the passband over a range of wavelengths (the absorption edge width). The absorption edge width must be small enough to fit within the Stokes shift, as reported in ref. [106] and illustrated in Figure 5.1. Otherwise, the fluorophore cannot be excited at the absorption peak, or all the emitted light cannot be collected, both of which decrease sensitivity.

5.3 Multiple Layer Interference Filtering

The earliest types of filter used at the micro-scale were interference filters, since these are traditionally utilized with fluorescence spectrometers at the macro-scale. These filters are essentially mirrors that reflect the unwanted light. When a broad-
band light beam impinges on alternating layers of materials with different indices of refraction, wavelengths that undergo constructive interference are transmitted, and those that add destructively are reflected [107]. The number of layers and their thicknesses can be designed to create a filter that transmits a desired spectral range. Such wavelength filters are also called distributed Bragg reflectors (DBRs).

Three physical facts govern their design [107]. The first is that the amplitude of the reflected light at any boundary between two media is given by \( \frac{1-\rho}{1+\rho} \), where \( \rho \) is the ratio of the optical admittances at the boundary. The second is that there is a phase shift of 180° when reflection occurs in a medium of lower refractive index, and zero phase shift otherwise. The third is that the reflected beam interferes destructively with the incident beam if the phase shift is 180° and constructively if the phase shift is 0°.

Interference filters often have a quarter-wave structure in which each layer has a thickness of \( n\lambda/4 \), where \( n \) is the refractive index of the material and \( \lambda \) is the center wavelength of the passband (set to the peak fluorescence wavelength) [107]. Such structures are known as Bragg mirrors or Bragg reflectors. Figure 5.2 shows the measured spectrum of a dichroic quarter-wave filter designed for use with the fluorophore FURA-2 (excitation: 365 nm, emission: 510 nm).

Band-pass filters can also be created. This is done by sandwiching a dielectric between two mirrors, which can be either Bragg mirrors or thin metal films, forming a solid Fabry-Perot cavity. For a guide to optimizing filter design, including how to determine the optimum number and thicknesses of the layers, how to deal with passband and stopband ripples (as are present in Figure 5.2, and how to minimize
angle dependence, refer to ref. [108].

5.3.1 Fabrication

Stacks of either dielectrics or semiconductors are used for quarter-wave filters that transmit in the visible. Their performance is generally comparable: although dielectrics do not attenuate optical wavelengths, and semiconductors do, the layers are so thin that absorption is negligible. A plethora of materials is available for the fabrication of interference filters, allowing one to achieve virtually any desired spectrum. Silicon dioxide, titanium dioxide, and silicon nitride are commonly used for visible light filters. Optical interference structures have also been made from

Figure 5.2: The spectrum, shown on both linear (black) and dB (gray) scales, of an interference filter with 39 alternating layers of PECVD-deposited silicon dioxide and silicon nitride, for a total thickness of 1.2 $\mu$m. Region 1 is the stopband of the filter and region 2 its passband.
compound semiconductors such as InGaAs, InP, and InGaN [107]. Metals, including Al and Au, are used in filters for infrared light.

The fabrication of interference filters is done with standard processes that can be performed at low temperature. Commonly used film deposition methods are plasma enhanced chemical vapor deposition (PECVD) for oxides and nitrides, sputtering or evaporation for metals, and molecular beam epitaxy (MBE) for compound semiconductors. Typically 40 layers are required to obtain reasonable rejection.

5.3.2 Advantages & Limitations

One of the most important advantages of interference filters is that, since they can be fabricated using standard, low-temperature processes, they are compatible with integrated circuitry, and can be readily integrated into larger micro-scale systems. Another is the aforementioned freedom in the design of the absorption spectrum. Arbitrary spectral profiles can be obtained using different layer arrangements. This flexibility is the most important feature of multilayer interference filters.

However, they also suffer from some serious drawbacks. One important limitation of interference filters is that variations of a few nanometers in the thicknesses of the layers can cause large errors in the cutoff wavelength, up to ± 50 nm. The thickness of each layer must be controlled to within 5% for a quarter-wave structure in order to preserve the targeted location of the absorption edge and achieve the desired transmission and rejection levels [107]. (Other structures such as half-wave stacks or Fabry-Prot interferometers require even tighter tolerances [107].) If the
fluorophore used in the assay has a small Stokes shift, with excitation and emission peaks close to the transition edge, exceeding the maximum allowable error is fatal to device performance. For example, the filter shown in Figure 5.2 was designed to have an absorption edge at 490 nm. Scanning electron micrographs of the stack revealed an average error of 12% (± 5 nm) in the nominal thickness of each layer. This produced a filter with an absorption edge at 430 nm. For assays with Alexa Fluor Hydrazide (488 nm excitation and 30 nm Stokes shift), the excitation wavelength falls within the passband of this filter, rendering detection of fluorescence impossible. This highlights the need for stringent control during film deposition.

Moreover, the spectral response of these filters depends on the angle of incidence and the polarization of the incoming light, although design techniques can be used to minimize this [108]. The absorption edge of DBRs can shift by as much as 80 nm as the incidence angle is varied from 0 to 50° [106]. Another shortcoming, although not critical in most applications, is the presence of ripples in the transmission and stop bands, as illustrated in Figure 5.2. These ripples can be reduced by matching the optical admittance of the filter with that of the substrate.

Finally, it is not yet feasible to fabricate multiple filters of this type for different colors on one surface. Typically, the entire surface is coated and the filter is not patterned. This is because patterning is difficult if the layers are not etched by the same etchant. Given the effort required for deposition and patterning, interference filters remain the most challenging to integrate at the microscale.
5.3.3 Demonstrated Devices

This section highlights the systems microfabricated by Burns et al. [109], Adams et al. [110], Kim et al. [111], and Thrush et al. [112], [113]. Burns device is one of the most highly cited in the literature because it beautifully illustrates not only integrated fluorescence, but also the lab-on-a-chip concept. Adams demonstrated the integration of filters and microfluidics with complementary metal oxide semiconductor (CMOS) imager chips, and Kim demonstrated the heterogeneous integration of detector, microfluidic channel, light source, and interference filter. Thrush accomplished the integration of the light source along with the filter and the photodetector.

5.3.3.1 Dielectric Quarter-Wave Stacks

Burns et al. fabricated a highly integrated $\mu$TAS for DNA analysis [109], [114], [115]. The fully automated system performed, on a single chip, several steps necessary for the sequencing of DNA. The device (Figure 5.3) consisted of the heterogeneous assembly of a nanoliter liquid injector, a sample positioning and mixing unit, a temperature-controlled reaction chamber, an electrophoretic separation system, air vents, and a fluorescence detector. The other components, including the light source and processing circuitry, were placed off-chip. A similar configuration was described by the same group for a capillary electrophoresis device integrated with a fluorescence detector [114].

The fluorescence sensor was a key component of this device, and it was used
to detect the fluorescently-tagged DNA. The filter was a quarter-wave dielectric interference structure that transmitted the fluorophore emission wavelength (515 nm) and rejected the excitation wavelength (under 500 nm). Neither the number of layers nor the spectrum of the optical filter were reported.

Sensor fabrication started with the formation of a photodiode detector in a silicon substrate. Silicon dioxide was subsequently thermally grown over the photodiode to electrically isolate it from the other parts of the device, while still allowing light to pass through. A quarter-wave interference filter, consisting of alternating layers of silicon dioxide and titanium dioxide was then deposited by the thin film coating company ZC& R Coatings for Optics Inc. (Carson, CA). Following this step, metal heaters were fabricated between two layers of vapor-deposited p-xylylene. These metal layers were used for temperature control and sensing. Platinum electrodes for electrophoretic separation were photolithographically defined on the surface of the upper p-xylylene layer. A glass chip containing etched microchannels was bonded to the surface to complete the assembly. Interfacing with off-chip control circuits was achieved via wirebonding of the pads to a printed circuit board.

This device demonstrated one of the benefits of µTAS: it performed DNA analysis with much smaller volumes than conventional fluorometers. In addition, the sensor could detect DNA at concentrations down to 10 ng/µL, which is impressive for a µTAS. Still, the authors acknowledged that one of the remaining technical challenges was to improve the sensitivity of the device. To address this issue, the authors later implemented more sensitive photodiodes that were able to detect a one hundred times lower concentration [114].
Adams et al. also made use of a quarter-wave dielectric filter, fabricating it on top of a CMOS imager [110]. This device is noteworthy because it integrated filters and fluidics with an on-chip camera, as opposed to discrete photodetectors. Such a configuration allows both quantitative and spatial analysis of fluorescence. This is an important feature for µTASs in which fluorescence is used not only as a detection mechanism but also as an imaging tool [116], such as is the case in microfabricated fluorescence-activated cell sorters (µFACS) [78].

The filter architecture was the same as that of Burns et al. The filter, which consisted of reactively sputtered silicon nitride and silicon dioxide, was deposited on top of the CMOS imager. Following this step, a layer of PDMS that had been patterned with analysis chambers and channels was reversibly bonded onto the surface of the filter. An off-chip LED was used for excitation. The authors reported detection of fluorescein dye and blocking of over 99% of the excitation light.

Figure 5.3: Schematic of a µTAS for DNA characterization that utilized a quarter-wave stack of SiO$_2$ and TiO$_2$ over the photodetectors. Reprinted with permission from 51. Copyright 1998 AAAS.
This device also stands out because it integrated filters and microfluidics with CMOS. Post-CMOS fabrication processes are often challenging because of the tiny (mm²) size of the microchips and because of more fundamental issues such as packaging, though these issues were not addressed by the authors.

Kim et al. [111] addressed both packaging and heterogeneous integration in their multi-module device, which included a detector, microfluidic channel, light source, and interference filter. The latter was a quarter-wave dielectric filter designed to attenuate 530 nm and to transmit 580 nm (the excitation and emission peaks, respectively, for tetramethylrhodamine (TAMRA)). While the spectrum showed a good transmission level of -1 dB at 580 nm, the decibel rejection level at 530 nm could not be determined from the given linear transmission spectrum.

The fabrication started by forming a p-i-n detector in a silicon wafer using photolithography and two cycles of ion implantation in order to obtain the desired doping levels. An interference filter comprising 32 layers of SiO₂ and TiO₂ with total thickness of 2.5 µm was then deposited over the surface. This photodetector substrate was then covered with a layer of PDMS. A microfluidic channel was defined in a second, soda-lime glass wafer, and on the back side of this wafer they fabricated an organic light emitting diode (OLED). The PDMS on the Si wafer was bonded to the soda-lime wafer to seal the microchannels, making a sandwich structure comprising the OLED light source, microchannels, filter, and detector.

This architecture illustrates the integration of all necessary components for on-chip fluorescence detection. It is noteworthy because the fabrication is simple and integration tolerances, such as alignment error during assembly, are not stringent.
The most challenging aspect of fabrication remains the control of layer thicknesses in the interference filter to achieve the desired spectral characteristics. The authors reported the detection of concentrations of TAMRA as low as 10 M. The authors also demonstrated a similar architecture for the detection of Rhodamine 6G which achieved a detection limit of 1 \( \mu \text{M} \) [117].

5.3.3.2 Semiconductor Quarter-Wave Stacks

Thrush et al. developed a sensor (Figure 5.4) for use in deep-red to near-infrared fluorescence studies [112], [113], [118–122]. It consisted of a light source, a wavelength filter, and a photodetector, all micromachined on a single substrate. A second module was used for the microfluidic network containing the DNA sample, formed in PDMS. A commercially-available miniature lens glued over the sample chamber focused the fluorescence back onto the photodetectors.

This design had several significant features, both from performance and fabrication standpoints. The authors used a vertical cavity surface emitting laser (VCSEL) as the on-chip light source, and they placed the detectors out of the direct optical path of the laser, thus combining interference and light-guiding spectral selection approaches. Because VCSELs emit exclusively in the direction normal to the surface, only the fluorescence focused by the lens (and a small amount of scattered excitation light) reached the detectors during the assay, allowing rejection levels of -40 dB [112].

DBRs served simultaneously as filters over the p-i-n photodetectors and as the
n-type material in the photodetector structure. The i-AlGaAs layer and the AlGaAs DBRs were deposited by metallo-organic chemical vapor deposition (MOCVD) onto a p-AlGaAs substrate. The deposition parameters were periodically varied to alter the stoichiometry of the compound. This produced a single layer of AlGaAs having 40 alternations in index of refraction forming the DBR, contrary to the previously described devices in which two dissimilar materials were used. There are several merits to producing a filter through index variations within a single material. The most important is that there is lower dispersion (the changes in index of refraction with frequency are similar for all layers), giving device performance that is easier to
model and closer to the designed spectrum. Another is that it facilitates patterning. Finally, there is no mismatch in the coefficients of thermal expansion between the layers.

It is important to mention that this type of filtering differs from absorption filtering with semiconductors, discussed below. Although the DBR filter utilized a material with non-zero absorption, filtration was achieved exclusively by interference because the thickness of each layer was an order of magnitude smaller than the wavelengths used (both excitation and emission) in the assay. (For techniques on designing resonant cavities for semiconductor lasers and for information on MEMS-based semiconductor lasers refer to ref. [123].)

A similar arrangement of components was used by Kamei et al. [124, 125]. However, there were separate modules for the detector and the filter, and an off-chip light source.

5.3.3.3 Porous Silicon Optical Filters

Another architecture for single-material interference filters is achieved by tailoring porous silicon. Porous silicon filters have been developed for other types of micro-spectrometers [126–129], but have not yet been demonstrated in fluorescence-based systems.

Pores ranging from nanometers to micrometers in diameter can be formed by bulk micromachining single crystal silicon through electrochemical etching [130–132]. The optical properties of porous silicon are controlled by varying the pore
size and density as a function of depth into the wafer [133]. Refractive indices have been varied between 1.6 and 3.4 by modulating the porosity [130], which has allowed fabrication of filters over a wide range of the electromagnetic spectrum.

This technology could have significant impact on future devices, since the porosity can in principle be varied across the surface of the Si, allowing different spectral characteristics to be produced adjacent to each other simply by altering the etch parameters at a given location. This would enable multi-wavelength spectroscopy. Multi-wavelength capability would allow fluorophores of different colors to be detected on the same device, and thus enable more sophisticated assays that examine correlations between measurements. Multi-wavelength capability would also allow emissions from a single fluorophore to be stimulated or detected at different wavelengths, providing improved accuracy through the use of ratiometric measurements. Such design freedom and ease of fabrication would significantly extend the capabilities of micro-scale fluorescence sensing systems.

As long as these filters can only be formed by bulk micromachining of single crystal material, monolithic integration with detectors and circuitry will not be possible. The technological hurdle to integrating such filters is producing porous silicon in thin films of amorphous or polycrystalline Si deposited onto a substrate. Promising attempts at producing porous silicon in films deposited on a substrate

---

4Ratiometric measurements rely on a differential response of the fluorophore at two wavelengths and can be done in one of two ways. In the first, two different frequencies are shone sequentially on the fluorophore, and the resulting emissions are measured. In the second, the emission at two wavelengths is monitored in response to a single excitation frequency. For a ratiometric dye, only one of these wavelengths is affected by the concentration of the analyte, so the ratio of intensities at the two wavelengths provides an estimate for the analyte concentration that is insensitive to changes in dye concentration, losses in the optical path, photobleaching, scattering, and background light.
were made by Link et al. [134], however its use as an optical filter for fluorescence has not yet been demonstrated.

5.3.3.4 Plasmonic Interference Filters

Interference filters may also be constructed using structured metallic surfaces that discriminate between different wavelengths of surface plasmons\(^5\), rather than of light directly. Plasmonic filters have been developed and characterized, but have not yet been demonstrated in fluorescence-based systems.

Many different plasmonic components have been demonstrated, including waveguides [135], mirrors [136, 137], interferometers [138], and Bragg gratings [138–141]. The Bragg gratings are typically realized in waveguide configurations using coupled metal-dielectric interfaces with periodic patterning imposed as gaps in a metal strip [140], changes in the thickness of a metal strip [139] or dielectric layer [142], changes in the width of a metal strip [140,141], or changes in the dielectric constant of the dielectric layer [143,144]. Although most existing plasmonic components have been developed and characterized at wavelengths relevant for telecommunications applications (\(\lambda = 1550\) nm) [135, 139–144], a few components have been designed for operation at visible and near-IR wavelengths that are more appropriate for applications in fluorescence measurements [136,145,146].

This technology could have significant impact on future fluorescence sensing devices, since there is good potential for compact filters with different spectral char-

\(^5\)Surface plasmons are electromagnetic waves that propagate along the surface of a conductor, with exponentially decaying fields on either side of the interface. They arise from resonant interactions between a light wave and free electrons at the surface of the conductor and thus are confined spatially at the interface.
acteristics to be implemented on the same substrate [147,148]. This would enable multi-wavelength spectroscopy, as described above. Additionally, surface plasmons enhance fluorescence emission intensity [149–153]. This implies that it might be possible to create plasmonic devices that simultaneously enhance fluorescent emissions and filter excitation light [154,155].

The primary drawback of plasmonic devices for spectral filtering is that the technology is not as mature as the other techniques discussed here. While the basic physical mechanisms have been known for several decades, the creation of such devices relies on nanostructured metal-dielectric interfaces, and fabrication of such structures has begun to be practical only within the last few years. Additionally, in order to use plasmonic filters for fluorescence, it must be possible to efficiently couple light into and out of surface plasmons. This is difficult because the momentum of surface plasmon waves is higher than the momentum of free space photons of the same frequency [147].

5.4 Absorption Filtering

An alternative to multiple-layer interference filters are single layers that have high absorption at the excitation wavelength but low absorption at the emission wavelength, known as absorption filters. The absorption process is governed by the Beer-Lambert law: \( I = I_0e^{-\alpha x} \), where \( I \) is the intensity of the light exiting the filter, \( I_0 \) the intensity of the incident beam, \( \alpha \) the absorption coefficient, a wavelength-dependent constant, and \( x \) the filter thickness. If the absorption spectrum of a
material is known, the Beer-Lambert law can be used to find the absorbance $A$ for a given thickness, and subsequently, the decibel representation of the transmission across the spectrum. Figure 5.5 shows absorption coefficient and transmission spectra for a few semiconductors and an organic chromophore that have been used for filtering.

There are two types of absorption filters, bandgap and organic, and both have been demonstrated at the micro-scale. Semiconductors make good absorption filters because of the energy gap between their valence and conduction bands [31,156]: impinging photons with energies lower than the bandgap pass through, while photons with higher energies are strongly absorbed. Direct bandgap semiconductors (such as CdS, GaAs) have steeper drops in absorption coefficient (narrower absorption edge widths) in comparison with indirect bandgap semiconductors (such as Si).

Organic absorption filters are chromophore-based. Chromophores are molecular groups that absorb light with no subsequent re-emission. Polymer filters contain chromophores either as part of their molecular structure (intrinsic) or as guests (extrinsic) in the polymer host [30].

5.4.1 Fabrication

Essentially all semiconductor deposition methods can be employed to deposit thin films for absorption filtering. CVD, low pressure CVD (LPCVD), PECVD, pulsed laser deposition (PLD), and MBE are the most common [159]. For some materials, the absorption edge can be tailored by controlling the deposition conditions.
Figure 5.5: a) Absorption coefficient spectra of some common semiconductors and a chromophore, BTA, in an acrylic polymer host. Semiconductor data adapted from [31, 157, 158]. Data for 37 vol% BTA in acrylic are experimental results from our laboratory. b) Transmission spectra calculated from the absorption coefficient spectra.
For example, the bandgap of hydrogenated amorphous silicon has been varied from 1.2 eV to 3.3 eV by adjusting pressure and gas flow rates during PECVD [160].

The main advantage of polymer filters is that they can be deposited and patterned simply and at low cost by a wide variety of methods, usually at room-temperature, with minimal residual stress even in thick films. Polymers can be deposited by spin-coating or casting (for thicker layers) when the polymer is either a precursor that requires a curing step or a polymer dissolved in a solvent that evaporates. Curing methods vary depending on the polymer: some are cured by ultraviolet exposure, whereas others require a thermal cycle or the addition of a cross-linking agent.

5.4.2 Advantages & Limitations

Fabrication is more straightforward for absorption filters than for interference filters, since it requires only a single layer and no tight tolerances. Another advantage is that, unlike for multi-layer filters, the response of the filters is independent of the angle of incidence. On the other hand, a disadvantage of absorption filters is their limited tailorability compared with interference filters; instead, the material must be chosen to be compatible with a specific fluorophore, which can entail complete changes in fabrication methods for different applications of the same device.

Semiconductors show a remarkable ability to absorb ultraviolet light. For example, high energy ultraviolet light (200 nm) is reduced by a factor of 3 in only 10 nm of silicon. However, a major drawback is their lack of dichroism. As can
be seen in Figure 5.5, the absorption coefficient for some materials is non-zero from the ultraviolet to the infrared regions of the electromagnetic spectrum. This means that 0 dB transmission of short Stokes shifted fluorescence emissions is impossible with most semiconductor filters. Though this is not an issue for high brightness applications, it is in assays with low fluorophore concentrations.

For polymeric filters based on absorption by a chromophore mixed into the polymer matrix, the spectrum can be modified through the choice of the chromophore, but the dye must be soluble in the host. Extrinsic chromophores loaded into an optically clear matrix can offer high rejection, as shown in Figure 5.5. Rejection can be increased without increasing film thickness by adding more chromophore to the host, until it saturates. Dandin et al. [161] demonstrated the loading of 2-(2-hydroxy-5-methylphenyl) benzotriazole, BTA, which is a photo-stable UV-absorbing chromophore, into several polymers. They were able to achieve -45 dB rejection of excitation wavelengths and -1.5 dB transmission of emission wavelengths in only 1 μm thick films. In addition, the chromophore exhibits dichroic behavior, so the absorption edge was steep. It should be mentioned that loading of photo-active organic compounds into polymers has previously been proven to be effective in other commercial applications, such as thin-film polymer displays [27], [25], multi-wavelength photoresists [26], photostabilization of polymers for sunlight protection [30], [28], and cataract surgery [29].
5.4.3 Demonstrated Devices

Several devices in the literature have made use of single-layer absorption filters. The first that we review in this section, developed by Chediak et al. [106], integrated the light source, detector, and filter. These authors also presented a useful quantitative comparison of single layer semiconductor filters versus DBRs. The second, developed by Iordanov et al. [162], stands out because it integrated filters and microfluidics and, like Adams [110], used a CMOS imager.

Chabinyc et al. [163] demonstrated a device that used a polymeric filter, and similarly Kruger et al. [164] used a commercially-available gelatin filter. Hofman et al. used a millimeter-thick dye-doped PDMS film both as a microfluidic network and as a fluorescence filter [23]. These devices are not discussed further here because of the thicknesses of the polymer filter films; however, they do illustrate the technique of loading chromophores into optically clear polymers for fluorescence sensing applications.

5.4.3.1 Cadmium Sulfide Filters

Chediak et al. [106] demonstrated a micro-fluorometer based on the heterogeneous integration of CdS filters with InGaN LEDs Figure 5.6. CdS was used because of its sharp absorption edge at 513 nm (20 nm wide): the device was used to detect blue-excited, green-emission fluorophores.

This device configuration was essentially the same as the one in Figure 5.4, but without a lens. It consisted of two modules. The sensing module included a
silicon photodetector onto which the CdS filter was deposited by PLD. An InGaN LED (primarily blue emission) grown on sapphire was bonded to an aluminum bondpad that had been deposited and patterned over the filter to provide electrical connection. The aluminum served a critical secondary role as a reflector of the weaker green emission of the LED: these wavelengths lay in the transmission band of the filter and had to be blocked. A separate sample-containing module consisted of analysis chambers and a microfluidic network formed in PDMS. The PDMS was bonded to a glass substrate and positioned 2 mm above the LED.

The authors characterized a 2.4 µm CdS film. It had -60 dB rejection of the excitation light at 470 nm (i.e. 99.9999% of the light blocked, or 10^-6 of the light transmitted) and -4 dB (40%) transmission of the fluorescent wavelength (513 nm). However, only a 1.2 µm film was used in the prototype, and its rejection and transmission metrics were not provided. From Figure 5.5 and the Beer-Lambert law we estimate the transmission to be -30 dB at the excitation wavelength and -0.05 dB at the emission wavelength of the fluorophore. The device was able to detect a concentration of fluorescein as low as 0.12 µM. The authors likely used a thinner film in order to enhance transmission of the fluorescence and increase device sensitivity.

5.4.3.2 Poly-Si Filters

Iordanov et al. used a single layer of poly-crystalline silicon (polySi) to filter ultraviolet light but transmit light at 450 nm to a custom-made CMOS imaging array (Figure 5.6) [162]. They fabricated a microfluidic network over the sensor
and used the device to perform enzymatic analyses, specifically monitoring NADH concentration. They used the imager for monitoring fluorescence on different areas of the chip.

After completion of the CMOS fabrication process, the polySi thin film filter was deposited using LPCVD over the passivation layer. Filtering characteristics were improved if the grains of the polySi were enlarged through a subsequent pulsed XeCl excimer-laser annealing step. A microfluidic network was built on top of the filter using the negative photoresist SU-8. Packaging and integration issues must have been challenging but were not explicitly addressed. The authors reported that the device detected fluorescence with 35 dB selectivity (ratio of the signal from the fluorescence to the signal from the excitation light). Unfortunately, they did not

Figure 5.6: A microfluidic channel module assembled with a detector chip that has a CdS filter and Si photodetector onto which an LED has been mounted over an Al bond pad [106].
provide results characterizing the performance of the filter alone.

### 5.4.3.3 Polymer-Based Filters

Chabinyc et al. demonstrated a simple fluorescence sensing system that employed polycarbonate as a filter [163]. This system was not integrated, but rather used a multimode optical fiber inserted into a microchannel fabricated in PDMS to couple light into the microchannel. A commercial micro-scale avalanche array detector was embedded into the PDMS at the other end of the channel. The avalanche array detector was coated with 80 µm of polycarbonate.

The device was calibrated by filling the channel with known concentrations of the fluorophore in water. The sensor was able to reproducibly detect concentrations as low as 25 nM. No data were reported on the spectral characteristics of the polymer filter.

### 5.4.3.4 Aqueous Filters

Schueller et al. [165] and Chen et al. [166] demonstrated absorption filters using water-soluble dyes that were spatially patterned using an array of parallel microfluidic channels. These systems have the advantage of being able to reconfigure the filter during operation for different desired characteristics by filling the channels with fluids having different optical densities and different spectral characteristics. However, this technique has not yet been demonstrated in fluorescence-based systems.
Thus far we have reviewed filtering approaches that prevent the excitation light from reaching the detector by either reflection (through interference) or absorption. A relatively new approach is to collect both fluorescence and excitation components and discriminate between the two electronically. This is possible because semiconductor detectors are spectrally selective, as implied by the absorption coefficient curves shown in Figure 5.5. Multi-color sensors can be obtained by exploiting this spectral selectivity.

The physical principles are identical with those responsible for the operation of absorption filters namely, that absorption is a function of both material composition and wavelength. Absorption of photons above a critical energy in a semiconductor creates electron-hole pairs that can be separated and collected. These carriers may be used to produce a current, charge, or voltage signal that is directly proportional to the intensity of the incident light. Three devices that use these principles are described in this section.

One method for realizing spectrally selective sensors is by using a variety of different semiconductors. Clearly, different semiconductor materials can exhibit distinctly different spectral responses as a result of the underlying differences in their electronic properties.

The second approach makes use of the fact that light of different wavelengths is absorbed at different depths in a semiconductor photosensor, giving spectral selectivity within a single material. Shorter wavelength photons are absorbed at the
surface, longer wavelength photons deeper in the material, although both decrease exponentially by the Beer-Lambert law. Spectral components can be separated by collecting photo-generated carriers at different depths using, for example, three vertically-stacked p-n junctions as illustrated in Figure 5.7 [167]. The p-n junctions of such a pixel have different, broad spectral responses, or selectivities, similar to the responses found in cones, the photosensitive cells of the retina. Even if each junction is sensitive to all of the incident wavelengths, it is differently sensitive to each, and so to identify the intensities of the 3 known wavelengths from the 3 broad spectral bands is a simple matter of solving a set of algebraic equations.

5.5.1 Fabrication

Layered semiconductor structures can be constructed using standard CMOS fabrication techniques, a significant benefit for integration. These architectures are not limited to silicon, though: the deposition processes discussed previously for other semiconductor materials can also be applied to the construction of spectrally selective detectors.

5.5.2 Advantages and Limitations

Multi-color sensors are of significant importance to micro-scale fluorescence-based systems. The architectures discussed so far targeted specific applications and are limited because they can only accommodate specific fluorophores. Multi-color sensors offer more versatility because they can detect several emission wavelengths.
Figure 5.7: Multiple p-n junctions at different depths collect different spectral components of the fluorescence, $\lambda_1$, $\lambda_2$, $\lambda_3$. The excitation light ($\lambda_{ex}$) is blocked by the filter. b) Spectral selectivities of each of the three coincident p-n junctions. Figure adapted from [168].
Unfortunately, the spectral components collected by a multi-color sensor might not match the fluorescent wavelengths for a specific application, which could reduce the accuracy of the intensity estimation. This would occur because the spectral selectivity is determined primarily by the material properties, rather than by components in the system design such as readout circuits or physical layout. Therefore, it is necessary to tightly control film deposition parameters and it may be necessary to tweak the fabrication process. In most cases this is impractical or prohibitively expensive for CMOS technologies. For this reason, it may be advantageous to combine the fabrication of such sensors with the micro-machining of the optical filters.

5.5.3 Demonstrated Devices

Two macro-scale devices that demonstrate the use of spectrally selective detectors for fluorescence sensing can be found in the literature; this concept has not yet been used in an integrated device. The first, by Starikov et al. [169] used several MBE-grown diodes in order to obtain a wide range of spectral characteristics. This work is remarkable because it also made use of the detectors as light sources. The second device, developed by Maruyama et al. [170], [171], is important because it shows the use of a CMOS-fabricated photogate pixel to achieve fluorescence detection. Neither of these devices made use of an optical filter.
5.5.3.1 Heterojunction Detectors

Starikov et al. [169] demonstrated the use of spectrally selective photodetectors in detecting multi-wavelength fluorescence. The photodiodes were p-n heterojunctions of the wide bandgap semiconductors AlGaN and InGaN, which were fabricated by molecular beam epitaxy. Optical selectivity was achieved by varying the composition of the AlGaN/InGaN alloy to achieve different emission and photoresponse spectra in different devices. The diodes could be toggled on or off to serve either as photodetectors or light sources.

Multi-wavelength fluorescence detection was achieved by placing 8 diodes, with spectral characteristics ranging from the ultraviolet to red, in a circular pattern around an analysis chamber containing the analyte. The diodes were used for either excitation or collection of the fluorescence. Assays with several fluorophores (fluorescein, chlorophyll, pyrene, green fluorescence protein (GFP), and red fluorescence protein (RFP)) were conducted as a proof of concept. A detection limit of 2 nM of fluorescein was achieved.

5.5.3.2 Photogate CMOS Pixel

Maruyama et al. [170], [171] extended the concept of Figure 5.7 by using a photogate pixel for collection of fluorescence. Rather than stacking a series of junctions, the depth of the sensing region was controlled by the voltage applied to the photogate. A photogate is a single-element surface-channel charge-coupled device. Photo-generated charges are collected in a depletion area formed underneath
the photogate, which in this case was formed using poly-Si over a p-n junction formed by a moderately doped p-type region (p-well) in a lightly doped n-type substrate.

By varying the gate voltage, these authors were able to vary the collection depth, and thus to modulate the spectral responsivity of the device. The pixel was fabricated using standard CMOS technology and was able to discriminate between blue and green wavelengths without the use of a filter. The sensor was used to detect a solution containing double-stranded DNA labeled with the fluorescent nucleic acid stain SYBR-Green, with an estimated detection limit of 10 µM.

5.6 Light Guiding Elements

Thus far, we have reviewed on-chip filtering and detection techniques based on optical interference and light absorption. A completely different approach consists of exploiting ray optics to achieve separation of excitation and fluorescence, either with waveguides or with microfabricated free-space optical elements. The basic idea in both cases is to use geometry and optics to prevent the excitation light from falling on the detector. This is possible because the excitation light is collimated, and can therefore be guided, while the fluorescence is emitted in all directions. Lenses, gratings, mirrors, and prisms have been miniaturized for this purpose. A wealth of information is available on the fabrication and integration of these elements for other types of micro-spectrometers [16], [172]. In this section, we review those devices that have used light-guiding elements to achieve at least some degree of on-chip filtering.
5.6.1 Fabrication

The fabrication methods used to produce miniature fluorescence sensors based on filterless techniques vary greatly because of the large variety of implementations. Thus, fabrication information is provided below, together with each of the demonstrated devices.

5.6.2 Advantages and Limitations

Filtration of excitation light without a thin film filter is attractive because it can be achieved using free-space optical elements simply by collimating the excitation and positioning the detector away from the optical path. The waveguiding schemes provide the same advantage, but can be limited by the performance of the waveguide. Non-idealities due to fabrication imperfections, such as waveguide sidewall roughness, or to misalignment in coupling the excitation light into the waveguide affect the extent to which the fluorescence is guided without loss and the extent to which the excitation light is excluded from the detector.

Another attractive feature, if not the most important, is the ability to combine this filtering approach with those previously discussed. We presented the Thrush and Chediak devices as architectures using thin-film filters, but positioning played an important role in preventing the excitation light from falling on the detector. Thrush (Figure 5.4) used the vertical emission of the VCSEL to ensure that minimal excitation light reached the filter-protected detectors and a microlens to focus maximum fluorescence light onto the detectors. In later work, Thrush incorporated metal
sidewalls on the detector to enhance optical isolation and rejection levels [120,122]. Similarly, the Chediak architecture (Figure 5.6) used positioning to avoid saturating the fluorescence collected by the CdS-protected detector.

Unfortunately, measurements that describe the extent to which rejection has been achieved or to which fluorescence has been collected with miniaturized light-guiding technologies have not been reported: metrics analogous to absorption and transmission for filters have not been developed to characterize the performance of filterless devices. Rather, it has been more common to report the signal to noise ratio (SNR). This makes comparison among different device types difficult, since the SNR depends not only on fluorescence signal, but also on the photodetector characteristics, such as the dark current level or other sources of electronic noise.

5.6.3 Demonstrated Devices

The light-guiding approach has been popular, with quite a few devices reported in the literature [173–190]. The majority of these devices make use of orthogonal or angled positioning of the waveguides to obtain some degree of spectral separation. However, most of them still rely on off-chip filters or spectrometers to completely isolate the fluorescence from the background excitation light.

Another approach is to use micromachined free-space optical elements to achieve on-chip filtering. Two of these that demonstrate the free-space optical element approach are reviewed here as representatives of the types of architectures that have been employed. The first, by Roulet et al. [180–182], integrated microlenses
with microfluidic modules. The second, by Zeller et al. [178], demonstrated excitation and sensing with a single microfabricated grating.

5.6.3.1 Waveguides and Fiber Optics

The classical definition of the term waveguide is any structure that routes electromagnetic energy. An optical fiber is a special type of waveguide that guides electromagnetic energy in the visible range by total internal reflection. In the integrated fluorescence sensing literature, the term waveguide has been used to refer to microfabricated light conduits. The principle of operation of both waveguides and optical fibers in fluorescence sensing is the same, i.e. the separation of fluorescence from excitation light is achieved in the same manner.

Quite a few researchers have used microfabricated waveguides to achieve separation of fluorescence from excitation light [68–70, 72, 86, 94, 174, 183–189] while several others have used optical fibers [80, 176, 178, 179]. There are two types of waveguide/fiber-based architectures in the literature. The first confines both the excitation and the fluorescence in the plane of the microfluidic channel as shown in Figure 5.8a). The second excites perpendicularly to the plane of the microfluidic channel and collects the fluorescence laterally through a waveguide as illustrated in Figure 5.8b). Alternatively, it is also possible to excite fluorophores in-plane and collect the fluorescence out of plane (Figure 5.8c)).

Fabrication of these devices is typically achieved through soft lithography\textsuperscript{6}. However, the procedure is dictated by the choice of the substrate. Other machining

\textsuperscript{6}Soft lithography is a micromachining technique utilizing soft materials (polymers).
Figure 5.8: Sketch of geometries typically used in waveguide-based devices.  a) Fluorescence and excitation are confined in-plane, but the fluorescence is collected at a different angle than the collimated excitation.  b) Fluorophores are excited from the top, and fluorescence is collected laterally (out of the page).  c) Fluorophores are excited laterally (into the page) and fluorescence is collected perpendicularly.
techniques, such as wet and dry etching, can also be used.

The separation obtained using waveguide-based approaches is only partial. One can never position the waveguides in such a way as to achieve complete isolation between wavelengths. Therefore, these devices often require an off-chip filter or spectrometer to increase sensitivity.

5.6.3.2 Micro-Lenses

The concept behind the Roulet device [180–182] was combining illumination at an angle (geometry) with focusing by lenses (optics) to direct the excitation beam onto the sample and then away from the detector. The first set of lenses was placed on one side of a glass substrate containing microfluidic channels to converge the excitation beam onto the sample (Figure 5.9). The second set was placed on the opposite surface of the substrate, behind the channels, to deflect the excitation beam away from the photodetector. A fraction of the omnidirectionally-emitted fluorescence light reached the detector, which was on another substrate.

The microlenses were fabricated by patterning layers of photoresist on both sides of a previously micromachined Pyrex microfluidic chip. The chip was placed in an oven to melt the resist, which contracted into lens shapes by surface tension. The authors adjusted the process parameters to produce the desired focal lengths. Nearly 30% of the fluorescence light, the portion that heads into the substrate and toward the detector, was collected with this configuration; the detector yielded an SNR of 21 dB. The authors demonstrated the successful detection of 10 nM of the
Figure 5.9: Cross-sectional sketch of a device based on free-space optical elements, showing a mechanism for separating fluorescence light from the excitation beam using lenses 132. Photoresist lenses were microfabricated on the top and bottom faces of a glass substrate (gray) containing microfluidic channels, which run perpendicular to the page. Copyright ref. [181]

fluorophore Cy5.

5.6.3.3 Microfabricated Diffraction Gratings

Zeller et al. [178] demonstrated that filterless fluorescence could be realized with only a single grating. The fabrication of this device began with the fabrication of a mold by etching the grating pattern into a silica substrate and coating it with gold; this served as a mold for producing an electroplated nickel stamp. The resulting stamp was used to transfer the grating pattern onto a polycarbonate sheet. Subsequently, a titanium oxide waveguide was formed on the back side of the sheet, on top of the grating.
The operation of the device is illustrated in Figure 5.10. TM\textsuperscript{7} polarized light from a laser was coupled into the waveguide via the grating. Molecules adsorbed on top of the waveguide were illuminated by the TM mode of the laser beams evanescent tail. The fluorescent light emitted by these molecules was coupled into TM and TE modes in the waveguide. These modes were again coupled out by the same grating, at different angles of diffraction for the different modes and wavelengths. The detector was placed at the diffraction angle for the TE mode of the fluorescent light in order to collect the fluorescence signal and not the excitation light from the laser, which appeared at the diffraction angle for the TM mode of the excitation light. The authors demonstrated the successful detection of 10 nM of Cy5-tagged species. No detection limit or SNR were reported.

5.7 Summary of Achieved Device Performance

The performance metrics of the various miniature fluorescence sensors are summarized in Table 5.1.\textsuperscript{8} Two fundamental metrics are given when they were provided by the authors: the rejection and transmission levels\textsuperscript{9} of the filters which we reported in decibels (on a $10 \times \log_{10}$ basis). In the following two subsections, attractive features of each of the technologies are summarized based on their rejection and transmission levels, and then on the fabrication methods.

\textsuperscript{7}Transverse magnetic (TM) and transverse electric (TE) modes are solutions to Maxwell's equations which specify the intensity patterns of a propagating electromagnetic field. For TM modes there is no magnetic field in the direction of propagation, and for TE modes there is no electric field in the direction of propagation.

\textsuperscript{8}The numbering of the references follow that of the original paper [54].

\textsuperscript{9}As previously mentioned, we are referring to the intensity of the light that is rejected/transmitted.
Figure 5.10: Polarized TM excitation light at wavelength $\lambda_{ex}$ is incident at an angle $\theta_{ex}(TM)$ on fluorescently tagged molecules immobilized above a grating. The incident beam is diffracted through an angle $2\theta_{ex}(TM)$, away from the detector, while the fluorescent emissions are coupled into the waveguide and diffracted out of the waveguide at an angle $\theta_{em}(TE)$ [178].
Reported detection limits are also included in Table 5.1: these indicate the performance of the devices in the assays for which they were designed. However, these figures cannot be used as a metric for comparison between sensors if the fluorophore is different, or in fact even if the fluorophore is the same since the emission intensity of the fluorophores depends on conditions such as pH and temperature. Therefore comparing sensors based on their detection limits is inappropriate unless care has been taken to reproduce exactly the same conditions.

The most valuable feature of interference filters is the tailorability of the stop-band, which can be placed in arbitrary ranges of the electromagnetic spectrum. Furthermore, their steep absorption edges allow the highest percentage of fluorescence photons to be collected and make this the only type of filter that can be used with fluorophores having small Stokes shifts. However, the angular sensitivity of their spectral characteristics may further limit their applications.

Semiconductor bandgap filters, on the other hand, have shown excellent rejection levels in the ultraviolet. While their non-zero absorption at fluorescent wavelengths is less than ideal for applications with low fluorescence intensity, it is preferable to the loss in sensitivity from insufficient rejection. The 2.4 µm CdS filter developed by Chediak et al. [106], for example, rejected the excitation light to -60 dB while still transmitting 40% of the fluorescence. For absorption filters in general, transmission levels are best for long Stokes shifted dyes.

Spectrally selective detectors also exploit the absorption characteristics of
## Table 1  Performance synopsis for demonstrated miniaturized fluorescence sensors

<table>
<thead>
<tr>
<th>Filter characteristics</th>
<th>Thickness/μm</th>
<th>Excitation wavelength/nm</th>
<th>Emission wavelength/nm</th>
<th>Absorption edge location/nm</th>
<th>Absorption edge width/nm</th>
<th>Rejection/dB</th>
<th>Transmission/dB</th>
<th>Fluorophore</th>
<th>Detection limit/nM</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interference only</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiO₂, TiO₂</td>
<td>490</td>
<td>515</td>
<td></td>
<td></td>
<td></td>
<td>-13</td>
<td>-1.05</td>
<td>fluorescein</td>
<td>85 000</td>
<td>Burns⁵¹,⁵⁶,⁵⁷</td>
</tr>
<tr>
<td>SiO₂, Si₃N₄</td>
<td>488</td>
<td>515</td>
<td>500</td>
<td>15</td>
<td></td>
<td>-20</td>
<td>-1</td>
<td>TAMRA</td>
<td>10 000</td>
<td>Adams⁵²</td>
</tr>
<tr>
<td>SiO₂, TiO₂</td>
<td>530</td>
<td>580</td>
<td></td>
<td></td>
<td></td>
<td>-30</td>
<td>-1</td>
<td>rhodamine 6G</td>
<td>1000</td>
<td>Kim⁵⁸</td>
</tr>
<tr>
<td>SiO₂, TiO₂</td>
<td>2.3</td>
<td>530</td>
<td>580</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Shin⁵⁹</td>
</tr>
<tr>
<td><strong>Absorption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PolySi</td>
<td>1.5</td>
<td>365</td>
<td>450</td>
<td></td>
<td></td>
<td>-20</td>
<td>-1.05</td>
<td>NADH, DiFMUP</td>
<td>25</td>
<td>Iordanov¹¹¹</td>
</tr>
<tr>
<td>Polycarbonate</td>
<td>80</td>
<td>360</td>
<td>510</td>
<td></td>
<td></td>
<td>-40</td>
<td>-1.6</td>
<td>fluorescein</td>
<td></td>
<td>Chabinyc¹¹²</td>
</tr>
<tr>
<td>Dye-loaded PDMS</td>
<td>3000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hofmann¹¹⁴</td>
</tr>
<tr>
<td><strong>Ray optics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micro-lenses</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microfabricated grating</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waveguides and fiber optics</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waveguides and fiber optics</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microprism</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orthogonal geometry</td>
<td>540</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Spectrally selective detectors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photogate CMOS pixel</td>
<td>N/A</td>
<td>470</td>
<td>520</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-wavelength III-V</td>
<td>N/A</td>
<td>371–651</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>detectors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Filter + ray optics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interference + directional source + lens</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandgap absorption filter + directional source</td>
<td>1.2</td>
<td>475</td>
<td>510</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Thrush³⁴,⁵⁵,⁶⁰-⁶⁴</td>
</tr>
</tbody>
</table>

* By our calculations.  † Best value is reported.
semiconductors, since they are a function of wavelength: the absorbance at energies above the bandgap increases monotonically with frequency. However, rejection is only moderate: -25 dB in experiments by Maruyama [170, 171] (this was demonstrated with LEDs rather than in fluorescence measurements).

It is clear that no one of these filtering approaches alone yields the high rejection in the stopband with the high transmission in the passband that will be necessary for the next generation of devices. There are two approaches to improving the performance. One is to combine interference or spectrally selective filtering with additional absorption filtering, as done in Starikov [169]. Another is to combine these approaches with light separation methods that employ positioning, micro-optical elements, and/or light guiding to achieve the bulk of the rejection.

5.8 Proposed Performance Standards

In the interest of furthering progress in the field, we propose a set of performance standards for characterizing the spectral selectivity of miniaturized fluorescence sensors. Such metrics will permit the fair comparison of widely disparate approaches in order to allow better design of micro-fluorometers at the system-level for µTAS applications.

Fluorescence sensing systems can be divided into three parts: the optical components that determine how much of the excitation and fluorescence light falls on the area of the detector, the filter over the detector, and the detector itself. The overall performance of the sensing system is determined by the responsivity $R$ and
the noise $N$. Responsivity is a general term for an input-output characteristic, and in the case of photodetectors it has the specific meaning of the electrical output produced in response to a particular optical input intensity; which typically has units of $A/W$ or $V/W$. The overall noise power $N$ is the sum of photon shot noise and detector noise. The arrival of photons is a random Poisson process, so both noise power and signal-to-noise power ratio are proportional to the flux of photo-electrons in the detector. Photon noise sets a lower bound on the overall noise power [157].

The overall responsivity $R$ of the system is the product of the detector responsivity with the composite transfer efficiency for the system components (defined in the following sections)

$$R_{\text{system}}(\lambda) = R_{\text{detector}}(\lambda) \times 10^{0.1\times[H_{\text{filter}}(\lambda)+H_{\text{geometry}}(\lambda)+H_{\text{loss}}(\lambda)]} \quad (5.1)$$

where the responsivities are represented on a linear scale and the composite transfer efficiency is the sum of individual transfer efficiencies, which are represented on a log scale as $10 \times \log_{10}(\text{output intensity} / \text{input intensity})^{10}$. In order to allow comparison of different systems without reference to specific fluorophores, these responsivities and transfer efficiencies should be given as a function of wavelength.

At a minimum, if it is impossible to obtain these spectra, the responsivities and transfer efficiencies should be provided for the excitation and peak fluorophore emission frequencies. In the case that only the overall $R_{\text{system}}$ can be obtained, $R_{\text{system}}(\lambda_{\text{ex}})$ and $R_{\text{system}}(\lambda_{\text{em}})$ can always be found using a standard procedure (Sec-

\[\text{10}^{\text{The composite transfer efficiency would be the product of the individual transfer efficiencies if they were expressed on a linear scale, but it is the sum when expressed in dB.}]
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5.8.1 Detector Metrics

Since all detectors are spectrally selective, at least to a certain extent, the detector itself performs some spectral filtering. (This effect is exploited in the multiwavelength spectrally selective detectors, Section 5.5.) A metric that represents this phenomenon is the quantum efficiency (QE) of the detector, defined as the probability that an incident photon creates a photo-electron. The way in which each photo-electron contributes to the detector output signal varies according to the details of the detector; a metric that represents the overall conversion from incident photon to detector output is the responsivity $R_{\text{detector}}$, defined as the ratio between the electrical output signal and the incident optical intensity. The responsivity of the detector should be provided as a function of wavelength, $R_{\text{detector}}(\lambda)$.

$$R_{\text{detector}}(\lambda) = \frac{\text{electrical output signal}}{\text{incident optical power}}$$  \hspace{1cm} (5.2)

There are standard methodologies for experimentally determining quantum efficiency and responsivity [191,192]. The general approach to measuring responsivity is to provide a known optical intensity at a known wavelength as input to the detector and to measure the detector response. For different detectors the electrical output response may be in the form of voltage, current, or charge, which may be sampled using standard techniques. The optical intensity may be calibrated using another detector whose response is calibrated in the spectral range of interest. Because light
beams diverge (i.e., increase in diameter) as they propagate, it is important to ensure that the distance between the light source and the detector remains the same for different measurements. In order to obtain reliable measurements it is also necessary to ensure spatial uniformity of the light source; for best results this is done using an integrating sphere\textsuperscript{11} but in many cases simple diffusers may be adequate.

The intensity of the light source should be adjusted by setting the source at its maximum intensity and inserting neutral density filters into the light path rather than by using electronic controls, since in general the spectral characteristics of a light source vary with bias conditions.

Whereas quantum efficiency reflects the probability that an incident photon generates a photo-electron, responsivity reflects the overall conversion from optical input to electrical output. Thus the responsivity is the quantum efficiency multiplied by the internal gain of the photodetector. Typically, responsivity can be measured directly from the detector output, but determining quantum efficiency requires an estimate of the internal gain from generated photo-electrons to output response, which usually cannot be measured directly and must be estimated using statistical methods. Reviewing these methods is outside the scope of this paper, but they are detailed in ref. [191, 192].

The minimum detectable signal is determined by the noise and is commonly taken to be the root mean square (RMS) noise, the square root of the noise variance. Signals in real detectors will be degraded by photon shot noise as well as noise sources

\textsuperscript{11}An integrating sphere is an optical component consisting of a hollow cavity with its interior coated for diffuse high reflectance, having relatively small holes for entrance and exit ports. It serves as an ideal diffuser, scattering and distributing incident light rays so that the outgoing light is spatially uniform.
including shot noise from bias currents, flicker noise (also known as 1/f noise), and thermal noise from thermal agitation of charge carriers. At low intensities, the noise is typically dominated by dark noise resulting from leakage currents in the detector [25]. Ideally, the power spectral density of the detector noise should be provided as a function of both temporal frequency and intensity [193]. The RMS noise is the square root of the spectral density integrated over all temporal frequencies and can be determined from measurements of the detector output using standard techniques [194]. The power spectral density can be measured using a spectrum analyzer, and the RMS noise can be estimated as the standard deviation of an ensemble of samples of the output signal from the detector. At a minimum, the RMS noise $\sigma_{\text{detector}}(\Gamma)$ as a function of input intensity $\Gamma$ should be provided (under the assumptions that the detector is a linear system, and that detection is performed using a single measurement with no temporal filtering or signal modulation). In order to allow comparison of different systems without reference to temporal filtering and signal modulation strategy, the power spectral density of the detector noise should be provided as a function of temporal frequency $f$ and intensity, $N_{\text{detector}}(f, \Gamma)$.

5.8.2 Filter Metrics

Table 5.1 shows that few authors report the characteristics of the filters used in their systems. We recommend that such information always be provided by reporting the transmission spectrum of the filter. This is an important design parameter that allows one to estimate the performance of a micro-fluorometer with a wide
variety of fluorophores. In addition, it allows devices to be categorized by their transition wavelengths and their rejection and transmission levels.

Because it is difficult to discern variations in low-transmission regions in spectra reported in linear units or from absorption coefficient data, transmission measurements should be reported in decibel units. As mentioned previously, this has not been the norm, since in other fields absorption spectra have traditionally been reported in a variety of other units. For detecting low fluorescence levels, however, it is necessary to distinguish levels below 20 dB, such as between 30 and 50 dB, which appear as zero on a linear scale. Also, the dB representation better shows the passband to stopband transitions than does the absorption coefficient (Figure 5.5a).

The transfer efficiency of the filter is equal to its transmission, given by

\[ H_{\text{filter}}(\lambda) = T(\lambda) = 10 \log_{10} \left( \frac{I(\lambda)}{I_0(\lambda)} \right) \] (5.3)

where \( I(\lambda) \) is the intensity of light \((\mu W/cm^2)\) after filtering and \( I_0(\lambda) \) is the intensity of light incident on the filter.

The absorption edge or cutoff wavelength \( \lambda_c \) and the absorption edge width \( w \) define the transition between stopband and passband. The former determines the excitation sources and fluorophores that can be employed, while systems with large \( w \) are restricted to use with fluorophores that have large Stokes shifts. The standard definition for \( \lambda_c \) for an electronic long-pass filter is the wavelength at which the transmission is -3 dB. The upper frequency limit of the passband is defined as a given fraction of \( \lambda_c \), and the stopband is defined as the frequency range for which the
Figure 5.11: a) The transmission spectrum of a 1 µm thick CdS film. The solid circles and shaded region indicate the absorption edge width $w$ and cut-off wavelength $\lambda_c$. b) The application of the FWHM technique to the first derivative of the transmission spectrum (in dB).
transmission is less than a specified arbitrary value, such as -20 or -40 dB. However, these definitions are problematic for optical filter transmission spectra, which do not have the ideal characteristics illustrated for a long-pass filter by the dashed line in Figure 5.1, and which do not have specified roll-off slopes but varying slopes that we wish to characterize.

We propose an algorithm that determines the absorption edge and the absorption edge width from measured data. The technique extends to all types of optical filters. The absorption edge $\lambda_c$ is specified as the wavelength at which the first derivative of the transmission spectrum is maximized. The absorption edge width is specified as the full width at half maximum (FWHM) of the first derivative. Thus, the lower and upper limits of the absorption edge width, $\lambda_s$ and $\lambda_p$, are the wavelengths on either side of $\lambda_c$ at which the first derivative is half of its maximal value (in dB). These definitions are illustrated in Figure 5.11 and Figure 5.12, in which these procedures have been applied to data from absorption and interference filters. The definitions of absorption edge $\lambda_c$, absorption edge width $w$, and transmission and rejection levels $T_{pb}$ and $T_{sb}$ are described by the following equations.

$$\lambda_c \equiv \arg_{\lambda} \max \frac{dT(\lambda)}{d\lambda}$$  \hspace{1cm} (5.4)

$$\frac{dT(\lambda_s)}{d\lambda} \equiv \frac{1}{2} \max_{\lambda} \frac{dT(\lambda)}{d\lambda}, \hspace{0.5cm} \lambda < \lambda_c$$  \hspace{1cm} (5.5)

$$\frac{dT(\lambda_p)}{d\lambda} \equiv \frac{1}{2} \max_{\lambda} \frac{dT(\lambda)}{d\lambda}, \hspace{0.5cm} \lambda > \lambda_c$$  \hspace{1cm} (5.6)

$$w \equiv \lambda_p - \lambda_s$$  \hspace{1cm} (5.7)
Figure 5.12: a) The transmission spectrum of a 1.2 µm-thick interference filter. The solid circles and shaded region indicate the absorption edge width $w$ (shaded region) and cut-off wavelength $\lambda_c$. The inset shows a finer view of $\lambda_c$ and $w$. b) The application of the FWHM technique to the first derivative of the transmission spectrum (in dB).
\[ T_{sb} \equiv T(\lambda_s) \quad (5.8) \]
\[ T_{pb} \equiv T(\lambda_p) \quad (5.9) \]

However, these computations are problematic when the curve is not smooth. Under these circumstances it may be necessary to apply a smoothing operation to the data prior to computing the derivative. For example, a 5-point smoothing average was performed on the transmission data shown in Figure 5.11. Smoothing should be kept to a minimum, since it artificially broadens the spectrum.

If the system has multiple filtering stages (i.e. from packaging materials such as PDMS), their individual as well as cumulative responsivities should ideally be provided. Note that \( H_{filter}(\lambda) \) may be somewhat different for the excitation and fluorescent light, since they travel through different optical paths in the system. For example, sometimes a spectral filter is placed in the excitation light path in order to restrict the spectral bandwidth of the excitation light, so that this filter is included in \( H_{filter} \) for the excitation light, but this additional filter is irrelevant for the fluorescent light because it is not positioned between the sample and the detector. After the sample, the spectral filtering is identical for both.

5.8.2.1 Absorption Filter Spectra

For absorption filters, it is difficult to specify the absorption edge location and width from absorption coefficient spectra (Figure 5.5). Absorption coefficients typically decrease monotonically as the wavelength increases, never reaching zero and with variations in the slope. This is true for the spectrum of CdS (Figure 5.5a), to
which the proposed algorithm is applied in Figure 5.11 (computed from the absorption coefficient spectrum using the Beer-Lambert law for a hypothetical 1 µm film). The top panel shows the transmission spectrum alongside computed locations of the edge and edge width, and the bottom panel shows the first derivative from which these metrics were obtained. The wavelength at which the first maximum occurs in the first derivative is the absorption edge $\lambda_c$. The half-maximum wavelengths define the boundaries, and thus the width, of the absorption edge.

5.8.2.2 Interference Filter Spectra

Interference filters often have large ripples in the transmission band (Figure 5.2), with peak-to-peak ripple heights that can be tens of percent. The ripple positions are highly sensitive to fabrication variations, so using absolute criteria such as magnitude (i.e., -3 dB) to define absorption edge location and width might arbitrarily shift these values by tens of nm. In Figure 5.12, our suggested algorithm has been applied to the transmission spectrum for a 1.2 µm silicon nitride/silicon dioxide interference filter.

Thus far the absorption edge has been specified by a single wavelength for one stopband-passband pair, but interference filters or micromachined fluorescence sensors for multi-wavelength spectroscopy would have several absorption edge locations. In this case the definition of absorption edge and absorption edge width may be extended to describe the multiple wavelengths and widths $w_1, w_2, w_3, \ldots$ associated with the stopbands and passbands of the system. These wavelengths may be speci-
fied using the same algorithm, applied in different spectral bands to capture all the absorption edges and absorption widths of the system.

5.8.2.3 Single Number Metrics

Using the proposed technique, passbands and stopbands can be explicitly determined. Therefore we suggest that the following single-number metrics be reported for the filter if the entire transmission spectrum cannot be obtained: 1) the rejection in the stopband at \( \lambda_{ex} \),

\[
T_{sb} = 10 \log_{10} \left( \frac{I(\lambda_{ex})}{I_0(\lambda_{ex})} \right) \tag{5.10}
\]

and 2) the transmission in the passband at \( \lambda_{pb} \), \( T_{pb} \), defined analogously. Although this will not allow comparison of the filter with those in other systems, it will give an indication of the effectiveness of the filter with a particular fluorophore.

In addition to providing the ability to easily determine the filter metrics, the FWHM method also provides the capability to quantitatively compare the absorption edges of different systems. We define the attenuation factor \( \gamma \) \((dBNm^{-1})\) associated with an absorption edge as the measure of the rate of change of transmission at that edge. This metric is computed by dividing the change in transmission across the transition between passband and stopband by the absorption edge width.

\[
\gamma = \frac{T_{sb} - T_{pb}}{w} \tag{5.11}
\]
For example, the attenuation factor of the interference filter in Figure 5.12 is \( \gamma = 1.6 \text{ dB/nm} \), whereas the attenuation factor for the CdS filter in Figure 5.11 is \( \gamma = 1.1 \text{ dB/nm} \). Although this metric does not offer any insights on the absolute rejection and transmission levels around that edge, it does allow the designer to determine the relative rejection and transmission levels near the edge. This is particularly important when designing systems to detect emissions from fluorophores having small Stokes shifts. Note that the attenuation factor \( \gamma \) as defined above (in \( \text{dB nm}^{-1} \)) is distinct from the transmission loss (typically expressed in \( \text{dB cm}^{-1} \)). Although the units are similar, the former quantifies the steepness of an optical filter’s absorption edge whereas the latter is commonly used to denote the magnitude of transmission across material of a given thickness.

5.8.3 Optical Path Filtering: Coupling Efficiency

The optical part of the fluorescence sensor also requires metrics equivalent to transmission, rejection, and absorption edge location and width, since the prevalent SNR metric not only incorporates the detector performance, but also the brightness of the sample, and is thus an extrinsic rather than intrinsic quantity.

The optical path of the sensor system includes the placement of the detector relative to the light source, free-space optical elements such as lenses, and light-guiding components. For these, metrics such as \( \lambda_c \) and \( w \) may be ambiguous. Instead, the optimal wavelength for the device should be provided together with the range of usable wavelengths.
Ideally, curves showing the fraction of light falling on the detector as a function of wavelength should be provided for both the excitation light source and the fluorescent probes. This may be difficult in practice. In order to quantify the collection efficiency, we adapt the notion of *coupling efficiency* (CE), which is widely used in fiber optics to denote the efficiency of power transfer between two optical components. We quantify geometrical effects on collection efficiency by defining coupling efficiency as the fraction of light that is able to impinge on the detector area. This analysis should be performed for the excitation light source in order to quantify the degree to which the photodetector is shielded from excitation light and for light emitted by the fluorophores in order to quantify what fraction of the emitted fluorescence is able to fall upon the photodetector. The CE can be employed as a design tool to maximize collection of emitted fluorescence and to minimize collection of excitation light.

For the optical path filtering, the transfer efficiency in dB is given by

\[ H_{\text{geometry,ex}}(\lambda) = 10 \log_{10} \left[ CE_{\text{ex}}(\lambda) \right] \] (5.12)

\[ H_{\text{geometry,em}}(\lambda) = 10 \log_{10} \left[ CE_{\text{em}}(\lambda) \right] \] (5.13)

for the excitation light and fluorescent emissions, respectively. Ideally, the CE should be given as a function of wavelength, but if this is not possible the CE should be determined for the excitation and peak fluorophore emission wavelengths. Note that the optical path filtering is inherently different for excitation light and fluorescent light, since the two sources of light travel through different optical paths.
in the system.

5.8.3.1 CE for Fluorescence Light

For emitted fluorescence, the system geometry factor quantifies geometrical effects on collection efficiency that result from differences in the fraction of the total solid angle received by the detector. Typically fluorescence is emitted isotropically, so the solid angle of emission is $4\pi$. The maximum solid angle subtended by a planar detector is $2\pi$, which occurs for the special case of a detector that is large and in direct contact with the sample. Design constraints might not allow positioning of the detector in such proximity, and in many cases the solid angle subtended by the detector is significantly less than $2\pi$.

If the system has lenses to collect or redirect the light, as in Figure 5.4, their effects should be included in the CE. In the case of collection, focusing increases the amount of fluorescent light impinging on the detector, so the CE is greater than that for the detector alone. For the ideal case of a lens that focuses all the light falling on it onto the detector, the solid angle subtended by the lens may be taken as the effective detector area. (It may be possible to collect emissions from more than $2\pi$ of the total solid angle using reflective surfaces, but this has not yet been demonstrated for a micro-fluorometer.)

The CE can be determined for any system geometry. For generality, we define a function $Q$ which represents the relative light intensity as a function of the angular spherical coordinates $\theta$ and $\phi$. The function $Q$ is normalized so that
\[
\int_0^{2\pi} \int_0^\pi 2Q(\theta, \phi, \lambda) \sin \phi d\phi d\theta = 4\pi
\]  
(5.14)

For the special case of a fluorescent point source with isotropic emission, the fluorescence intensity is constant: \(Q(\theta, \phi, \lambda) = 1\).

The fluorescence CE is the ratio between the fluorescent photons impinging on the detector and the total number of fluorescent photons emitted, given by:

\[
CE_{em} = \frac{\oint_{\Omega_d} Q(\theta, \phi, \lambda) \sin \phi d\phi d\theta}{4\pi}
\]  
(5.15)

where \(\Omega_d\) is the solid angle subtended by the detector.

Determining the fluorescence CE is straightforward for fluorescent point sources with circular or square detectors (Figure 5.13), which are the most commonly used. For an ideal circular detector centered at \(\phi = 0\), the polar angle \(\alpha\) subtended by the detector is related to the detector diameter \(a\) and distance \(d\) to the fluorophores via a trigonometric relation:

\[
\alpha = 2 \cos^{-1}\left(\frac{d}{\sqrt{\frac{a^2}{4} + d^2}}\right)
\]  
(5.16)

The solid angle subtended by the detector is then given by:

\[
\int_0^{2\pi} \int_0^\alpha \sin \phi d\phi d\theta = 2\pi \left[1 - \cos \left(\frac{\alpha}{2}\right)\right] = 2\pi \left[\sqrt{\frac{a^2}{4} + d^2} - d\right]
\]  
(5.17)
Figure 5.13: Solid angle $\alpha$ for emission from a fluorophore located at the origin and intercepting a square detector a distance $d$ away with an area as indicated by the gray shading.

The fluorescence CE for this detector is thus:

$$CE_{em} = \frac{1 - \cos \left( \frac{\alpha}{2} \right)}{2} = \frac{\sqrt{\frac{a^2}{4} + d^2 - d}}{2\sqrt{\frac{a^2}{4} + d^2}}$$  \hspace{1cm} (5.18)

This function exhibits the expected asymptotic behavior, since:

$$\lim_{\alpha \to \infty} CE_{em} \to \frac{1}{2}$$  \hspace{1cm} (5.19)

and,
\[
\lim_{d \to 0} CE_{em} \to \frac{1}{2}.
\]

Likewise, the fluorescence CE for an ideal square detector centered at \( R = d \), \( \phi = 0 \) with side length \( a \) is:

\[
CE_{em} = \frac{\alpha}{2\pi} \sin \left( \frac{\alpha}{2} \right) = \frac{a}{2\pi \sqrt{\frac{a^2}{4} + d^2}} \cos^{-1} \left( \frac{d}{\sqrt{\frac{a^2}{4} + d^2}} \right)
\]

This function exhibits the same asymptotic behavior.

The fluorescence CE can just as readily be calculated for more complex geometries. For the case of an annular detector (such as in Figure 5.4), the CE is found by subtracting the CEs of two circular detectors with radii equal to the inner and outer diameters of the ring.

5.8.3.2 CE for Excitation Light

For excitation light, the coupling efficiency quantifies geometrical effects on rejection that result from differences in the fraction of excitation light that reaches the detector. For the excitation light, the function \( Q \) (Equation 5.14) would be replaced by the emission intensity \( I \), which would not generally be isotropic but would depend on position (excitation light is usually directional) and wavelength.

The excitation CE is the ratio between the excitation photons reaching the detector and the total number of photons from the excitation source, given by:
\[ CE_{ex} = \frac{\oint_{\Omega_d} I(\rho, \theta, z, \lambda) \rho \, d\rho \, d\theta \, dz}{\oint_{\Omega_s} I(\rho, \theta, z, \lambda) \rho \, d\rho \, d\theta \, dz} \] (5.22)

where \( \Omega_d \) is the solid angle subtended by the detector, \( \Omega_s \) is the total solid angle, and the excitation intensity is defined in cylindrical coordinates due to its directionality.

Most lasers emit beams that have a Gaussian profile. A Gaussian beam has a time-averaged intensity given by

\[ I(\rho, z) = I_0 \left( \frac{w_0}{w(z)} \right)^2 \exp \left( \frac{-2\rho^2}{w^2(z)} \right) \] (5.23)

where \( \rho \) and \( z \) denote the axial and radial location of the detector in polar coordinates, \( w(z) = w_0 \sqrt{1 + \left( \frac{z}{z_0} \right)^2} \) is the beam width, and \( w_0 \) is the radius of the beam waist which occurs at \( z = 0 \) \[195\]. For an ideal circular detector of diameter \( a \) positioned at the center of a Gaussian beam, this leads to a \( CE_{ex} \) of:

\[ CE_{ex} = 1 - \exp \left[ \frac{-a^2}{2w^2(z)} \right] \] (5.24)

This function exhibits the expected asymptotic behavior, since
\[
\lim_{a \to \infty} CE_{ex} \to 1, 
\]

and

\[
\lim_{z \to \infty} CE_{ex} \to 0. 
\]

Similarly, the \( CE_{ex} \) for an ideal square detector of diameter \( a \) positioned at the center of a Gaussian beam is:

\[
CE_{ex}(\lambda) = \text{erf} \left( \frac{a}{\sqrt{2}w(z)} \right)^2 
\]

Again, this function exhibits the expected asymptotic behavior.

5.8.4 Optical Path Losses

In real optical systems, additional losses will play a role in determining overall system performance. In a full description of the optical path of the system, absorption and scattering would have to be taken into account, as would focusing and numerical aperture effects. For example, two types of scattering commonly occur for the excitation light: large angle scattering due to side wall roughness of a waveguide
and small angle scattering due to interaction of the excitation light with the sample itself [105]. Both can result in unwanted excitation light falling on the detector. Also, the intensity of the fluorescence light will be attenuated as it is scattered and absorbed by materials within the system before it reaches the detector. Numerical aperture comes into play because when light exits a waveguide, it expands in the lower index of refraction medium, which would most typically be air or water. This may reduce the amount of light reaching the sample, which will reduce the excitation light as well as fluorescent light hitting the detector. These effects are difficult to model accurately, so $H_{\text{loss}}$ will usually be determined experimentally, and will represent a correction to the other components of the composite transfer efficiency and overall system responsivity as given in Equation 5.1.

For optical path losses, the transfer efficiencies in dB are given by

$$H_{\text{loss,ex}}(\lambda) = 10 \log_{10} \left[ \frac{I_{\text{ex}}(\lambda)}{I_{\text{ideal,ex}}(\lambda)} \right]$$

(5.28)

for the excitation light and

$$H_{\text{loss,em}}(\lambda) = 10 \log_{10} \left[ \frac{I_{\text{em}}(\lambda)}{I_{\text{ideal,em}}(\lambda)} \right]$$

(5.29)

for the fluorescent emissions. Ideally, $H_{\text{loss,ex}}$ and $H_{\text{loss,em}}$ should be given as a function of wavelength, but if this is not possible then they should be determined for the peak excitation and emission wavelengths of the fluorophore. Note that the
optical path losses are inherently different for excitation and fluorescent light, since
the two may travel through different optical paths in the system. The optical losses
are expected to increase transmission in the stopband and decrease transmission in
the passband, reducing the overall sensitivity of the fluorescence measurement.

5.8.5 Minimal System Metrics and Calibration

It is clear from the preceding discussion that the overall performance of a
micro-fluorometer depends on many factors. For fair comparison of widely disparate
approaches, it is necessary to quantify the effects of each of these factors separately,
as functions of wavelength and intensity. However, it may not be practical or possible
to carry out such exhaustive analysis and empirical characterization.

A minimal set of system metrics that should be reported if it is impossible to
obtain the metrics described above are $R_{sys,mx}(\lambda_{em})$, $R_{sys,ex}(\lambda_{ex})$, and $\sigma_{detector}$
(see Section 5.8.1) as functions of incident intensity $\Gamma$. $R_{sys,ex}(\lambda_{ex})$ represents
the overall system response to light at the excitation wavelength, with the input
optical intensity determined at the input to the micro-fluorometer (or at the light
source if the light source is part of the micro-fluorometer). The reference location
for calibration of excitation intensity is therefore at the input to the system. The
input intensity can be determined by placing a reference optical detector, which has
been calibrated at the excitation wavelength, at the same position with respect to
the light source as the micro-fluorometer. (This may not be feasible in the case
of an integrated light source, in which case a free-standing version of the same
light source should be used.) The distance from the light source to the calibrated
detector should be the same as in the standard measurement configuration, and the
optically sensitive area of the reference detector should be matched to the optically
sensitive area of the micro-fluorometer (or the measured intensity should be adjusted
to account for any differences). The intensity of the light source should be adjusted
using neutral density filters rather than electronic controls, as described above.

\[ R_{system,em}(\lambda_{em}) \] represents the overall system response to light at the peak
emission wavelength, with the input optical intensity being the fluorescence intensity.
(Note this system metric includes the effects of all the component metrics,
such as the fluorescence CE.) Fluorescence intensity depends on the absorbance and
quantum yield of the fluorophore as well as the intensity of the excitation light, and
absorbance, in turn, depends on the molar extinction coefficient and concentration
of the fluorophore as well as the optical path length through the sample. For di-
lute solutions and low excitation intensities, fluorescence intensity is proportional
to each of these parameters. At higher concentrations and intensities, the rela-
tionship becomes nonlinear due to effects such as self-absorption, quenching, and
photobleaching. Both the molar extinction coefficient and the quantum yield are
sensitive to environmental conditions.

The reference location for calibration of fluorescence intensity is inside the
sample chamber. The purpose is to calibrate what the detector reads in response
to a particular fluorescence intensity. There are three alternative strategies for
calibration of the intensity: calibration from the input of the system to the sample
chamber, or calibration from the sample chamber to the output of the system,
and use of a calibrated fluorophore. The choice of which method to use depends primarily on the relative difficulty of modifying the micro-fluorometer for the desired measurement.

The first method is useful for any micro-fluorometer. A reference light source with calibrated intensity at the peak emission wavelength is placed at the same position with respect to the detector as the sample chamber, and the output of the detector is monitored. This may be accomplished by modifying a representative micro-fluorometer so that the reference light source can be placed in the appropriate location (i.e., in the sample chamber).

The second method requires two measurements, which are combined to calibrate the intensity. The first measurement is the responsivity of the detector alone for a reference light source at the emission wavelength, with the intensity calibrated at the detector. The other measurement is the transfer efficiency of the micro-fluorometer between specific locations within the system. A calibrated light source at the peak emission wavelength is applied at the input to the system. The intensity is measured, using a reference optical detector that has been calibrated at the emission wavelength, at two places: with the detector in its usual position, and with the detector placed at the same position with respect to the light source as the sample chamber. This may be accomplished by modifying the micro-fluorometer so that the reference detector can be placed in the appropriate location (i.e., in the sample chamber). Dividing the source-detector responsivity by the source-chamber responsivity gives the transfer efficiency between chamber and detector, then multiplying the detector responsivity by this chamber-detector transfer efficiency accounts for
losses in the optical path between the sample chamber and the detector.

Finally, a third option for calibrating the fluorescence intensity is the use of a calibrated fluorophore solution. The National Institute of Standards and Technology has developed a method to quantify fluorescence radiance in terms of molecules of equivalent soluble fluorophores (MESF). NIST provides a standard reference solution (SRM 1932) of fluorescein with well-controlled pH and concentration for quantification of fluorescence intensity. Unfortunately, the technique has been developed only for fluorescein, so assays with other fluorophores require reference solutions to be prepared in-house. For details on the MESF quantification of fluorescence, refer to [196, 197]. There are, however, several difficulties with this method. First, the fluorescence quantum yield, which is the number of fluorescence photons emitted per incident excitation photon, varies significantly with changes in the microenvironment, so great care must be taken to ensure that the pH and temperature of the reference solution are matched to the system under test. Second, it is well known that the quantum yield of a fluorophore varies, depending on whether it is dissolved in solution, immobilized on a surface, or conjugated to a biological specimen.

5.9 Conclusions

A wide variety of spectral discrimination schemes have been demonstrated, but none has been established as a paradigm for miniaturized fluorescence sensors. This is a consequence of the trade-offs between performance and complexity. For more demanding applications in which the fluorescence signal is weak, some increase in
complexity is inevitable since none of the current technologies can be used alone; a combination of methods will be required to increase sensitivity while also achieving strong rejection of the excitation light.

The micro-scale fluorometers that have been demonstrated to date work well with high brightness samples. The challenge for the next generation of devices is improving the sensitivity so that these systems can accomplish low-light tasks such as single-molecule detection. This will require more attention to the filter performance than has been paid so far, including device design and fabrication details, as well as the measurement of the metrics achieved by the various device components. Without such metrics, it is impossible to compare the widely disparate approaches in order to improve overall system design and performance.

Collection efficiency also needs to be considered if detection of single molecules is to be achieved in µTAS. The issue of collecting more of the fluorescent light using optical elements has not yet been addressed. Furthermore, no systems have been made that focus the totality of the emitted light onto the detector to increase the signal strength.

Although it can be argued that monolithic integration of all the components is desirable for achieving the highest reliability and smallest size, it is usually not possible and may come with too high a cost in terms of fabrication complexity, individual component performance, and system design constraints. As can be seen from this review, none of the reported devices has integrated light source, detector, and microfluidics all on one substrate. Some of the devices integrated the microfluidics, filter, and detector, but could not integrate the light source due to
the device configuration [109, 114, 115]. Alternatively, the light source, filter, and detector were integrated, and the microfluidics were placed off-chip [106]. The latter configuration allows the device to be reused by simply replacing the microfluidic network. In addition, using a ray-optics based microsystem with no integrated light source [178, 180–182] offers versatility: the system is not constrained to any particular light source and can therefore be used with any fluorophore. Integration choices will thus continue to be influenced by the intended device application.
Polymer Filters for Integrated Fluorescence Sensing†

Optical filters for blocking ultraviolet (UV) light were fabricated by doping various polymer hosts with a UV absorbing chromophore. The polymers were polydimethylsiloxane (PDMS), a silicone elastomer frequently used in microfluidics, SU-8, a photopatternable epoxy, and Humiseal 1B66, an acrylic coating used for moisture protection of integrated circuits. The chromophore was 2-(2′-hydroxy-5′-methylphenyl) benzotriazole (BTA), which has a high extinction coefficient between 300 nm and 400 nm. We demonstrate filters 5 µm thick that exhibit high ultraviolet rejection (nearly -40 dB at 342 nm) yet pass visible light (near 0 dB above 400 nm), making them ideal for ultraviolet-excited fluorescence sensing within microsystems. Unexpectedly, the absorbance of the BTA depended on the host polymer. These filters are promising for integrated fluorescence spectroscopy in bioanalytical platforms because they can be patterned by dry etching, molding, or exposure to ultraviolet light.

6.1 Introduction

Researchers are attempting to harness the benefits of fluorescence-based analyses in micro-scale total analysis systems (µTAS). Integrated (i.e. on-chip) flu-

orescence sensing [11, 21, 22], combined with existing \( \mu \)TAS technologies such as microfluidics [198] and capillary electrophoresis [115], could lead to compact devices capable of performing complex biochemical assays.

There are, however, challenges in achieving integrated fluorescence sensing. One of these is improving the performance of microscale filters for separating the fluorescence from the excitation light [54] (thus improving the fluorescence-to-background ratio). In macro-scale spectrometers, optical filtering is achieved with the aid of free-space optical elements having relatively long pathlengths (on the order of cm). However, the integration of detectors, analysis chambers, and optical filters in close proximity for \( \mu \)TAS leads to inherently short optical paths (\( \mu \)m - mm), which presents difficulties for optical filtering [54].

Several on-chip filtering approaches have been demonstrated, as reviewed in our previous publication [54]. They include thin film interference filtering [109,199], absorption filtering [106,163,199], spectrally selective detectors [169,170], microfabricated optical elements [178,180], waveguides [200,201], and optical fibers [70,183]. Nevertheless, none of these approaches has been established as a paradigm for microscale fluorescence spectrometers. Rather, the choice of filtering technology depends on the application for which the device is intended and its overall architecture.

For sensors having an isotropic, off-chip excitation source, absorption filters are preferable because they exhibit no angular dependence in their transfer efficiency (log of the ratio of the output to the input intensity). In this paper, we demonstrate the implementation of absorption filters using dye-doped polymer films. The doping of polymer matrices with light-absorbing molecules (chromophores) is par-
particularly attractive for integrated devices [202] since performance can be optimized by changing the dopant concentration without increasing the filters thickness, a key advantage that allows the placement of fluorescently-labeled samples close to the detectors’ active area without compromising the ability to reject the excitation light.

Chromophore-doped polymer films have previously been demonstrated in integrated fluorescence spectroscopy [21–24] and other applications [25–30]. There are two original contributions in the work reported here. First, the filters were specifically designed for ultraviolet (UV) excited fluorescence in μTAS, and the filters exhibit high rejection (-43 dB at 342 nm) in films as thin as 5 μm. Second, several microfabrication procedures for patterning the filters were developed, and they were based on standard photolithographic and dry subtractive processes, thus allowing selective placement over solid state detector arrays.

6.2 Filter Fabrication & Patterning

6.2.1 Materials

The chromophore was 2-(2-hydroxy-5-methylphenyl) benzotriazole (BTA), obtained in powder form (Great Lakes Chemical Corporation). BTA (Figure 6.1) belongs to the family of 2-hydroxybenzotriazoles [203], whose main use has been for protecting polymers from degradation due to UV radiation. Host materials were SU-8 (Microchem Corp.), a negative photosensitive epoxy, 1B66 (Humiseal), a polymerized acrylic diluted in methyl-ethyl ketone and toluene, and PDMS (Sylgard
184), a silicone elastomer.

![Molecular structure of 2-(2-hydroxy-5-methylphenyl) benzotriazole.](image)

**Figure 6.1:** a) Molecular structure of 2-(2-hydroxy-5-methylphenyl) benzotriazole. b) UV absorption mechanism. [203].

### 6.2.2 Fabrication Procedures

Doping was carried out by manually mixing aliquots of a solution of BTA dissolved in toluene into the pre-polymer resins. For 1B66 and PDMS-based composites, air bubbles introduced by the mixing were removed by spinning the mixture in a centrifuge. For SU-8-BTA composites, a 50°C ultrasonic bath was instead used to remove the air bubbles; exposure to ultrasonic energy was more effective because of the SU-8’s higher viscosity.

#### 6.2.2.1 PDMS-BTA Filters

**Curing**

The PDMS hardening agent was manually mixed in a 1:10 ratio with the BTA-loaded
pre-polymer. The composites were cast in Petri dishes and cured in a convection oven for 3 hours at 75°C.

**Patterning**

The viscosity of the PDMS-BTA pre-polymer was not significantly different from that of undoped PDMS, and the composite was patterned by casting and curing it over a mold. Alternatively, PDMS may be patterned using a combination of wet and dry etching utilizing a hard etch mask [204], and this technique is also expected to work for the composites, although it was not tested.

### 6.2.2.2 1B66-BTA Filters

**Curing**

1B66 is a polymer dissolved in a solvent that is cured simply by driving off the solvent. This was done either by placing the composites at 95°C for two hours in a convection oven or by placing them in a well-ventilated area at room temperature for over 24 hours.

**Patterning**

The 1B66-BTA films were patterned by reactive ion etching (RIE) (150 mT, 100 sccm O₂, 75 W). Two different masking materials were used: thick positive photore sist (Shipley SPR 220 7.0, Figure 6.3b for a 1B31-BTA composite¹) and resistively evaporated aluminum (not shown). The masking materials were photolithographically patterned. The etch mask was removed with either photoresist stripper (Nano

---

¹1B31 and 1B66 have the same chemical formulation. However, 1B31 contains an optical brightener that causes increased background emission in the BTA passband. Filters of this type were not reported in this work, but the same patterning procedures were also applied to 1B66-based composites and produced the same results shown in Figure 6.3b.
PG, Microchem Corp.) or aluminum etchant (CH₃COOH:HNO₃:H₃PO₄, 20:3:77, room temperature [159])).

6.2.2.3 SU-8-BTA Filters

*Pre-Exposure Thermal Cycle*

Prior to exposure, the BTA-doped SU-8 films were soft-baked at 65°C for 25 minutes on a contact hotplate. The temperature was then ramped to 95°C at a rate of 300°C/hr, and the sample was held for 30 minutes at the final temperature. The sample was brought back to room temperature at a rate of 300°C/hr.

*Photocuring*

Although SU-8 shows a broad absorption spectrum below 400 nm (see Figure 6.4b)), curing is typically conducted utilizing the i-line wavelength of a mercury vapor lamp, i.e. 365 nm. This wavelength falls within the absorption band of BTA. This means that in SU-8-BTA composites, the endogenous chromophores in the resist that absorb UV energy and initiate photopolymerization receive less energy than required to cure the SU-8, particularly at high doping concentrations. Therefore, the exposure dose must be adjusted to compensate for the introduction of the dopant.

We have developed an analytical model for determining the exposure dose to cure an SU-8-BTA composite based on the film thickness and dopant concentration. This model can be generalized to other photosensitive matrices containing extrinsic light quenching chromophores, as long as the exposure dose for polymerizing the undoped pre-polymer and the molar extinction coefficient of the doping material
are known. The derivation of this model is given in Appendix B. The minimum exposure dose needed for polymerizing the composite is given by:

\[
E_d^*(\delta) \geq E_u(\delta) e^{\alpha n_{SU8}\delta} = E_u(\delta) e^{(\frac{n_{c_{BTA}}}{M}) n_{SU8}\delta}
\]  

(6.1)

where \(E_d^*(\delta)\) is the energy required for curing a doped film of thickness \(\delta\), \(E_u(\delta)\) is the energy required for curing an undoped film of that thickness, \(\alpha\) is the absorption coefficient, \(\epsilon_i\) is the i-line molecular extinction coefficient, \(c_{BTA}\) is the BTA concentration, \(M\) is the molecular weight of the dopant, and \(n_{SU8}\) is the refractive index of the SU-8. In the term at the right-hand side of the equal sign, the expressions in parentheses in the exponent is the macroscopic absorption coefficient expressed as a function of the physical properties of the species in the material that absorbs the incident radiation.

The i-line extinction coefficient \(\epsilon_i\) was obtained experimentally (see Figure 6.2 inset) using the Beer-Lambert law for stock solutions of known concentration. The chromophore concentration was calculated using the molarity of the stock solution, the doping aliquot volume, and the pre-polymer volume \(V_p\). Each line in Figure 6.2 represents the calculated dose-thickness relationship for a different \(c_{BTA}\) value, obtained by varying the aliquot volume used for doping a 10\(mL\) pre-polymer solution.

**Post-Exposure Thermal Cycle**

Following exposure, a second thermal cycle was performed. The films were heated
Figure 6.2: Adjusted exposure dose versus film thickness required for curing BTA-doped SU-8 films. The solid black line is the exposure dose curve for undoped SU-8, whereas the solid gray lines are for doped films (5 mM increments), and the dotted black line is the surface exposure dose for a 20 mM doping concentration. The inset shows the extinction coefficient of BTA as a function of wavelength in toluene obtained by averaging the spectra of five solutions at $c = 10^{-5} M$. The i-line ($\lambda = 365 nm$) extinction coefficient is $\epsilon = 0.627 \times 10^4 M^{-1} cm^{-1}$.

on a hotplate at 65°C for 5 minutes, the temperature was ramped to 95°C at a rate of 200°C/hr, the samples were held at 90°C for 30 minutes, and the samples were cooled to room temperature at a rate of 100°C/hr.

Patternning

Filter patterning was achieved using a photolithographic mask during exposure followed by developing in SU-8 developer (Microchem Corp.) for up to 6 minutes with mild agitation. The samples were rinsed in isopropyl alcohol and dried under ni-
trogen. As shown in Figure 6.3d-f, pattern transfer was successful only when the optimum exposure dose (1442 $mJ/cm^2$ for a 20 $mM$ doping concentration), as predicted by the model, was used. Figure 6.3c shows an undoped SU-8 film of the same thickness cured with the manufacturers recommended exposure dose.

![Figure 6.3](image.png)

Figure 6.3: a) 8 mm-thick BTA-doped PDMS substrate fabricated by casting. b) Acrylic polymer (1B31) doped at $c_{BTA} = 70$ $mM$ patterned with RIE and a photolithographically defined SPR 220 7.0 layer as an etch mask. c) Undoped SU-8 structures (75 $\mu m$ thick) patterned on a silicon wafer using a transparency mask. d)-e) Unsuccessful development of 75 $\mu m$ thick BTA-SU-8 structures ($c_{BTA} = 20$ $mM$) exposed at 396 $mJ/cm^2$ and 480 $mJ/cm^2$, respectively. f) Successful patterning utilizing an exposure dose prescribed by the photopolymerization model (Equation 6.1).

6.3 Optical Characterization

6.3.1 Chromophore and Host Transmission Spectra

The independent contributions of the chromophore and the host matrices to the overall transmission efficiency were evaluated. The transmission spectrum of the
chromophore as a function of loading concentration was obtained in a liquid matrix (toluene). The spectra of the undoped host matrices were obtained from films of these polymers, ranging in thickness from 5 µm to 1 mm, that were cured on glass substrates.

Transmission spectra were collected, in reference to air, using a Cary 5000 UV-Vis-NIR spectrophotometer (Varian). Scans were performed from 300 nm to 450 nm at 1 nm increments. The light source change-over point was 350 nm. The scan rate was 600 nm/min, and a 2 nm spectral bandwidth was used. The slit height was set to full. All spectra were baseline corrected to remove contribution from the substrate.

As Figure 6.4a shows, the transmission of UV wavelengths dropped significantly as the concentration of chromophore in the toluene increased. This is a direct result of the Beer-Lambert law. On the other hand, the host materials exhibited almost 0 dB transmission over the range of interest (Figure 6.4b) with the exception of SU-8, which showed significant rejection (approximately -20 dB at 310 nm) in a film only 30 µm thick (Figure 6.4b inset).

6.3.2 Filter Spectra

According to the Beer-Lambert law, there is a linear relationship between absorbance $A$ and the concentration of the absorber $c$ and the film thickness $l$, $$A = kcl$$
Figure 6.4: a) Transmission spectrum $T(\lambda)$ of BTA dissolved in toluene measured at different loading concentrations across a 1 cm optical path length. The 0 $\mu$M spectrum is that of the solvent, and it was subtracted from the spectra of the loaded samples. The shaded region indicates, for high loading concentrations, the transition from stopband to passband. The dashed line illustrates a linear approximation of the filter transition; the points are defined in Section 6.3.3. b) Transmission spectra of the undoped host materials. (inset) Expanded view of the transmission of the same SU-8 film at the shorter wavelengths.

\[ A = \varepsilon(\lambda) \times l \times c = -\log\left(\frac{I}{I_0}\right) \]  \hspace{1cm} (6.2)
Figure 6.5: Transmission spectra of the polymer films and filters.
where \( \lambda \) is the wavelength, \( \epsilon (\lambda) \) is the wavelength-dependent extinction coefficient, \( I_0 \) is the incident light intensity, and \( I \) is the intensity of the light exiting the film.

The measured transmission spectra of BTA-doped PDMS, 1B66, and SU-8 films are shown in Figure 6.5. The precursor solutions for these films were prepared by mixing aliquots of a doping solution into 10 mL of the pre-polymer. The doping solution was saturated with BTA at 250 mM in order to deliver the highest possible concentration in the aliquot, and the aliquot volume (and hence \( c_{BTA} \)) was held constant (800 \( \mu \)L). For PDMS and 1B66, the chromophore concentration (\( c_{BTA} \)) was varied by changing the number of aliquots loaded in the pre-polymer solutions. SU-8 was treated differently because adding solvent to the pre-polymer changed its flow properties, so the film thickness was varied instead of \( c_{BTA} \). PDMS-based composites were cast into Petri dishes, while the doped 1B66 and SU-8 pre-polymers were spin-coated onto microscope cover slips.

Once the instruments lower limit of detection was reached (50 dB for the settings used in these measurements), further decreases in transmission in the stop-band could not be registered. These results show that thin films can have good filter performance if the dopant concentration is sufficiently high, and that high concentrations can be readily achieved. The spectra for SU-8 show that doping did, as expected, result in even greater absorption in the UV. (In order to confirm that the increase in rejection was caused by the BTA rather than the greater thickness, each filters transmission spectrum was compared to that of its undoped counterpart, which was an SU-8 layer mixed with 800 \( \mu \)L of toluene. Transmission efficiencies at
specific wavelengths for these films are reported in Table 6.1.)

6.3.3 Performance Metrics

We now evaluate the performance of the filters using a set of metrics that include the stopband rejection, passband transmission, absorption edge, absorption edge width, and attenuation factor [54]. Equations for computing these metrics using measured data are given below.

A filter's transfer efficiency, denoted here as $T(\lambda)$ [54], is equal to ten times the absorbance spectrum. The absorption edge or cut-on wavelength $\lambda_c$ is the wavelength at which the transfer efficiency function transitions from stopband to passband. It is the wavelength at which the numerical derivative of the transfer efficiency is maximized:

$$\lambda_c \equiv \arg \max_\lambda \frac{dT(\lambda)}{d\lambda} \quad (6.3)$$

For filters with long-pass characteristics such as the ones featured in this paper, the derivative of the transmission efficiency yields a bell-shaped curve with a maximum occurring at $\lambda_c$. The absorption edge width $w_c$ is found by subtracting the two wavelengths ($\lambda_{pb}$ and $\lambda_{sb}$) on either side of $\lambda_c$ at which the full-width half maximum (FWHM) points of the bell curve lie [54]:
\[ w_c \equiv \lambda_{pb} - \lambda_{sb} \quad (6.4) \]

The stopband rejection \((T_{sb} = T(\lambda_{sb}))\) and the passband transmission \((T_{pb} = T(\lambda_{pb}))\) are used to compute the attenuation factor \(\gamma\) (in \(dB nm^{-1}\)), which is a measure of the sharpness of the transition. It is given by the rate of change of the transmission at the absorption edge:

\[ \gamma \equiv \frac{T_{sb} - T_{pb}}{w_c} \quad (6.5) \]

Equations 6.3, 6.4, and 6.5 are used to model a long-pass filters transfer efficiency as a linear function of wavelength with positive slope \(\gamma\) over the wavelength range \(\lambda_{pb}\) to \(\lambda_{sb}\), and the cut-on wavelength \(\lambda_c\) is used to uniquely situate the filters’ transition region. Table 6.1 summarizes these performance metrics computed for the filters reported in this paper.

As can be seen in Table 6.1, the absorption edges \(\lambda_c\) of the PDMS and 1B66 filters were located at \(\lambda_c = 370\) nm, irrespective of doping concentration or film thickness. This is the same wavelength at which the spectrum of BTA transitions from stopband to passband (Figure 6.4a) because both host polymers have negligible UV attenuation. Thus, Equation 6.3 yielded the same cut-on wavelength for the filters as that of the chromophore, confirming that the UV rejection was due solely
to the addition of BTA.

This was not the case for the SU-8 filters, whose absorption edges were around 340 nm, close to that of undoped SU-8. This shows that the UV rejection was dominated by the hosts intrinsic chromophores, rather than by the extrinsic chro-
Furthermore, doping broadened the absorption edge widths $w_c$ and consequently reduced the attenuation factors $\gamma$; this was more pronounced for thicker films. For assays that utilize fluorophores that have small Stokess shifts it is desirable to use a filter that has a small absorption width. In such a case, BTA should be loaded in a photosensitive matrix that exhibits less intrinsic rejection than SU-8, such as, for example, a photopatternable formulation of PDMS [205].

For all the filters, rejection increased with dopant concentration and film thickness, as expected, allowing comparable rejection levels to be achieved with the different composites by adjusting these parameters. In Figure 6.6, the absorbance at 342 nm is plotted as a function of the product of the BTA concentration and the film thickness, $c_{BTA} \times l$, to show how the absorbance varied with these two parameters. The absorbance points were calculated from the measured transmission data (Figure 6.5)\(^2\) Linear fits confirmed that the absorbance was linear with $c_{BTA} \times l$, as expected from Equation 6.2).

The slopes of the lines in Figure 6.6 give the extinction coefficient $\epsilon$ (units of $10^4 M^{-1} cm^{-1}$), which quantifies how well the materials absorb energy at 342 nm. Unexpectedly, $\epsilon$ differed for each host and differed from that of the BTA. This finding has important implications in filter design because it suggests an interaction between the BTA and the host that makes the BTA more (1B66) or less (PDMS) effective than it is in solution. The 1B66 data from samples 16 $\mu$m thick loaded with $c_{BTA}$ between 0 and 20 mM had a different extinction coefficient than that from the 5 $\mu$m-thick film (asterisk-labeled) doped at 200 mM, indicating that this interaction

\(^2\)The absorbance was computed using $A(\lambda) = -\frac{T_{dB}(\lambda)}{10}$, where $\lambda = 342$ nm.
Figure 6.6: Measured absorbance at 342 nm as a function of the product of the BTA concentration and the film thickness, $c_{BTA} \times l$. During the measurements, one parameter was varied (either $c_{BTA}$ or $l$) and the other held fixed. The gray squares are for BTA dissolved in toluene, and the asterisk-labeled data point is from a sample of different thickness (5 µ) than the other 1B66 samples (16 µ). The dashed lines are linear fits, and the solid line is an extrapolation from the asterisk-labeled point to zero.

is doping level dependent.

6.3.4 Autofluorescence

Autofluorescence is the emission of light from fluorophores other than the ones of interest, and this background signal can overwhelm the desired fluorescent signal\(^3\).

Some of the polymers used as host matrices in this work are known to autofluoresce.

\(^3\)Note that autofluorescence may also originate from microsystem components other than the filter, including the sample under study.
in specific regions of the electro-magnetic spectrum, so this issue must be considered.

To verify that the BTA dopant did not auto-fluoresce, its spectrum was recorded with a Cary 50 Eclipse fluorescence spectrophotometer (Varian Inc.). A toluene solution containing a high concentration of BTA was exposed to monochromatic light of wavelengths between 300 and 600 nm, and no signal above the instrument’s noise floor was recorded. (The toluene also did not auto-fluoresce in this range.)

The auto-fluorescence of SU-8 and PDMS have been reported previously. Piruska et al. [206] showed that the relative auto-fluorescence of PDMS with respect to BoroFloat (Schott) glass was the lowest among three other polymers (cyclic olefin copolymer (COC), poly(methyl-methacrylate) (PMMA), and polycarbonate). The auto-fluorescence level dropped as the excitation wavelength increased from 403 nm to 633 nm. Wang et al. [207] reported that SU-8 auto-fluoresced with a peak at 465 nm when excited at 400 nm, but the auto-fluorescence decreased rapidly with longer excitation wavelengths. They also reported that the auto-fluorescence of SU-8 was 8-fold higher than that of PDMS at 465 nm. These results are consistent with our measurements for PDMS and SU-8 at an excitation wavelength of 400 nm (Figure 6.7).

To our knowledge, no data has been published on 1B66 auto-fluorescence. Figure 6.7 compares the measured auto-fluorescence response of 1B66 with that of SU-8 and PDMS. The excitation wavelength was 400 nm, and the film thicknesses were kept the same in order to determine the relative auto-fluorescence levels. The 1B66 auto-fluorescence was 260 times higher than that of SU-8. A direct comparison could not be made with PDMS since its signal was within the noise of the detector. Thus,
autofluorescence is an issue that must be considered when using 1B66 as a host material, and even SU-8 might be problematic. PDMS is the best choice on this basis.

Autofluorescence can be mitigated by keeping film thicknesses to a minimum. Moreover, collimating the excitation signal to limit it to the sample under study and placing the detectors at an offset path from the excitation source should minimize the background signal.
6.4 Proof-of-Concept: Filter Integration in a Hand-held Fluorometer†

This section describes the integration of a BTA-based PDMS filter into a portable fluorescence sensor. Furthermore, it reports on several bioassays that were conducted utilizing the hand-held sensor.

Figure 6.8 (a) shows how the various components of the device fit together. A data acquisition system was used to display the sensor output on a computer screen. The integrated sensor (i.e. the photodetector integrated with the emission filter) was mounted onto a PCB housed in a light-proof case. The sensor output was captured by a PC-based DAQ system, and a custom LABVIEW program that recorded the data and displayed the sensor’s output was used for post-processing. (For an even more compact and portable device, the PC-based data acquisition may be integrated onto the same PCB, effectively replacing the laptop and DAQ card with a microcontroller and an LCD screen.)

6.4.1 Sample Holder & Excitation Source

A photograph of the integrated fluorescence sensor is shown in Figure 6.8 (b). The sample under study was held in a standard 4 mL methacrylate cuvette for which a custom fixture was machined using a 3-D printer. Most of the light collected by the detector originated from the portions of the sample volume that are located directly in the region subtended by the detector; thus a viewing window was cut out.

of the fixture to allow the fluorescent light to reach the detector’s active area.

Although it is possible to use small footprint surface-mount LEDs as a light source, a discrete UV LED packaged in a 2-leg metal can (Nichia Inc.) was used; the LED had a narrow emission band around 375 nm. It was placed orthogonal to the optical path of the detector (Figure 6.8 (b)). This provided a means for geometrically filtering the excitation light (as was discussed in Chapter 6). However, preliminary data suggested that scattered excitation light still reached the detector and that an emission filter was required, despite the intrinsic rejection achieved by the placement of the source relative to the detector.

6.4.2 Detector: Differential Active Pixel Sensor

For the bioassays described in the following sections, a SPAD detector was not necessary since there was no need for photon counting. Rather, a CMOS active pixel sensor (APS) was used (Figure 6.9), and it provided a voltage reading corresponding
to the *average* fluorescent light intensity over a short integration period. The circuit was designed by my colleague, Dr. Honghao Ji.

However, as in the case of the CMOS SPAD front-end, noise reduction is a central issue in using the APS as a fluorescence detector. To reduce noise, in-pixel correlated double sampling (CDS) was used. This technique allowed the reduction of correlated and environmental noise, but at the expense of increased thermally generated noise, as was demonstrated by my colleague, Dr. David Sander, in ref. [208].

As was shown in Chapter 2, noise sources include shot noise and thermal noise. In an APS, however, two additional noise sources exist. They are: the *reset* noise and the *readout* noise. The reset noise is due to random fluctuation of carriers at the integration node and is given by \( kT/C \), where \( C \) is the capacitance at the integration node (estimated to be 300 fF for the detector in Figure 6.9). The readout noise is composed of the flicker and thermal noise of the MOSFETs of the source follower and subsequent stages in the readout path. The flicker noise component is due to the mobile charges that are randomly trapped and released from interface traps at the silicon-oxide interface.

Most importantly, however, environmental noise coupled into the signal path due to power supply fluctuations and stray electromagnetic fields may exceed the noise generated from the sources mentioned previously. Given that the sensor shown in Figure 6.8 is for use in situations where environmental noise shielding is poor, i.e. in in-field applications, power supply and environmental fluctuations are expected to be significant.
Fortunately, power supply noise and environmental noise couple evenly to different parts of the circuit. So a differential signal representation of the output signal can greatly improve the circuit’s immunity to these noise sources; this differential readout feature was incorporated in the circuit (Figure 6.9).

![Sensor circuit schematic showing integration and S-H nodes for differential readout. (Figure by Dr. David Sander.)](image)

The photodetector (the diode in Figure 6.9) was a 33.6 µm x 33.6 µm p⁺/nwell diode. The photo-circuit comprised integration (labeled IN in Figure 6.9) and sample-and-hold (labeled SH in Figure 6.9) nodes which were buffered differentially. During the reset cycle, the switches labeled \(\text{rst}\) reset the integration and S-H nodes to ground. Once these switches are turned off, the capacitor stores the reset value and the sensor is allowed to integrate for a predetermined integration time. The
output is taken as the difference between nodes $V_o^+$ and $V_o^-$. 

In addition to removing temporally correlated environmental noise, the differential readout removes offsets due to threshold voltage mismatches, clock feed-through, and charge injection, all of which introduce noise to the readout path. The sensor was fabricated in the same CMOS process mentioned in Chapters 3 through 5. The measured electrical performance metrics of the APS circuit are reported in Table 6.2. The readout and reset noise were experimentally estimated by examining the statistics of many sample paths as demonstrated by Fowler et al. [209].

Table 6.2: Summary of Differential Active Pixel Sensor Characteristics

<table>
<thead>
<tr>
<th>Metric</th>
<th>Measured Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readout noise</td>
<td>175.3 $\mu$V</td>
</tr>
<tr>
<td>Reset noise</td>
<td>360 $\mu$V</td>
</tr>
<tr>
<td>Supply voltage</td>
<td>5 V</td>
</tr>
<tr>
<td>Power consumption</td>
<td>68 $\mu$W</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>59 dB</td>
</tr>
<tr>
<td>Maximum signal</td>
<td>3.5 V</td>
</tr>
<tr>
<td>Dark signal</td>
<td>4.1 mV/s</td>
</tr>
<tr>
<td>Conversion gain</td>
<td>530 nV/e$^-$</td>
</tr>
<tr>
<td>Detection limit</td>
<td>$2.2 \times 10^8$ photons/cm$^2$</td>
</tr>
</tbody>
</table>

The spectral responsivity of the differential APS was obtained experimentally (Figure 6.10(a)) using the test bench described in Chapter 4; the only difference being the manner in which the responsivity was computed since the PGSPAD and the APS function in two fundamentally different modes. In the case of the former, responsivity was estimated from the measured photo-current and expressed in units of $A \times W^{-1}$, whereas for the latter, the metric was estimated from the integrated photo-generated charge during a finite integration time and expressed in units of $157$.
The linearity of the sensor as a function of light intensity, and for wavelengths above and below the filter cut-on, was measured (Figures 6.10 (a) and (b)). The data showed that the sensor's output remained linear for an increase in light intensity extending from 0 to 4 nW/mm², a range of intensities typical to fluorescence assays conducted in this integrated sensor.

6.4.3 BTA-doped PDMS Emission Filter

The BTA-doped PDMS pre-polymer was prepared as described in Section 6.2.2.1. The concentration of BTA in the doping solution was 111 mM (Figure 6.11(a)). The composite was cast directly in the DIP40 cavity package in which the wire-bonded microchip was mounted. The filter was cured at 70°C for two hours. A lower temperature than that reported in Section 6.2.2.1 was used in order to maintain the
Figure 6.11: (a) Transmission characteristics of 2-(2’-hydroxy 5’-methylphenyl) benzotriazole in Toluene. (b) Photomicrograph of Bovine Aortic Smooth Muscle cells growing on a cured BTA-PDMS filter.

integrity of the wire-bonds. The resulting filter was 3-mm thick. Figure 6.11(b) shows BAOSM cells proliferating on the filter, indicating that the filter was biocompatible and thus cannot compromise the viability of the specimens under study.

6.5 Bioassays

This section reports results from two types of bioassays that were conducted using the integrated fluorescence sensor of Figure 6.8. The motivation for these assays and the experimental procedures used are summarized.

6.5.1 PAMAM Cytotoxicity Assay

Nano-particles can be used as a delivery system for transporting specific molecules to target locations in the body via absorption through the gastrointestinal (GI) tract. This requires that the nano-particles have no adverse effects on surrounding tissues and act merely as carriers. Thus, prior to conjugating the drug of interest onto the
nano-particle carrier, one must ensure that it is not cytotoxic, particularly to the
GI tract.

IFS is a key technology for aiding in the discovery of nano-particle-mediated
therapeutics. Since integrated fluorescence sensors can be pixelated, high-throughput
assays can be used to conduct combinatorial cytotoxicity studies on a wide variety
of nano-particles simultaneously. Thus, IFS platforms can help speed-up the the
discovery of a lead compounds during the drug discovery process.

Poly-(amidoamine) (PAMAM) dendrimers are a family of highly branched
macromolecules defined by their mass, shape, size and surface chemistry, and they
have been found to have potential uses in oral drug delivery. Studies on PAMAM
dendrimers have demonstrated that the surface chemistries of different dendrimer
families influence their transport across the epithelial lining of the GI tract thereby
resulting in differing degrees of cytotoxicity [210,211]. The experiment featured
herein demonstrates the effectiveness of using an IFS platform for assessing the
cytotoxicity of two types of PAMAM dendrimers. Human intestinal adenocarcinoma
cells (Caco-2 cell line, ATCC) were used as an in vitro model of the GI tract, as
previously shown by Gandeheri et al. [210,211].

In order to study the effects of the dendrimers on the Caco-2 cells, the AQUA
live/dead stain (Invitrogen), with excitation at 375 nm and emission above 526 nm,
was used to conduct a fluorimetric cytotoxicity assay. AQUA live/dead fluoresces
only when it is bound to amine groups. Since healthy cells have a high degree of
membrane integrity, the fluorophore reacts exclusively with amine groups situated on
the the outer surface of the cell membrane. Conversely, compromised cell membranes
let the dye through, and it can thus be bound with intra-cellular amine groups, in
addition to those located on the outer cell membrane. Thus, in the presence of
cytotoxic agents, a cell culture stained with AQUA live/dead will show increased
fluorescence.

In order to have a calibration curve relating the sensor’s output voltage with
fluorescence intensity (and thus with bound fluorophore concentration), a titration
experiment was conducted. The sensor’s output voltage was recored as a function
of known concentrations of AQUA stain dissolved in HBSS-BSA. All concentrations
were normalized by the manufacturer’s recommended dosage.4

For the titration, the solution’s concentration was repeatedly halved and mea-
surements (for 5 samples) were made and averaged. This yielded the calibration
curve shown in Figure 6.12. As the data show, the sensor was able to quantifiy the
AQUA stain fluorescence with a high degree of linearity. The smallest detectable
quantity was 12% of the manufacturer’s recommended concentration.

The Caco-2 cells were exposed to two types of PAMAM dendrimers (G3.5 and
G4, Sigma-Aldrich), and their viability was determined using the hand-fluorometer
shown in (Figure 6.8), and using the the above-mentioned calibration curve as an
indicator of bound AQUA stain concentration. The experiments showed that the
G4 family was cytotoxic, whereas the G3.5 family was not, confirming results previ-
ously shown by Gandheri et al. [210,211]. The cell culture, staining protocols, and

4Since the assay is proprietary, concentrations used in the experiments are reported as a per-
centage of the manufacturer’s recommended dosage.
bioassays were conducted by my colleague Dr. Nicole McFarlane, née Nelson, and additional experimental procedures are reported in detail in ref. [202].

6.5.2 Metabolic Activity Assay

The assay described in the previous section is an end-point measurement, i.e, all measurements are made at the end of the experiment. With the sensor of Figure 6.8, it is also possible to measure fluorescence in real time, though not with the tens of nanosecond resolution offered by the PGSPAD. This feature was demonstrated by conducting an experiment that consisted of monitoring the fluorescence intensity of nicotinamide adenine dinucleotide (NADH in reduced form, NAD\textsuperscript{+} in oxidized form) of a germinating yeast culture under various environmental conditions.

NADH is an autofluorescent compound that is a by-product of cellular respi-
Figure 6.13: Fluorimetric cytotoxicity assay using AQUA live/dead: (a) as function of sensor output voltage, (b) as a function of the percentage of viable cells in the culture.

...ration (Figure 6.14(a)). It is present in all metabolically active cells. NADH can also be found in the medium surrounding the cells as it is a small molecule which passes freely across the cellular membrane. Although not a specific marker, positive detection of NADH, when other means of ensuring specificity are used, can indicate the presence of a pathogen in a medium. NADH has a peak excitation at 380 nm and peak emission at 460 nm in the blue region of the spectrum, making it possible to conduct a bioassay that monitors this compound using the IFS of Figure 6.8.

Similar to what was done in the cytotoxicity assay reported in the previous section, a sensor calibration curve was first obtained. To do so, \( \beta \)-NADH (Sigma-Aldrich) was dissolved in a 1X TRIS-EDTA solution (pH 8), and the mixture was successively diluted into aliquots of concentrations ranging from 11.012 mM to 0.672 \( \mu \)M. The detector’s output was then measured for each test aliquot. The resulting calibration curve is shown in Figure 6.14(b). A similar curve derived using a spectrophotometer is shown as a reference (with both curves normalized to their respective maxima).
Figure 6.14: a) Metabolic pathways for glucose in yeast cells. NADH is repeatedly recycled and its concentration depends on the type of respiration occurring. b) Sensor output as a function of β-NADH concentration. Units are normalized to allow comparison with results from standard spectrophotometer, where normalized units = sensor output/max output.

As the data show, the hand-held IFS was capable of detecting as low as 10 µM of NADH. Since the fluorophore self-quenches at high concentrations, the amount of fluorescence will be reduced. This phenomenon was also observed in the IFS as indicated in Figure 6.14(b).

Figure 6.14(a) suggests that the intracellular NADH concentration changes over time, depending on whether the cell is respiring anaerobically or aerobically. Thus, the measured fluorescence will reflect these changes in the NADH concentration if conditions are changed to cause the cells to respire anaerobically or aerobically.

This implies that yeast spores germinating in the test cuvette start with a low NADH concentration. As the cells deplete the available dissolved oxygen, electron transport is impeded, and the end-result of the metabolic cycle is a build-up of NADH within the cell. As the cell switches to anaerobic respiration, the intensity of the fluorescence decreases again as fermentation starts to occur [212,213].

In addition to oxygen availability, the amount of glucose also influences the
NADH cycle. So once the dextrose supply is depleted, the entire metabolic cycle will shut down, and the quantity of glucose available will influence the rate of NADH production. Thus, the germination rate is highest when the spores are placed in a warm environment.

This was verified experimentally. Three mL of 1 g/mL dextrose solution was warmed in a water bath for approximately 5 minutes and 0.03 g of dry yeast spores were subsequently added to the solution. The mixture was loaded into the test cuvette of the IFS. The sensor’s output was monitored for approximately 17 minutes (Figure 6.15). The output voltage was triangular-shaped as a function of time, as expected. The increasing portion of the curve indicated oxygen deprivation while the decreasing leg suggested a depletion in the dextrose supply. It was assumed that the signal measured in Figure 6.15 originated from extra-cellular fluorescent NADH. Confirmation of this assertion would require flushing the medium and an-

Figure 6.15: Sensor output versus time as yeast cells germinate in dextrose solution, reflecting the change in fluorescence due to changing NADH levels [214].
alyzing the cells separately. Nevertheless, the result was consistent with the NADH metabolic cycle.

6.6 Conclusions

This chapter demonstrated the use of BTA, an ultraviolet absorbing dye, as an additive to polymers that are typically used in microsystem fabrication to create high rejection optical filters. These filters can be used in integrated fluorescence sensors utilizing ultraviolet-excited fluorophores, as was shown by our group in ref. [202].

The chromophore was embedded in films that required different fabrication and patterning procedures: casting and soft lithography (PDMS), spin coating and dry etching (1B66), and photopatterning (SU-8). However, for the latter two polymers, autofluorescence should be taken into consideration when designing the sensing system, and with SU-8, its strong UV absorption should also be considered.

Furthermore, the data revealed discrepancies between the extinction coefficient of the composites and that of the chromophore when dissolved in an organic solvent. This result means that interactions between BTA and the host matrices affect the chromophore’s ability to attenuate UV light. Thus, extinction coefficient data are insufficient for predicting the behavior of a chromophore in a given host matrix (even if the latter has little or no intrinsic UV rejection). Accordingly, designing a high-performance UV-blocking filter utilizing the approach presentend herein will require initial empirical investigations.

The latter part of the chapter showed a meso-scale fluorometer that utilized a
millimeter-thick BTA-PDMS filter. The integrated sensor exhibited nearly the same
detection limit (less than 100 µM) for β-NADH as a bench-top spectrophotometer,
a figure which is adequate for monitoring metabolically-active cell populations as
we have shown in the experiments reported above.

This agreement in the readings from both instruments (i.e. the IFS and the
spectrophotometer) was unexpected since the bench-top instrument has better dy-
namic range and hence can theoretically detect much lower concentrations of flu-
orphores. There is likely a range of concentrations for β-NADH for which an
optimum fluorescence yield is obtained: outside that range the fluorophore either
self-quenches or it does not produce enough photons that either instruments can
register.
Chapter 7

Conclusion

In this dissertation I have presented a body of work that addresses the two most pressing challenges in the field of integrated fluorescence sensing, namely, the design of integrated optical photon counting sensors and the fabrication of high-rejection micro-scale optical filters. I have introduced two novel technologies that each address these unmet needs. They are: the perimeter-gated single-photon avalanche diode (PGSPAD), for on-chip photon counting, and the benzotriazole-based thin-film polymer filter, for on-chip ultraviolet light rejection.

Furthermore, I have presented the development of theoretical and experimental frameworks for the evaluation of performance metrics that pertain to both technologies, and as a result, identified the trade-offs that exist when designing the detector and the filter components of integrated fluorescence sensors. Consequently, the primary contribution of this work is a rigorous approach towards integrated microsystem development that focuses on achieving low-noise optical sensing front-ends as well as high-rejection filtering across extremely short optical path lengths; these two features are necessary for transducing fluorescent light with high signal-to-noise ratio in lab-on-a-chip platforms.

In the following sections, I summarize each chapter of the dissertation while highlighting key findings and their significance. I end the dissertation with a dis-
cussion of the next steps that need to be undertaken in this research and with an exhaustive list of archival publications that resulted from this effort.

7.1 Perimeter-Gated Single Photon Avalanche Diodes

Chapter 2 covered the theory of phototransduction and common solid-state photo-sensors architectures. Several performance metrics were discussed. The single-photon avalanche diode architecture was introduced, and the issue of perimeter breakdown was identified as one of the major impediments to implementing SPADs in CMOS technologies.

Chapter 3 addressed that issue and sought to determine the most effective method for curtailing perimeter breakdown. Several test SPADs were designed and fabricated in a commercial CMOS process for the purpose of studying edge breakdown effects. The devices' architecture had two structural features that contributed to reducing the high electric fields at the periphery, the primary cause of perimeter breakdown. These features were a poly-silicon gate, placed over the high-field regions, and a laterally diffused peripheral n-well guard ring surrounding the diode’s active area.

The experimental data showed that a combination of the above-mentioned methods was not requisite for fully suppressing perimeter breakdown. Rather, the data revealed that while both methods independently reduced peripheral electric fields, the field-effect resulting from a large magnitude negative bias on the gate produced the maximum obtainable suppression. The study thus concluded that
perimeter gating was sufficient as a stand-alone method for mitigating edge breakdown. These experimental results were supported by a 3-D numerical model that tracked the charge generation rate in the junction’s \( x \), \( y \), and \( z \) directions, confirming that large negative perimeter gate voltages caused a spatial broadening of the charge generation rate at the volumetric junction, a condition indicating that perimeter breakdown was curtailed.

Chapter 3 is a major contribution to the field of CMOS SPAD design. It demonstrated, for the first time, a viable edge breakdown suppression method that is independent of process technology parameters, i.e. the technique is portable to any CMOS process. Moreover, in contrast to SPADs that use the traditional suppression method (i.e. the laterally diffused n-well guard ring) perimeter-gated SPADs are scalable, which means that smaller devices can be fabricated without compromising the front-end’s fill factor. While shallow-trench isolation (STI) suppression techniques offer the same scalability, perimeter gating achieves two orders of magnitude improved performance (as was shown in Chapter 5) and is thus a superior method.

Another merit of perimeter gating lies in the ability to increase the breakdown voltage of native diodes. For example, in the 0.5 \( \mu \text{m} \) process used in this dissertation, a 4 V increase in breakdown voltage was observed for an 18 V change in the perimeter gate voltage. Thus, perimeter gating can be used to produce high-voltage diodes in processes that are inherently designed for low-voltage junctions. For example, this may be a significant advantage in developing low-cost ICs for MEMS actuation and control applications which often require high-voltage circuits.
Chapter 4 featured experimental results from actively quenched and rest PGSPAD. The test results showed that the PGSPAD, when interfaced with adequate active readout mechanisms, can be operated at high SNR in the high count rate regime, and at maximum sensitivity in the low count rate regime. This important finding implies that perimeter gating, in addition to suppressing perimeter breakdown, extends the dynamic range.

The chapter ended with a comparison of the actively readout PGSPAD with state-of-the-art CMOS SPADs of different architectures. The comparison revealed that the PGSPAD achieved equal or better dark count rate, area-normalized dark count rate, and similar photon detection efficiency, despite having the largest active area. This means that further scaling of the PGSPAD will greatly improve these performance metrics.

7.2 Micro-scale Integrated Optical Filtering

Chapter 5 laid the ground work for understanding the challenges in optical filtering in microsystems. State-of-the-art micro-scale filtering technologies were reviewed, putting an emphasis on materials systems, fabrication methods, and the potential for integration. The literature survey revealed that there was no established paradigm for integration of optical filters in lab-on-a-chip devices. Rather, it was found that the method of integration depended on the application at hand and on the other system components.

Consequently, for the purpose of comparing optical filters and integrated flu-
orescence sensors of disparate architectures, a set of single-number and spectrum-based metrics was developed. This novel analytical framework is extremely important in the development of new devices since it applies to any integrated fluorescence sensors, irrespective of the materials used and the intended application. As such, this set of metrics is the most important contribution of Chapter 5. It represents the first step in the field towards the development of a mathematical formalism that will facilitate the integration of fluorescence sensors in a wide variety of lab-on-a-chip systems.

Chapter 6 focused on the development of an integrated absorption filter for ultraviolet-excited fluorescence assays, utilizing the above-mentioned set of metrics for design and evaluation. Several polymer composites were demonstrated as being suitable micro-scale filters. Each used the high-extinction coefficient UV-absorbing chromophore 2–(2’–hydroxy-5’-methylphenyl) benzotriazole (BTA) as the active filtering agent. In addition, custom-developed dry subtractive and photo-patterning processes were demonstrated, and they were found to be viable fabrication methods for integrating the filters into lab-on-a-chip devices. Furthermore, a novel photopolymerization model for incorporating the chromophore into photo-sensitive polymer hosts.

The work featured in Chapter 6 is an important step towards fabrication of integrated filters specifically designed to attenuate UV light over short optical path lengths; filters 5 $\mu$m-thick with nearly -40 dB rejection at 342 nm were demonstrated, making them one of the highest performing filters currently available in a thin-film format. The use of these filters in nanoparticle cyto-toxicity and metabolic
activity assays was demonstrated at the end of the chapter. These experiments established the proof-of-concept for BTA-based micro-scale optical filtering in UV-excited integrated fluorescence sensing.

7.3 Future Work

As was shown in the block diagram of Figure 1.2, an integrated fluorescence sensor comprises several subsystems, namely, the optics, the filter, the detector, and the microfluidics hardware. Moreover, as illustrated by the arrows interconnecting each subsystem, the overall sensor performance not only depends on the ability to discriminate fluorescence from excitation (i.e. the filter’s performance) but also on minimizing cross-talk from neighboring integrated sensors and minimizing background emissions from the sample under study, the microfluidics, or any other system component that may exhibit autofluorescence. In addition, the electronic noise in each integrated fluorescence sensor “pixel” needs to be minimized at the local level in order to avoid cross-talk.

There are two research tracks that can be extended from this dissertation to address the above-mentioned concerns. The first track consists of a system level design approach in which the interactions between each subsystem are mapped out and understood. The obstacle in reaching that goal is the development of the packaging and assembly know-how for integrating all the components shown in Figure 1.2. During the course of my PhD, I contributed substantially to the development of post-CMOS packaging methods for various integrated bioanalytical microchips. (A
summary of that effort is reported in Appendix D.) However, the application of these methods to integrated fluorescence sensors has yet to be shown.

The second research track consists of a component-level design approach, in line with the one presented in this dissertation, in which performance metrics are further analyzed and optimized. For example, considering the detector, additional techniques for noise reduction, such as cooling, can be investigated. For the filter, one can investigate other chromophores with different spectral characteristics for fabricating filters with different absorption edges, thereby allowing multi-color fluorescence assays on the same IFS platform. Moreover, for multiplexing assays and increasing throughput, higher density arrays need to be designed. As was shown in Chapter 4, the yield in a lot of 80 detectors was 75%.

One strategy for achieving high yield in high density arrays would be to scale the device area down in order to reduce the probability of having regions of high defect concentration within the multiplication volume of the PGSPAD. Determining the adequate sizing of the detector that maximizes yield in a given CMOS process can be done empirically using test structures with different sizes.

7.4 Archival Publication Record

This section features a list of publications that span over 6 years of graduate study. I am indebted to the various co-authors listed below for a fruitful collaboration and for many intellectually rewarding discussions. I am particularly thankful to my advisors, Dr. Elisabeth Smela and Dr. Pamela Abshire, for their support.
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Appendix A

Experimental Methods for Estimating APS Spectral Responsivity

A.1 Introduction

The spectral responsivity spectra of the detectors featured in this dissertation (APS and PGSPAD) were estimated experimentally. An illustration of the custom-designed responsivity measurement test bench is shown in Figure A.1. It comprised a monochromator (Newport Cornerstone 260 1/4M, model 74100) which was used to illuminate the sensors with a monochromatic light beam obtained using an internal diffraction grating and a 150W Hg-Xe light source. The wavelength of the test beam was variable, and it could be changed (with a 2 nm resolution) to any wavelength in the range extending from 200 nm to 1100 nm. The intensity of the light incident on the detectors could be varied using neutral density filters at the output of the monochromator. An integrating sphere was used to obtain spatially homogeneous light. For reference, the light intensity was measured on the top exit port of the integrating sphere while the detector was illuminated through another port. The optical power measurement was performed using a calibrated photometer (Newport 818-UV) fitted with a 5-mm diameter pinhole and an optical power meter (Newport 1830-C).
Figure A.1: Experimental setup for spectral characterization. The monochromator comprised the following components: entrance and exit slits (1, 6), mirrors (2, 3, and 5), and diffraction grating (4). The additional hardware used were: an integrating sphere (7), and a calibrated photometer head (8). The DUT (9) was placed at the output of the integrating sphere. (The light source is not pictured. It was fitted to the monochromator’s entrance slit (1) using a flange system.

A.2 Algorithm for APS Spectral Responsivity Measurements

This section describes the procedure that was used for computing the spectral responsivity of the APS front-end discussed in Section 6.4.2 and whose topology is depicted in Figure 6.9. Ideally, the responsivity for a known illumination intensity can be estimated by computing the slope of the sensor’s output voltage (corrected for the dark current’s slope) and normalizing that result by the optical power received by the detector’s active area. However, in the case of an APS, the sensor’s front-end gain non-linearity introduces significant non-linearities in the output voltage slope as shown in Figure A.2a) and Figure A.2b). This means that the responsivity also
depends on the temporal dynamics of the readout chain. Thus, only a temporally-averaged responsivity measure can be obtained for a non-linear APS such as the one shown in Figure 6.9.

Figure A.2: (a) A sample integration path (shown until saturation). (b) Temporal evolution of the integration path slope (the responsivity follows the same trend).

In addition to front-end gain non-linearity, the presence of noise during the integration period also adversely affects the spectral responsivity. For an ensemble of integration paths, integrated noise (mainly photocurrent shot noise) will cause large deviations in the output voltage; these fluctuations translate to large errors when estimating spectral responsivity.

In order to reduce the effect of noise on the responsivity computation, the following algorithm, developed by Fowler et al. [209], was used\(^1\). An ensemble (500 experiments) of integration paths were recorded, each lasting 2 seconds. Each path in the ensemble was partitioned into segments, thus approximating the path as a

---

\(^1\)This algorithm can also be used to estimate readout and reset noise parameters. See ref. [209]
set of piece-wise linear signals. The last data point of each segment was subtracted from all the data points of the following segment. This removed any offsets which may have accumulated during the integration, particularly integrated shot noise. (Recall that the differential APS filters out correlated noise, however shot noise is still present and is thus integrated.) The responsivity was taken as the average of the responsivities of each segment. The algorithm is shown graphically in Figure A.3.

Figure A.3: Signal paths diverge as a result of photon shot noise. The ensemble was broken into short linear segments, and the last data point from previous segments were subtracted from following segments. (data collected and processed by Dr. David Sander.)
A.3 Measurement Results

This section shows several responsivity studies conducted utilizing the methods stated above. Figure A.4a) shows the responsivity spectra of the filtered and that of the un-filtered differential APS of Section 6.4.2.

Figure A.4: a) Responsivity of filtered and un-filtered 0.5 $\mu$m CMOS differential APS. b) Responsivity of filtered and un-filtered 0.18 $\mu$m CMOS singled-ended APS.

Figure A.4b) shows the spectra for a 3-transistor single-ended APS fabricated in a 0.18 $\mu$m CMOS process. Four identical detectors were tested. The first was un-filtered. The second was coated with $SiO_2/TiO_2$ interference filter (with cut-on at 395 nm). The third was equipped with a cast BTA-doped 1B66 filter, and the fourth consisted of a detector coated with the same interference filter mentioned above but onto which a BTA-doped 1B66 filter was subsequently deposited. These results that absorption and interference filters can be combined to achieve even greater rejection than either one filter can achieve alone. This concept was explored in greater detail by Charette et al. in ref. [199].
Appendix B

Photopolymerization Model for Curing BTA-Doped Polymers

We begin by calculating the exposure dose, i.e. the energy, required for photopolymerization. To do so, we first consider the penetration depth $D_p$. This parameter is defined as the location at which the ultraviolet energy incident on a photosensitive film decays to a value of $1/e$ of its maximum value. The thickness of the film that is cured is related to the penetration depth as follows:

$$C_p = D_p \ln \left( \frac{E_{\text{max}}}{E_c} \right)$$  \hspace{1cm} (B.1)

where $E_{\text{max}}$ is the energy at the surface of the film and $E_c$ is the minimum energy required to induce photopolymerization [215].

Furthermore, the energy absorbed as a function of film thickness follows the Beer-Lambert law:

$$E_u(z) = E_{\text{max}} \exp \left[ -\frac{z}{D_p} \right]$$  \hspace{1cm} (B.2)

The subscript $u$ indicates the case of an undoped film. Substituting Equation B.1 into Equation B.2 yields:
\[ E_u(z) = E_{max} \times \exp \left[ -z \frac{1}{C_p} \ln \left( \frac{E_{max}}{E_c} \right) \right] \] (B.3)

The term \( \frac{1}{C_d} \ln \left( \frac{E_{max}}{E_c} \right) \) has inverse length units. Thus, this term can be considered as an effective absorption coefficient and Equation B.3 can be re-written as:

\[ E_u(z) = E_{max} \exp \left[ -\alpha_{eff} z \right], \] (B.4)

where

\[ \alpha_{eff} = \frac{1}{C_d} \ln \left( \frac{E_{max}}{E_c} \right) \] (B.5)

The parameter \( \alpha_{eff} \) differs from the cured and uncured absorption coefficients. Rather, it is a dynamic variable that depends on photoinitiator concentration and polymerization initiation and termination rates, and is thus a function of exposure time. Gaudet et al. have shown the temporal dependence of the absorption coefficient of thick SU-8 films during i-line exposure, and they used their findings to control the process time in order to create bridge-like membranes [216].

Put simply, Equation B.4 evaluated at \( z = n \times \delta \), where \( \delta \) is the physical
thickness of the film and $n$ its refractive index, is the minimum energy required to fully cure the film. The total exposure dose ($E_u$) as a function of film thickness is typically supplied by the manufacturer.

Let us now consider the case of a doped photosensitive pre-polymer film. With the addition of a UV-absorbing compound such as BTA, the film will absorb more of the incoming radiation. This effect is additive in terms of the absorption coefficient. The energy equation becomes

$$E_d(z) = E_{\text{max}} \exp[-(\alpha_{\text{eff}} + \alpha_d)] = E_u(z) \exp[-\alpha_d z]$$  \hspace{1cm} (B.6)

where the subscript $d$ denotes the energy for a doped film. The parameter is the additional attenuation resulting from introducing the dopant. Re-arranging Equation B.6 yields:

$$E_d(z) = E_{\text{max}} \exp(-\alpha_{\text{eff}} z) \exp(-\alpha_d z)$$  \hspace{1cm} (B.7)

With further simplification, we obtain:

$$E_d(z) = E_u(z) \exp(-\alpha_d z).$$  \hspace{1cm} (B.8)

As Equation B.6 shows, for large $\alpha_d$ as in the case for BTA, $E_d \ll E_u$. 
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This implies that the energy received by the film, $E_d$, will not be sufficient to induce polymerization. The loss of energy resulting from BTA absorption must be compensated by increasing the exposure time.

Thus, the energy required to cure the doped film, $E^*_d(\delta)$, where the subscript ‘*’ denotes the adjustment in exposure time, is:

$$E^*_d(\delta) = I_{\text{max}} (t_E + \Delta t) \exp \left[ - (\alpha_{\text{eff}} + \alpha_d) \right]$$  \hspace{1cm} (B.9)

is the irradiance of the UV lamp, is the time it would take to cure an undoped film of optical thickness $\delta$, and is the additional time by which exposure must be extended.

Simplifying Equation B.9 we obtain:

$$E^*_d(z) = I_{\text{max}} t_E e^{-\alpha_{\text{eff}}z} e^{-\alpha_dz} + I_{\text{max}} \Delta t e^{-\alpha_{\text{eff}}z} e^{-\alpha_dz}$$  \hspace{1cm} (B.10)

Since $E_{\text{max}} = I_{\text{max}} t_E$, we can write:

$$E^*_d(z) = E_{\text{max}} e^{-\alpha_{\text{eff}}z} e^{-\alpha_dz} + \frac{E_{\text{max}}}{t_E} \Delta t e^{-\alpha_{\text{eff}}z} e^{-\alpha_dz}$$  \hspace{1cm} (B.11)

$$E^*_d(z) = E_{\text{max}} e^{-\alpha_{\text{eff}}z} e^{-\alpha_dz} \left( 1 + \frac{\Delta t}{t_E} \right) = E_u(z) e^{-\alpha_dz} \left( 1 + \frac{\Delta t}{t_E} \right).$$  \hspace{1cm} (B.12)

Recall that for polymerization to occur, the film must be exposed with a
minimum dosage of $E_u$. In order to have $E_d^* \geq E_u$, the condition required for curing the BTA-doped film, the following condition must hold:

$$e^{-\alpha_d z} \left( 1 + \frac{\Delta t}{t_c} \right) \geq 1.$$  (B.13)

Thus, the additional time required for successful curing must satisfy

$$\Delta t \geq t_E (e^{\alpha_d z} - 1).$$

The total exposure time is thus:

$$t_d^* = t_E + \Delta t \geq t_E e^{\alpha_d z}$$  (B.14)

The parameter $\alpha_d$ is a concentration and wavelength dependent absorption coefficient and it is given by the following formula:

$$\alpha_d = \frac{\epsilon c}{M}$$  (B.15)

where $\epsilon$ is the extinction coefficient, $M$ is the molecular weight of the doping chromophore, and is its concentration in the pre-polymer. For a model particular to the photolithography of SU-8-BTA composites at the i-line wavelength, we re-write Equation B.14 as

$$t_d^* \geq t_E e^{\left( \frac{\epsilon c_{BTA}}{M} \right) n_{SU8} \delta}.$$  (B.16)
The i-line extinction coefficient \( \epsilon_i \) is obtained experimentally using the molecular formulation of the Beer-Lambert law, namely, \( A = \epsilon_i cl \), where \( A \) is the absorbance of the chromophore in solution at concentration \( c \) across an optical thickness \( l \). The chromophore \( c_{BTA} \) concentration is obtained by dividing the number of moles of BTA in the doping aliquot by the pre-polymer volume. (The solvent volume can be neglected because it evaporates during curing).

Scaling Equation B.16 by yields the minimum exposure dose needed for polymerizing the composite:

\[
E_d^*(\delta) \geq E_u(\delta) e^{(\frac{\epsilon_i c_{BTA}}{M}) \eta_{SU} \delta}. \tag{B.17}
\]
Appendix C

Silicon Carbide Avalanche Photodiode Spectral Responsivity Measurements†

C.1 Introduction

Silicon carbide has attracted a lot interest in the power electronics arena due to its advantageous properties over other semiconductor materials; it has high thermal conductivity, a wide bandgap, and a high breakdown electric field, all of which are properties that make it suitable for high voltage and high current density devices capable of operating in extremely harsh environments. Another noted advantage of SiC is its capability to transduce photons in the ultraviolet band of the electromagnetic spectrum. Due to the large energy gap, SiC p-n junctions exhibit high UV responsivity and negligible response beyond 400 nm. This makes SiC ideal for solar-blind UV imaging, and as a result there has been significant efforts towards optimizing the performance of SiC avalanche photodiodes (APDs).

In this work, we have developed experimental techniques to characterize the deep-UV spectral response of 4H-SiC avalanche photodiodes, and we are working towards implementing a functional SPICE model which contains spectral respons-
sivity parameters as well as built-in capabilities for Geiger mode simulation. The model will enable circuit simulations of complex imaging systems which comprise SiC APDs as a front-end phototransducer.

C.2 Photocurrent Measurements

The first set of experiments we conducted consisted of measuring the devices I-V characteristics in the reverse bias regime. A Keithley 237 source-measure unit (SMU) was used to source voltages from 0 V to 350 V in steps of 2.5 V. The output of the SMU was connected to the cathode, and the anode was grounded. The structural features of the APD under test are reported in ref. [217]. The current was measured in the dark, and under different illumination conditions. Figure C.1 shows the I-V behavior of the SiC APD.

As can be seen on the figure, the device breaks down around 325 V in the dark, and at a slightly lower reverse bias voltage under illumination conditions (traces labeled photocurrent). To generate photon stimuli at different wavelengths, a monochromator fitted with a laser-driven light source was used. In order to ensure a high optical power throughput in the deep-UV region, both the light source and the monochromator were operated under a nitrogen-purged environment. A picture of a similar setup is shown in Figure C.2. The chip was characterized from 200 nm to 400 nm using facilities at the National Institute of Standards and Technology (NIST); the optical power density incident on the APD during the experiment is shown in Figure C.3.
Figure C.1: I-V characteristics of the devices in the dark along with measured photocurrent for different wavelengths. The dotted line indicates the compliance level on the measurement.

Figure C.2: Example of a typical experimental setup used in characterizing the device. In this case, a calibrated photometer head coupled to an integrating sphere is used to measure the optical power incident on the DUT.
C.3 Spectral Responsivity Measurement

The spectral responsivity (Figure C.4a and b)) was calculated by dividing the photocurrent by the incident optical power. That ratio was then scaled by the ratio of the area of the photometer-head (see Figure C.2) to that of the active area of the APD. The responsivity was found to be maximum at 280 nm; this finding was consistent with previously published spectra collected for the same structure at low reverse-biases. However, for a fully-functional SPICE model, the responsivity must be measured over a wide range of biasing conditions. To do so, we repeated the above-mentioned experiment for biases ranging from 0 V to 350 V. The peak responsivity was found to be of the order of 60 A/W at a reverse bias of 320 V, which suggest that there can be a significant gain in responsivity at the lower end.

Figure C.3: Laser-driven light source power density.
Figure C.4: a) Spectral responsivity curves of the SiC APD measured at reverse biases ranging from 50V to 30 V in steps 12.5 V (other bias conditions mentioned in the text not shown.) b) Spectral responsivity contour plot.

of the spectrum if the device is operated in the high-field region. Operating the high-field region, however, also amplifies the dark current, and in Geiger mode, this yields a high dark count rate.

C.4 Geiger Mode Operation

We performed a study on the Geiger mode operation of the above-mentioned SiC APD for different reverse voltages. The APD was tested in Geiger mode using a load resistor of 130kΩ and a termination resistor of 100Ω. The dark count rate (Figure C.5) increased an order of magnitude for a 5 V increase in the reverse bias voltage magnitude before saturation. The saturation of the count rate was due to the long reset transient typically observed in passive quenching.
Figure C.5: Dark count rate of the SiC APD as a function of reverse voltage ($V_A$). The insets show the Geiger mode circuit and its equivalent circuit model.
Appendix D

Post-CMOS Packaging Methods for Integrated Biosensors†

We report on several techniques that have been pursued in our laboratories for packaging complementary metal-oxide semiconductor (CMOS) sensors for use in biological environments, such as cell medium. These techniques are suited for single CMOS die ranging from $1.5 \times 1.5 \ mm^2$ to $3 \times 3 \ mm^2$ in area. The first method consisted of creating high aspect ratio structures from negative-tone photocurable resins to simultaneously encapsulate wirebonds from the chip to a ceramic package and create a cell culture well. The second technique used a photolithographically defined barrier on the die to allow the use of non-photocurable resins as encapsulants. The third method consisted of re-routing the die padframe using photolithographically defined, planar leads to a much larger padframe; this will allow the chip to be integrated with microfluidic networks. Finally, we show a method in which the encapsulant was also used as an optical filter and as a base for integrating more complex structures.

D.1 Introduction

Packaging is one of the most important features of any sensor design; the package must permit the transducer module to be interfaced with the sensing medium.

without affecting the functioning of the other components. In the case of biosensors, the package must allow the introduction of liquid analytes to the sensing surface while preserving the sensor’s electrical integrity.

Several investigators have demonstrated fabrication sequences for creating biosensor packages. These steps are usually application-specific, although they are all based on conventional microfabrication techniques, namely, photolithography, anodic bonding, electroplating, and injection molding. Velten et al. have provided a thorough review of microfabrication and rapid prototyping techniques that are typically utilized for biosensor packaging [218].

In this paper, however, we focus on a problem not often considered in the packaging literature; we aim to package single and tiny CMOS chips with sensing micro-electrode arrays for use in bio-fluids, with the longer-term aim of integrating microfabricated elements such as micro-vials and microfluidic networks. CMOS chips are expected to confer significant capability to biosensor platforms by providing on-board transduction, signal processing, and control.

Packaging of these CMOS sensors is difficult because the diced chips are only $1.5 \times 1.5 \ mm^2$ or $3 \times 3 \ mm^2$ in area. Because of the large cost associated with acquiring full CMOS wafers, many university groups submit their designs for fabrication on shared multi-project wafers, and thus only diced samples are available. As a result, one is limited to developing packaging solutions for single units. Handling, as well as photolithography, is thus challenging.

In developing a suitable package for our CMOS sensors, we have investigated four different approaches. The first consisted of casting negative-tone photocurable
epoxy over the chip and photolithographically defining an opening to the sensing structures (see Fig. D.1 and ref. [219]). The second method made use of a photolithographically defined ring structure on the die, added prior to wirebonding, that served as a barrier to epoxy flow. This allowed the use of non-photocurable epoxy for encapsulating the wirebonds. In the third we fabricated a redistribution platform with planar leads in order to allow microfluidic integration with the chips; this method consisted of redistributing the die padframe to a much larger one, thereby allowing wirebonds to be placed further away from the active area of the chip. Finally, we showed a simple method for encapsulating wirebonds with a polymeric material that simultaneously served as an optical filter.

D.2 Experimental Results

In this section we briefly describe the CMOS sensors and circuits that have been designed, and also how the function of each design influences the choice of packaging method. We also describe a test structure that was designed for the purpose of assessing package viability. We then provide the experimental procedures for packaging the various sensors.

D.2.1 CMOS Suite

We have demonstrated several CMOS-based biosensors. They are: a bio-amplifier, which is an active electrode array, for recording the spiking activity of electrogenic cells [220]; a differential photodetector for transducing low level biosig-
nals such as bio-chemiluminescence and fluorescence [202]; a capacitive sensor for monitoring cell proliferation and cell adhesion [221]. We have also shown an integrated potentiostat circuit for actuating the lids of microfabricated vials [222,223].

Of the sensors mentioned above, the active electrode array, the capacitive sensor, and the integrated potentiostat require a package that provides direct access of an aqueous medium to the chip surface, since the sensors require close proximity of the cells for transduction. For instance, cells must be in direct contact with the electrodes for transducing action potentials. Similarly, cells must be in close proximity for adhesion strength to be monitored as a change in capacitance. In the case of the potentiostat, the medium must be in direct contact with the actuators because the actuation mechanism is electrochemical.

The optical sensors, on the other hand, do not require direct access to the chip surface. Therefore, encapsulation materials can be simply cast over the chip. Nevertheless, this must be done in such a way as to prevent unwanted signal attenuation. Packaging of these sensors is less challenging, since there is no need for patterning the encapsulant.

D.2.2 Test Structure

A test structure used for assessing package lifetime is shown in Fig. D.2d. It consisted of a 3 x 3 mm$^2$ oxidized piece of Si with an aluminum pattern replicating the top-metal layer of our bio-amp chip. On the periphery of the test chip each bond pad was shorted with the adjacent one to form pairs. Once the chip was mounted
and bonded to a ceramic package and the epoxy applied, these shorted bondpads provided a means to monitor failures in wire bond attachment: an open loop (infinite resistance) showed that there was a discontinuity between the wirebonds.

D.2.3 High-aspect ratio patterning of photocurable materials

In order to encapsulate the bond wires while leaving an opening above the sensors (see Fig. D.1(a)), we used Loctite\textsuperscript{TM} 3340, a photopatternable polymer which has the advantage of being cured upon exposure to ultraviolet light [219]. The polymer was cast over the entire chip, which had previously been glued into the ceramic package cavity and wirebonded. A mask was applied directly over the Loctite to block the light over the center, active area of the chip. (The mask was 5 × 5 mm\textsuperscript{2} and consisted of a black square of dimensions 1.2 × 1.2 mm\textsuperscript{2} or 2.5 × 2.5 mm\textsuperscript{2} printed with a high-resolution printer on a mylar sheet.)

Due to the dimensions the mask, it was easily manipulated under a light microscope, and accurate placement could be achieved. The chip was exposed to UV light for 6 minutes, and the unexposed portions were rinsed with alternating streams of ethyl acetate and water, leaving the active chip surface available for interfacing with cells. As Fig. D.1 shows, the encapsulation could be done in multiple steps to create multiple layers of the polymer with increasingly larger openings (Figure D.1). The chip was left at ambient temperature and pressure for 24 hours to ensure that any remaining solvent had evaporated prior to cell plating. There was no noticeable

\textsuperscript{†} Procedure developed by my colleagues R. Delille, M. Urdaneta, S. Moseley, and E. Smela (ref. [219]).
One disadvantage of the method is that it must be done individually, chip by chip. Another disadvantage is that exposure to ethanol, used for sterilization in standard cell culture practice, causes package failure. The main disadvantage, however, is that the package fails at unpredictable times. While chips packaged with Loctite 3340 have been used for cell sensing experiments for up to one week at 100% humidity in 5% CO$_2$ at 37°C, packages may fail as soon as the first day, typically due to bond wire detachment from the chip. The reason for this is most likely swelling of the polymer in the cell medium.
D.2.4 Photolithographically defined epoxy barriers

To be able to work with polymers that swell less upon immersion in aqueous media, we also investigated a second packaging method, which was first proposed by Martin et al. [224]. It involves the use of an SU-8 dam and relies upon the surface tension of the epoxy to stop at this dam.

The SU8 dam is in the form of a square ring between the active area of the chip and the bond pads. The SU-8 is used with an adhesion promoter to ensure that it does not delaminate after prolonged immersion in cell medium. Epoxy is introduced outside the dam and allowed to flow through the bond wires. If the surface tension of the epoxy is just right, then it stops flowing at the dam and cures covering the wires but not the chip active area. The requirements on the epoxy, other than the right flow characteristics and surface tension, are that is biocompatible, has a sufficiently rapid cure time, and adheres well to the chip surface. If the cure time is too long, then the epoxy overflows the dam, and if the adhesion is not strong, then it delaminates.

Biocompatibility tests of the epoxy with SU-8 were performed according to standard procedures. Bovine aortic smooth muscle cells (BAOSMC) were plated into culture wells defined by the SU-8 and epoxy on oxidized silicon surfaces. The proliferation of the cells was monitored visually over a four-day period and compared with growth rates in cell culture flasks.

A range of epoxies was examined for biocompatibility, adhesion, and curing. Some absorbed the cell medium (as evidenced by it turning red after immersion in
a bath containing phenyl red), others overflowed the dam, others proved not to be biocompatible, and still others did not flow between and around the wires. Three epoxies met those initial criteria. They were used to package the test structures described in section B. After encapsulation of the bonded chips, the packages were surmounted by wells that were filled with cell medium and put into an incubator at 37°C. The wire bonds were tested daily for several weeks. Unfortunately, bond wire failures were recorded within a few days for every one of those materials. We therefore conclude that this packaging method is insufficiently reliable for our purposes.

Figure D.2: (a) Top view of an encapsulant flown around a photolithographically defined SU-8 dam. (b) Bird’s eye view. In this example, the encapsulating epoxy successfully flowed around the wires and stopped at the dam. (c) Dam fabricated on an electrolessly plated 3 × 3 mm² CMOS chip. (d) Wirebonded test chip, 3 ×s 3 mm², with an SU8 barrier.
Figure D.3: (a) Cross-sectional view of an optical sensor with a cast filter/encapsulant (b) Integration of the encapsulated chip with a microfluidic network. (c) Photomicrograph of the die (arrows indicate location of photodiodes).

D.2.5 Micromachined redistribution padframes (MRP)

Like the previous two methods, the MRP method was designed for chips for which direct access to the chip surface is necessary, but with the aim of allowing later integration of microfluidics. The process starts by bulk micromachining a cavity into a silicon wafer using deep reactive ion etching (DRIE) in an inductively coupled plasma etcher. The cavity is as deep as the chip is thick (between 250 and 300 µm). This is to ensure that the chip surface is flush with the wafer surface after the chip is inserted into the cavity.

The DRIE step was performed with the following settings on the etcher. The pressure, for both passivation and etching cycles, was set at 15 mT, the bias power
for the etch power was set as 14 W for the etch cycle and 0 W for the passivation cycle, and the RF power was set at 600 W for both cycles. The flow rates of $SF_6$, $C_4F_8$, and $O_2$ were set at 130, 0, and 13 sccm, respectively for the etch cycle. These flow rates were set at 0, 85, and 0 sccm for the passivation cycle. An overlap of two seconds was chosen for the two cycles. This yielded an average etch rate of 1.90 $\mu m/min$ and a selectivity of 30:1 for the etch mask, which was the photoresist AZ4620. A photograph of the redistributed chip and a diagram of its cross-sectional area are shown in Fig. D.4.

Following the bulk micromachining step, a thin layer of epoxy was applied to the back side of the chip, and the chip was mounted in the cavity. A microscope slide was used to apply an even force on the chip to ensure that it was properly adhered to the cavity. Subsequently, SU-8 was uniformly coated on the wafer. This...
first layer of encapsulation ensured that any gaps between the cavity walls and the chips were bridged (denoted by the gray area labeled "Epoxy" on Fig. D.4(b)). The next step consisted of photolithographically defining the planar metal leads. Finally, a second SU-8 coating was deposited and patterned in order to open a window for access to the chip surface while passivating the metal lines.

Several encapsulation materials are now being investigated for enhancing protection of the bondpads. This packaging method has not yet been tested in cell medium.

D.2.6 Packaging of optical CMOS sensors

The easiest sensors to package, as previously stated, were the optical sensors. As shown in Fig. D.3, an encapsulant can easily be cast within the ceramic package cavity and cured, since no patterning is required. The cured film can be used as a substrate for integrating additional structures provided it has a flat enough surface. Figure D.3 shows a chip onto which a PDMS film, doped with 2-2-hydroxy 5-methyl-phenyl benzonitrizole (BTA), was cast. A microfluidic structure was subsequently bonded onto the cured PDMS using $O_2$ plasma bonding. This package allowed the sensor to be used over a period of several weeks for multiple 10-hour long experiments.
D.3 Conclusion

In this paper we have shown several methods that have been tried in our labs for packaging single CMOS dice obtained from multi-project wafer fabrication runs, with varied levels of success. Ultraviolet curing of thick polymer precursor layers cast over the chip allowed successful operation of the CMOS chip for 1 to 2 weeks in the best cases, but immediate failure in the worst. The method of photolithographically defining a ring at the periphery of the die to segregate the active area from the perimeter pad frame and then applying epoxy suffered from several failure mechanisms, and was found to be too unreliable. A third method, which is still under investigation, consisted of placing the chip in a cavity and rerouting the padframe, allowing the integration of microfluidics. The reliability of this packaging method is being investigated using the test platform that we specifically developed to study bond wire integrity. Finally, we reported on the packaging of an optical sensor. In this method, the encapsulant consisted of a chromophore-doped PDMS layer, which also functioned as an optical filter. This packaging method was straightforward and successful, allowing long-term use of the sensor.
Appendix E

Poisson Statistics of Photoelectron Emission

E.1 Introduction

In an optical sensor front-end, the photo-generated current exhibits random fluctuations that are independent of the ROC noise sources and of thermal energy. These fluctuations are known as the shot noise, and they arise from the discrete and random removal of energy quanta from the incident radiation field. For this reason, shot noise is a quantum mechanical random process, and it is the fundamental noise which underlies all light detection and measurement applications.

In a detector that integrates photo-generated charge, like an APS for example, the shot noise manifests itself as an uncertainty in the source follower-buffered voltage of the integration node. On the other hand, in a detector that performs photo-electric counting, like the PGSPAD, it can be estimated from the uncertainty in the count rate.

Thus, the number of photo-electrons generated in a detector is a random process, irrespective of the detector’s mode of operation and architecture. The distribution that describes this random process can be derived by considering photo-electron emission in an ideal vacuum photocathode (shown in Figure E.1a). (This analysis is credited to Davenport and Root. [225])
E.2 Single-Electron Current in a Vacuum Diode

In Figure E.1 the plate (or anode) is biased at a constant voltage denoted $V_A$ and the photocathode is held at ground. This systems is governed by the following electrostatic and classical kinematic equations:

\[
F_m = ma \quad \text{(E.1)}
\]
\[
F_l = -qE \quad \text{(E.2)}
\]
\[
E = -\nabla V \quad \text{(E.3)}
\]
\[
\nabla^2 V = -\frac{\rho}{\epsilon} \quad \text{(E.4)}
\]
\[
J = \rho v. \quad \text{(E.5)}
\]

Here, $F_m$ is the Newtonian force that a moving electron is subjected to as a result of its acceleration through the electric field $E$ resulting from the potential difference between the two electrodes, $\rho$ is the charge density, $J$ the current density, and $v$ the velocity of the electron. $F_l$ is the Lorentz force in the absence of a magnetic field ($B = 0$).

We first solve for the potential as a function of distance. We restrict our
analysis to only one dimension, that is the y and z components of the E-field are zero. We further assume that the temperature is constant and that there are no space charge effects. The latter assumption means that the electron does not interact with other electrons during its motion and that its initial velocity, in comparison to its terminal velocity (at the plate) is negligible. Consequently, the Poisson’s equation (E.4) simplifies to Laplace’s equation ($\nabla^2 V = 0$). This yields the boundary value problem (Equations E.6,E.7, and E.8) whose solution is shown in Equation E.9.

\[
\frac{\delta^2 V}{\delta x^2} = 0 \quad \text{(E.6)} \\
V(0) = 0 \quad \text{(E.7)} \\
V(d) = V_A \quad \text{(E.8)} \\
V(x) = \frac{V_A}{d} x \quad \text{(E.9)}
\]

The electric field is obtained using Equation E.3. In Equation E.10, the vector $\hat{i}$ indicates the basis vector in the x-direction in a Cartesian reference frame.

\[\mathbf{E} = -\frac{V_A}{d} \hat{i} \quad \text{(E.10)}\]

We may now find a second order differential that describes the motion of the electron by using a force balance equation. This is done by equating the Lorentz
force to the Newtonian force. This yields:

\[ F_t = F_m \quad \text{(E.11)} \]
\[ q \frac{V_A}{d} \frac{d}{dt} \dot{i} = m \frac{d^2 x}{dt^2} \dot{i} \quad \text{(E.12)} \]
\[ q \frac{V_A}{dm} = \frac{d^2 x}{dt^2} \quad \text{(E.13)} \]

By integrating Equation E.13 once, we obtain the velocity. Recall that we assume the initial velocity of the electron to be negligible compared to terminal velocity; this means \( v(0) = 0 \). Further integration yields a closed form solution (Equation E.15) for the position of the electron as it travels towards the plate.

\[ v(t) = q V_A t \quad \text{(E.14)} \]
\[ x(t) = \frac{1}{2} q V_A t^2 \quad \text{(E.15)} \]

The transit time, i.e. the time it takes the electron to travel a distance equal to \( d \) is found by solving for \( t \) in equation E.15.

\[ \tau_a = \sqrt{\frac{2m}{q V_A} d} \quad \text{(E.16)} \]

We have now all the equations that are needed in order to find the current induced on the plate as a result of the motion of the single charge. This is done by setting up an energy balance equation that relates the potential energy of the
moving electron and the work that need to be done to induce a net charge \( Q \) at the plate.

\[
U = q \frac{V_A}{d} x \quad \text{(E.17)}
\]

\[
W = Q V_A \quad \text{(E.18)}
\]

\[
q \frac{V_A}{d} x = Q V_A \quad \text{(E.19)}
\]

\[
i_e(t) = \frac{dQ}{dt} \quad \text{(E.20)}
\]

\[
i_e(t) = \frac{q}{d} \frac{dx}{dt} \quad \text{(E.21)}
\]

Expressing Equation E.21 in terms of the transit time, we obtain the final expression for the current pulse resulting from pulling a single charge from the cathode, and it is plotted in Figure E.1b).

\[
i_e(t) = \left( \frac{2q}{\tau_a} \right) \left( \frac{t}{\tau_a} \right), \text{ for } 0 \leq t \leq \tau_a \quad \text{(E.23)}
\]

E.3 Photo-electron Emission Probability in a Time Interval \( \tau \)

Equation E.23 suggest that each electron emitted from the photocathode creates a current pulse of duration \( \tau_a \). In this section, we derive the statistical distribution that accounts for the number of these current pulses in a time interval of duration \( \tau \), where \( \tau \geq \tau_a \). We begin by deriving the probability that no pulses are
emitted in time window \( \tau \); using that result, we subsequently derive the probability of having \( k \) events in that same time interval.

In order to arrive at the latter, we assume that, in an incremental increase \( \Delta \tau \), there can either be only one event, or no event at all. Mathematically, this is written as shown in Equation E.24, with \( p \), denoting the probability measure.

\[
p (0, \Delta \tau) + p (1, \Delta \tau) = 1 \tag{E.24}
\]

We now assume that the probability of obtaining one event in the incremental time window is proportional (by a constant) to the length of the time window. That is:

\[
p (1, \Delta \tau) = a\Delta \tau \tag{E.25}
\]

If we further assume that the emission of one electron is independent of previous emissions, then statistical independence allows us to write:

\[
p (0, \tau + \Delta \tau) = p (0, \tau) p (0, \Delta \tau) \tag{E.26}
\]

Substituting in Equation E.25 and Equation E.24 in Equation E.26, we find an expression for \( p (0, \Delta \tau) \). Taking the limit of \( \Delta \tau \to 0 \) in Equation E.27 yields
a first order difference equation whose solution is shown in Equation E.28. The
difference equation was solved using the boundary condition shown in Equation E.29,
which implies that when the time window $\Delta \tau$ is vanishingly small, there can be no
emissions. In other words, the probability of having no emissions in a zero-width
time interval is equal to 1.

\[
\frac{p(0, \tau + \Delta \tau) - p(0, \tau)}{\Delta \tau} = -a p(0, \tau) \quad \text{(E.27)}
\]

\[
p(0, \tau) = e^{-a \tau} \quad \text{(E.28)}
\]

\[
p(0, 0) = \lim_{\Delta \tau \to 0} p(0, \Delta \tau) = 1 \quad \text{(E.29)}
\]

We now derive the probability of having $K$ events in a time interval of du-
ration $\tau$. This probability, denoted $P(K, \tau)$, is a general expression for calculating
the likelihood of having an arbitrary number of electron emissions in a given time
window. The derivation begins by considering a time interval of duration $\tau + \Delta \tau$
and by again assuming that emissions times are statistically independent.

We write the following, with the latter assumption permitting the expansion
of the left-hand side of equation E.30 as a product of probabilities:

\[
p(k, \tau + \Delta \tau) = p(k, \tau) \times p(k, \Delta \tau). \quad \text{(E.30)}
\]
However, it is more convenient to expand the left-hand side of Equation E.30 as a sum of conditional probabilities by virtue of the assumed statistical independence of the emission times. Equation E.30 is becomes:

\[ p(k, \tau + \Delta \tau) = p(k - 1, \tau; 1, \Delta \tau) + p(k, \tau; 0, \Delta \tau). \]  
(E.31)

Furthermore,

\[ p(k, \tau + \Delta \tau) = p(k - 1, \tau) p(1, \Delta \tau) + p(k, \tau) p(0, \Delta \tau). \]  
(E.32)

Substituting in the values previously derived for \( P(0, \tau) \) and \( P(1, \tau) \) into Equation E.32 and dividing through by \( \Delta \tau \) yields:

\[ \frac{p(k, \tau + \Delta \tau) + p(k, \tau)}{\Delta \tau} + a p(k, \tau) = p(k - 1, \tau). \]  
(E.33)

For \( \Delta \tau \to 0 \), Equation E.33 becomes a recursive differential equation which establishes a relation between \( p(k, \tau) \) and \( p(k - 1, \tau) \). Utilizing an appropriate integrating factor and the initial value \( p(0, 0) = 0 \), the solution of equation E.33 was found to be:
Using mathematical induction and $p(0, \tau) = e^{-a \tau}$ the following general expression is obtained:

$$p(k, \tau) = a e^{-a \tau} \int_{0}^{\tau} e^{at} p(k-1, t) dt. \quad (E.34)$$

The above equation is none other the well-known Poisson probability mass function, $p(k, n)$, which describes arrival processes with mean $n = a \tau$. As expected, the normalization condition ($\sum_{k=0}^{\infty} p(k, n) = 1$) is satisfied and for large values of $k$, the limit is Gaussian.

Equation E.35 is plotted in Figure E.2 for various $n$. 

Figure E.2: Poisson distribution for $n = 2, 10, 15, 30$. 

$$p(k, \tau) = \frac{(a \tau)^{k} e^{-a \tau}}{k!} = \frac{(n)^{k} e^{-n}}{k!} \quad (E.35)$$
E.4 Shot Noise

Equation E.35 implies that the current $I$ through the vacuum diode during time $\tau$ is proportional to the number of $k$ electrons emitted at a fixed rate $r = \frac{k}{\tau}$ (Equation E.36). However, the mean square current is given by Equation E.37.

\[ I = \frac{kq}{\tau} \quad \text{(E.36)} \]

\[ \langle \Delta I^2 \rangle = \langle I^2 \rangle - \langle I \rangle^2 \quad \text{(E.37)} \]

The first term in the right-hand-side of Equation E.37 is computed directly from Equation E.36:

\[ \langle I^2 \rangle = \langle k^2 \rangle \left( \frac{q}{\tau} \right)^2. \quad \text{(E.38)} \]

Similarly, the second term is:

\[ \langle I \rangle^2 = \langle k \rangle^2 \left( \frac{q}{\tau} \right)^2. \quad \text{(E.39)} \]

Substituting Equations E.38 and E.39 into Equation E.37 yields:
\[ \langle \Delta I^2 \rangle = \left( \frac{q}{\tau} \right)^2 \left( \langle k^2 \rangle - \langle k \rangle^2 \right) \tag{E.40} \]

The second factor in Equation E.40 can be re-written as:

\[ \left( \langle k^2 \rangle - \langle k \rangle^2 \right) = \left( \langle k^2 \rangle - n^2 \right) = n. \tag{E.41} \]

Thus Equation E.40 yields:

\[ \langle \Delta I^2 \rangle = n \left( \frac{q}{\tau} \right)^2 = \left( \frac{\langle I \rangle q}{\tau} \right). \tag{E.42} \]

Re-writing \( \langle \Delta I^2 \rangle \) as \( \overline{i^2} \) and \( \frac{1}{\tau} \) as \( 2\beta \), where \( \beta \) is the single-sided measurement bandwidth, yields the well-known equation for shot noise:

\[ \overline{i^2} = 2q\langle I \rangle \beta. \tag{E.43} \]

\[ ^1 \text{This is done by subtracting the first and second central moments of Equation E.35 and subsequently making use of the normalization condition [33].} \]
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