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The transportation sector is a significant contributor to current global climatic problems,
one of the most prominent probl emshré¢ehat t o
complementary problems are addressed to suppaissions reduction efforts by
providing tools to help reduce demand for fossil fuels. The first proladdresses
alternative fuel vehicle (AFV) fleet operations considering limited infrastructure
availability and vehicle characteristics that contribicteemission reduction efforts by:
supporting alternative fuel use and reducing caiibtansive freight activity. A Green
Vehicle Routing Problem ((/RP) is formulated and techniques are proposed for its
solution. These techniques will aid organizationdhwAFV fleets in overcoming
difficulties that exist as a result of limited refueling infrastructure and will allow
companies considering conversion to a fleet of AFVs to understand the potential impact

of their decision on daily operations and costs. Theosd problem is aimed at

supporting SOV commute trip reduction efforts through alternative transportation



options. This problem contributes to emission reduction efforts by supporting reduction
of carbonintensive travel activity. Following a descriptia@alysis of commuter survey

data obtained from the University of Maryland, College Park campus, ofceseonse
models were developed to investigate the market for vanpooling. The model results show
that demand for vanpooling in the role of passengerdandr have differences and the
factors affecting these demands are not necessarily the same. Factors considered include:
status, willingnesso-pay, distance, residential location, commuting habits, demographics
and service characteristicBhe third probem focuses on providing essential input data,
origin-destination (OD) demand, for analysis of various strategies, to address emission
reduction by helping to improve system efficiency and reducing canensive travel
activity. A two-stage subarea ODethand estimation procedure is proposed to construct
and update important tirdependent OD demand input for subarea analysis in an effort
to overcome the computational limits of Dynamic Traffic Assignment (DTA)
methodologies. The proposed method in corjonc with pathbased simulation
assignment systems can provide an evolving platform for integrating operational
considerations in planning models for effective decision support for agencies that are

considering strategies for transportation emissions texgtuc
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Chapter 1: |l ntroducti on

1.1 Objective and Motivation

There is ample evidence that <climate chang

society faces, and the transportation sector is a significant contributor to this problem. In
1992, theUnited Nations Framework Convention on Climate Change (UNFCCC) was
founded in an effort to create a global response to the problem, bringing together 194
member countries. Since 1997, the Kyoto Protocol has gathered 190 countries under
more legally binding meases with the aim of aiding in reducing national emissions and
limiting the rise of global temperatures (UNFCCC, 2810

Efforts to mitigate transportation Greenhouse Gas (GHG) emissions and adapt to
changing climate have gained increased attention overafiethree decades. The
transportation sector is the second largest contributor to world GHG emissions. Much of
these emissions are produced through the burning of fossil fuels. Among GHGs, carbon
dioxide (CQ) constitutes the largest share of global GetGissions (76 % in 2004) and
fossil fuel use is responsible for over%éf the total CQ production in the world
(UNFCCC, 2010). The U.S. transportation sector accountsbfdrof global and 2% of
national GHG emissions, nearly all of which is from lthening of fossil fuels (97% in
2008, U.S. DOE 2010)). Fossil fuel consumption not only impacts the environment, but
also impacts the economy, security, and quality of life. The U.S. and governments of
other industrialized nationsecognize that breakg the dependence on foreign oil is

necessary for increasing security and economic stability.



Efforts taken in the last two decades have shown that this climate challenge calls
for an integrated and multaceted approach. Several international (eJ§FCCC,
Intergovernmental Panel on Climate Change (IPCC), United Nations Environment
Programme (UNEP)) and national (e.g. the U.S. Department of Transportation (DOT),
the U.S. Environmental Protection Agency (EPA), the U.S. Global Change Research
Program (USGRP), the Federal Highway Administration/American Association of State
Highway and Transportation Officials, (FHWA/AASHTO)) organizations have published
reports espousing strategies to reduce GHG emissions resulting from the transportation
sect or @s Deapitd thewiffdrences in their classifications or evaluation methods,
they all agree that the problem needs to be tackled from several fronts.

A recent report to the U.S. Congress, prepared by the Department of
Transportation (DOTEenter for Climag Change and Environmental Forecastorgthe
transportation sectorodos role in <climate
across all modes: (1) introducing lasarbon fuels; (2) increasing vehicle fuel efficiency;

(3) improving transportatiosystem efficiency; and (4) reducing carbatensive travel
activity. The report also suggests strategies, such as aligning transportation planning and
infrastructure investments with GHG mitigation objectives, as well as charging for
carbon emission@J.S. DOT, 201@). Similar strategies are suggested by AASHTO in an
effort to help achieve the goal of reducing U.S. GHG emissions %y 802050 from

2005 levels. They suggest a combination of strategies be employed. These strategies
target the problem fromadth supply and demand sides as is required given the complex
and interrelated structure of the physical transportation system and the broader

socioeconomic system in which it is embedded.



A multi-faceted approach is followed in this dissertation with tia af
supporting GHG emissions reduction efforts both from supply and demand sides. The
complex structure of the transportation system and its relations with-eommmmics
makes developing policies, strategies and analysis methods for transportati@mpro
including GHG emission reduction efforts, quite challenging. This challenge was
described in general terms by Manheim:

AThe chall enge of transportation systen
deliberately, in the complex fabric of a society use transport effectively, in
coordination with other public and private actions, to achieve the goals of that society.
(Manheim, 1979).

Some would argue that the societal goals have not changed over the past four
decades since Manhvgh im@asingsvoriitide population anid u
vehicular ownership, the need to achieve these goals, particularly those related to
environmental concerns, is now even more urgent. Manheim described what many know
term as a systersased approach to analyzingansportation systems and such a
systemsbased approach has been suggested by numerous otherdinmdéor example
works by Lieb (1978) and SussmgR2000). Such approaches advocate for the
simultaneous consideration of the many societal goals; thdbrisa more holistic
approach. Despite agreement in the academic literature that such a holistic approach is
necessary, in practice it is often the case that deemakers focus their actions on
myopic objectives, such as building capacity or system emwaamice, while neglecting
environmental or economic impacts. The increased awareness of the transportation

systembs | mpact on t he env iuseocallsferratbroades c o n o n



perspective that takes into account sustainability of theraydte achieve environmental

and economic sustainability goals, there is a need for a change in perspective in

transportation analysis, planning and pologking.

To address this need for a holistic approach to modeling transportation systems

both from tebnological and societal perspectives, new approaches have emerged

(Dodder, 2004; Sussmaat al, 2005). An example of such approach is CLIOS (Complex

Lar ge

definition where thetransportation system is described by interrelations among three

basic variables: the transportation system (T), the activity system (A), and traffic flows

(F) (Figure 11.a).
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One can consider the role of GHG emissions reduction efforts in the context of

Manhei mos

emissions are determiddoy both T and A (relation 1). @hges in flow cause changes in
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to achieve thisGHG emissions mitigation strategies, such as those stated ld.$he
DOT Report (2018), aim to have this impact. In addition, there is need to trace existing
flow patterns,their GHG emissions productions (GHG emission inventories), and
changes in traffic flow with corresponding emissions as a result of planned (or
implemented) strategies so as to measure the impact of improvements.

The characteristics of T and A are theimgactors in GHG emission problems
encountered at any scale, from institutional to global levels. For instance, as a result of
increased economic activity and existing transportation infrastructuve p¥the freight
tonnage in 2007 was carried by tructdile rail carried 12 and marinés} respectively
(ICF, 2008). Trucks were responsible for 29.8f U.S. GHG emissions, while rail and
marine transportation were for 2.8 and%,3espectively, in 2006U.S. DOT, 201@®).
Despite the fact thatil is typcally the least energintensive freight mode, due to the
limited rail infrastructure and service characteristics, trucking has been the main mode of
freight transportatiorSimilarly, at a local level, for example in a metropolitan area, GHG
emissions & a function of interactions between existing transportation systems and
person and goods movements. The choice as to how these movements are made is key for
the amount of GHG emissions produced. These choices vary from individual decisions
taken with resect to departure time, route, mode, residential and work related choices to
governmental decisions associated with policies, strategies and services. These decisions
ultimately determine the flows on the roads carried by different modes. For example,
single occupancy vehicles (SOV) have been the dominant mode of passenger
transportation, and are the largest contributor & GHG emissions, producing nearly

59%% of U.S. transportation GHG emissions in 2008 %.DOT, 201@). Therefore, GHG



reduction effortstargeting either freight or passenger transportation need to focus not
only on increasing vehicle fuel efficiency and fuel standards to reduce carbon intensity,
but also on infrastructure and behavioral changes that can encourage shifts to more
energy eficient modes.

GHG emission reduction efforts need to include supfy and demandide (A)
changes. From the suppdyde, services and infrastructure for energy efficient modes,
both for freight and passenger movements, are needed, as is developvedmties that
are powered by low carbon (e.g. biodiesel, ethanol, natural gas) or zero carbon (e.qg.
electric and hydrogen) fuels. From the demaiut#®, reducing demand for transportation
itself with mixeduse development, careful lamde planning and piileg carbon can be
long-term strategies. At the same time, reducing or shifting demand for emteosive
transportation modes to energy efficient, environmentayponsible modes, such as
transit, vanpools, carpools and amtorized transportation fgrassenger travel and rail
or marine for freight transportation are shéotmediumterm strategies.

As indicated in .S. DOT, 201@), no single transportation technology, strategy or
policy will be adequate to provide the level of reduction neededc@hsensus is that a
combination of technologies, strategies and policy actions will need to be employed to
engender the level of reduction in GHG emissions that is required.

This dissertation has three main objectives that if attained will contribute to

efforts to mitigate GHG emissions resulting from various transportation activities:

(1)  Support AFV fleet operations under current refueling infrastructure and

vehicle/fuel availability. Develop techniques to support companies or agencies that



employ a fleetof vehicles to serve customers or other entities located over a wide
geographical region in their decision to transition to alternative fuel use. These
techniques will plan for refueling and incorporate stops at AFSs so as to eliminate the
risk of runningout of fuel while maintainindgpw costroutes.

(2) Support large employers in their efforts to reduce SOV commute trips by
providing vanpooling services.Develop econometric models to analyze potential for
vanpooling to help cities and large employers, suchurasersities and government
agencies, in their efforts to reduce their GHG emissions through providing alternative
transportation options. These model s wi ||
vanpooling based on commuter survey data. Using data froconanuter survey
conducted at the University of Marylan@dMD), an econometric analysis will be
performed to better understand interest in vanpoafinpe passenger and driver roles
The analysis will be conducted using orderesponse models.

(3)  Support development and analysis of GHG emissions reduction strategies for

a selected subarea by providing essenti@D trip demand data. Develop a subarea

OD demand estimation procedure to be used in conjunction with network analysis tools
to allow considerationral rapid evaluation of a large number of scenarios and to support
transportation network planning and operational decisions for GHG emission reduction
efforts. The subarea OD demand estimation procedure will support Metropolitan
Planning Organizations (M) and other agencies in developing and evaluating
strategies that may not require analysis on a complete network representation, but require
capturing the vehicular response to traffic conditions resulting from network and

operational changes in a subarea



To achieve these objectives, the dissertation addresses three complementary
problems. These problems share the common goal of supporting GHG emissions
reduction efforts by providing tools to help reduce demand for fossil fuel through
seemingly different but synergistically related ways. The first probleaddresses
alternative fuel vehicle (AFV) fleet operations considering limited infrastructure
availability and vehicle characteristics, such as vehicle driving range. This problem
contributes to GHG ensgon reduction efforts in two ways: supporting alternative fuel
use and reducing carbamensive freight activity. The second problem supports single
occupancy vehicle trip reduction efforts, targeting commute trips through alternative
transportation opbins. This problem contributes to GHG reduction efforts by supporting
reduction of carbointensive travel activity. The third problem helps to provide essential
input data, origirdestination (OD) demand data, for analysis of various GHG emission
reduction strategies. This problem contributes to GHG emission reduction efforts by
helping to improve system efficiency and reducing caiintensive travel activity.

This dissertation has the following objectives:

1.2 Specific Problems Addressed and Contributions

The tree problem classes addressed tackle GHG emission problem from multiple
perspectives. They all a i e ddne todaynsawterm tot h e Q@
reduce emissions from passenger and goods

reducirg fossil fuel use through existing transportation infrastructure and technology.



1.2.1 Emission Reductio hrough Commercial Fleet Operations: The Green

Vehicle Routing Problem (GVRP)

Municipalities, government agencies, nonprofit organizations andt@rocanpanies are
converting their fleets of trucks to include Alternative Fuel Vehicles (AFVs). Some
organizations invest in such conversions, because they wish to reduce their environmental
impact, while others seek to meet new environmental regulatitmvgever, the lack of a
national infrastructure for refueling AFVs in conjunction with limited driving ranges
associated with the vehicles present significant challenges to alternative fuel technology
adoption by companies and agencies seeking to tranditbom traditional gasoline
powered vehicle fleets to AFV fleets. TheMRP is proposed to aid organizations with
alternative fueppowered vehicle fleets in tackling these challenges.

In this dissertation, techniques are developed to aid an organizattoarwAFV
fleet in overcoming difficulties that exist as a result of limited refueling infrastructure.
These techniques plan for refueling and incorporate stops at AFSs so as to eliminate the
risk of running out of fuel while maintainingw costroutes. he GVRP is formulated
as a mixeenteger linear program (MILP). Given a complete graph consisting of vertices
representing customer locations, AFSs, and a depot, {MiBF”5seeks a set of vehicle
tours with minimum distance each of which starts at the tdegsits a set of customers
within a prespecified time limit, and returns to the depot without exceeding the vehicle's
driving range that depends on fuel tank capacity. Each tour may include a stop at one or
more AFSs to allow the vehicle to refuel eutea As the GVRP is computationally
intractable, two specialized heuristics are proposed. Numerical experiments were

conducted to assess heuristic performance as a function of customer location



configuration, and station density and distribution. Thesenigues were also applied on
a large, realistic problem instance to illustrate their utility in-veaild operations and to
explore the impact of alternative fuel vehicle adoption on vehicle tours and needed fleet

size.

1.2.2 Emission Reduction Through Rducing SOV CommuteTrips: Modeling
Propensity to Vanpool

Decades of highway and automobile oriented development, along with subsidized oil and

automobile industries, inthe. Sihave creat ed tdepermgndlifestyrut o mo l

The transportation secatdaces particular challenges in GHG mitigation efforts as a
consequence of the limitations that rigid transportation infrastructure, a spread out built
environment and the resulting travel behavior induced by such a structure. Therefore,
transportation deand management (TDM) has become one of the primary policy
objectives for GHG reduction efforts since the early 1990s, with the recognition of global
warming as a real danger. The focus of this problem is-tight vehicles, because
automobiles and ligkhduty trucks (e.g. sport utility vehicles;aXle trucks, and minivans)

are the largest contributors of GHG emissions, responsible fof658f7total U.S.
transportation GHG emissions in 2006.%. DOT, 201®&). Moreover, the highest share

of vehicle miles raveled (VMT) by purpose was for to/from work trips with a 24.5
share and an average occupancy of 1.2 person per VMT in RDS9OOE, 201@).
Despite all the trip reduction efforts through alternative transportation options, such as
transit and ridesharn g , transitds shar e %otd 0.26 Mihce h a s

1970 (U.S. DOE 201@).
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This dissertation contributes to efforts to reduce single occupancy vehicle trips by
providing insight related to demand for vanpooling. Companies, agencies atudiamst
that wish to reduce their GHG emissions will need to consider a portfolio of alternative
transportation options, vanpooling among thémthis dissertation, two ordergdsponse
models, a passenger and a driver model, are estimated to undéastans affecting
decision to carpool/vanpool and their impact on this decision. These models are estimated
with ordered logit and probit model$he models applied on data obtained from the
commuter survey conducted at UMllowed a descriptive analysisf the data. The
results showed that the common determinants thought to be affecting
carpooling/vanpooling behaviavere not necessarily valid in a University setting. The
analysis revealed that calibrating two models to study the interest in beingeageassr
a driver is a valid approach, as the results indicated that the factors affecting them and
their impacts are differenfThe method can be adopted by other higher education
institutions as well as by larggeale employers, cities or metropolitareas when
developing alternative transportation programs. The results provide insight about the
potential user characteristics of the service; thus, provide information on the type of
service that would yield higher participation. In addition, #@nomeic method

presented in this dissertation helps identify the target groups for marketing gurpose

1.2.3Emission ReductionThrough Transportation System Operations: A
Dynamic Subarea OD Trip Demand Estimation Method
The US. State Department of Transparta on 6 s (DOTs) and metro

agencies (MPOs) have been developing policies and regulations for GHG emissions

reduction. Typically driven by legislation, these agenciesrageired to demonstrate

11



progress in stabilizing and reducing GHG emissiam their transportation planés

such, nany DOTs and MPOs are in the process of, or are considering, incorporating
climate change into their planning processes and are developing strategies for GHG
emissions reduction. These requirements introduce miaaenges. One such challenge

is estimating the potential impact of emissions reduction strategiels as pricing,
HOV/HOT lanes, carpooling and vanpooling, framparticular region or sutegion.

In this dissertation, aubarea analysis capability isweloped in conjunction with
dynamic network analysis models to allow consideration and rapid evaluation of a large
number of scenarios and to support transportation network planning and operational
decisions for GHG emission reduction efforfBhe developd technique has wide
applicability, but is described in the context of a mesopic simulation tool to be used
in conjunction with dynamic network analysis models. Specifically, astage subarea
demand estimation procedure is developed. The firstestagps pathased traffic
assignment results from the original network to generate an induced OD demand matrix
for the subarea network. The second stage incorporates an iteraevellsubarea OD
updating procedure to find a consistent network flowgpatby utilizing the induced OD
demand information and archived traffic measurements in the subarea network. An
excessdemand traffic assignment formulation is adopted to model the external trips that
traverse or bypass the subarea network. This formaoladltlows vehicular flow to
respond to traffic conditions resulting from network and operational changes in the
subarea and it can be interpreted in an entropy maximization framework. The resulting
OD demand provides essential data for agencies and orgjamszéo design, evaluate

and analyze various GHG mitigation strategies for their region.
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1.3 Dissertation Organization

The remainder of thiglissertationis organized in five chapters. Chapter 2 present
background ortransportation emissions, alternatifuels andeduction efforts through
alternative fuel use, demand management strategies and improving system efficiency. In
Chapter 3, a vehicle routing problem is defined and solution techniques are proposed to
aid existing AFV fleet owners or organizats that are planning to switch to AFV fleets

in overcoming difficulties that exist as a result of limited refueling infrastruc@hapter

4, using econometric models, analyae®rest invanpooling and factors that influence
decisions to undertake vamgling. Chapter 5 focuses on a network modeling tool that
facilitatesconsideration and rapid evaluation of a large number of scenarios in a subarea,
a capability that is needed for evaluation and implementation of transportation network
planning and opet@mns decisions for GHG emission reduction efforts. Finally,

conclusions and extensions are presentéthampter 6.
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Chaptkirt@rature Review

As discussed in Chapter 1, the transportation sector plays a significant role in emissions
production, particularly GHG production. Much of these emissions are the result of
increased socteconomic activity at both national and global levels. This activity in the
sociceconomic system puts a high demand on energy required for both passenger and
freight transportation. Fossil fuels account for 97% of U.S. transportatiotJ UseDQOE,

201(). To explain the relation between fossil fuel use in transportation and its impacts
on air quality and global warming, Section 2.1 provides an overview égoatation
emissions and their sources. A comparison of alternative fuels and fossil fuels are also
made in regard to emission production. In Section 2.2, an overview of current emission
reduction approaches is presented. These approaches are presentetiinology and
policy perspectives. In Section 2.3, three categories of strategies, namely alternative fuel
and vehicle technologies, carbonensive travel activity reduction and transportation

system efficiency improvements, are considered. Selsttaggies are reviewed.

2.1. Overview of Transportation Emissions

This section provides an overview about the various types of emissions resulting from the
transportation sector6s activities and th
impacts are idcussed both for lighduty and heawduty vehicles. Emissions are

typically grouped into three categories: criteria pollutants, greenhouse gases (GHG) and
mobile source air toxics (MSAT). It should be noted that while the impact of PM and
MSAT are at loa | l evel, GHG6s i mpacts are at a gl

target of air quality improvement and climate change efforts.
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2.1.1 Criteria Pollutants

Criteria pollutants include grouddvel ozone (@), carbon monoxide (CO), sulfur oxides
(SQ)), particulate matter (PM, where x represents the size of the particles and typically
grouped into two; PMR.5 for particles smaller than 2.5 microns in diameter andlBM

for larger particles up to 10 microns in diameter), nitrogen oxides)(N@d lead Rb).

They are harmful to health, the environment and even proddntyU.S.EPA is required

to set National Ambient Air Quality Standards to these six commonly known criteria
pollutions to comply with the Clean Air Act (U.S. EP20113. These pollutantand

their major sarces are listed in Table2 As seen in Table-2, the primary source of
these pollutants is fossil fuel use. They are either produced as a result of incomplete
combustion of fuel (e.g. CO and PR, are included in the fuel itself (e.Bb and S¢),

or occur as a result of reaction with oxygen in the air (esge8ults from a reaction of

NOy, volatile organic compounds (VOC) and sunlight). Among these, lead from
transportation is no longer a problem in developed countries where edlgadoline is
used. However, transportation sectorod6s sh
through highway modes, has been significant. For example, 50% of CO comes from
hi ghway vehicles where the tr ansmoerthamt i on
half of VOC and NQ from transportation are produced by highway vehicles (i.e. 37.7%
of O; and 57.9% of N¢). The distribution of these pollutants between lidaty and
heavyduty vehicles is also given in Tablel2 Gasoline powered liglttuty vehicles are
responsible for the majority of CO (94.1%) and VOC (91.7%), as well as half of NO
emissions. Diesel powered headyty vehicles on the other hand are responsible for

most of the PM (61.7% of PM.5 and 50.3% of PM.0) and NQ(44%) emissios.
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Table 2-1 Criteria pollutants, their sources and distribution between light and heavy duty vehicles

Criteria Sourcé? Transportation Highway  Light-duty Heavy-duty
Pollutants share® vehi c vehicld? vehicle
(2008) share© (gasoline (gasoline
(%) (2008) /diesel /diesel
(%) powered)© powered)®
(2005) (2005)
(%) (%)
Carbon monoxide Incomplete 73.2 50 94.1/0.0 4.1/1.8
(CO) combustion of fuel
Nitrogen dioxides Combustion of 57.9 31.9 49.9/0.2 5.9/44.0
(NOJ) fuel at high
temperatures
Ground-level Formed from a 37.7 21.5 91.7/0.1 4.2/3.9
Ozone (Qy) reaction between
NOy and VOC
under sunlight
Particulate Incomplete 0.2 (PM2.5) 0.1 32.1/1.6 4.7/61.7
matter(PM-x) combustion of fuel 3.2 (PM10) 1.2 44.2/1.0 4.4/50.3
Sulfur Fuel 4.5 0.6 NA NA
Dioxide(SO,)
Lead (Pb) Fuel NA NA NA NA

@)

Data is adapted from U.S. EPA (U.S. EPA, 2011a) and Freight and Air Quality Handbook, (U.S.

DOT, 201()

®)© € Opata is drawn from Tables 12.1 through 12.11 of U.S. DOE spatation Energy Data Book,

(d)

impacts on health ranging from respiratory diseases to cardiovascular diseases. Thus,

Edition 29 (U.S. DOE, 20H).

Light-duty vehicles include light vehicles, motorcycles and light trucks (less than 8,500 pounds)

(U.S. DOE, 2018).

These pollutants, especially;,0PM-x and CO have a wide range of negat

they are controlled under the Clean Air AtL$.DOT, 2006). In addition, for example,

O3z harms vegetation and impacts forests and ecosystems whibe daMses damage

materials and reduces visibility.

2.1.2 Greenhouse Gases (GHGSs)

Gr e

enhouse

gases

ar

e

at mospheric

gases

t

atmosphere. These gases collectively create greenhouse effect, which is a natural and
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essential phenomeon t o keep eartho6és average temper

possible. Without this effect, the average temperature on earth would be red &&@®& by
(U.S.EPA, 201Db). The primary GHGs are water vapor, carbon dioxide,fC@ethane
(CHg), nitrous oxide (NO), and fluorinated gases (e.g. chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs)). Some of these gases, suc,adN,O, CH, and
fluorinated gasespccur naturally and are emitted to the atmosphere through natural
processes and humactivities. While certain gases such as chlorofluorocarbons (CFCs),
hydrochlorofluorocarbons (HCFCs), and sulfur hexafluoride ¢)(Sire exclusively
produced by human activities.

The primary GHGs that are produced through transportation sector actweies
carbondioxide (CO,), methane (Ch), nitrous oxides (NQ), sulfur oxides (S¢ and
hydroflourocarbons (HFCs). GQs responsible for the largest share (Table.Zxen
thoughCQ; is constantlysequestered by plants as part of the biological carbde,ayue
to increased economic and social activity, its production rate exceeds what the natural
cycle can absorb. Despite the natural sequestration, ©5.concentrations in the
atmosphere increased approximately 37.5% sincengrestrial era (U.S. EPA2011c)
and projected to increase 28% from 2010 to 2050 (Greene and P2tkir).

Since the Industrial Revolution, deforestation has increased to support urban
development and agricultural needs, and fossil fuel use has increased to support
transportabn needs. This led to accumulation of GHGs, especially, @Othreatening
levels (e.g.annualCO, emissions increased by 80% between 1970 and 2004 glgbally)
causing global warming and associated climate change probl@@€&,(2007). The

global nature ofGHGs has also made them the primary concern of emission reduction

17

-

C



efforts, because unlike criteria pollutants and MSATs, GHGs can remain in the

atmosphere for extended periods (e.g. 50 to 200 yea®&3)r(U.S. DOT, 2018).

Table 22 Transportatonsect or 6 s share in primary GHGs in the
GHGs Source® Transportation  Highway Light- Heavy-
share® vehicles? duty duty
(%)* (%)* Vehicles  Vehicles
@ (@ ®
(%) (%)
Carbon dioxide Combustion of fossil 33.2 84.55 62.2 22.36
(COy) fuel, dieselbiofuel
Methane (CHy,) Burning of fossil 0.62 80 75 5

fuels, livestock,
agricultural practices,
and decay of organic

material
Nitrous Oxides Oxides of nitrogen 16.2 85.44 82.0 3.45
(NOy) (forms when nitrogen

in the air or fuel
combines wth
oxygen at high

temperatures
51.6 NA NA NA
Hydroflourocarbons Human activities suct
(HFC) as burning of fossil
fuel, and natural
processes
@ Data is adapted from U.S. EPA (U.S. EPA, 2011a) and Freight and Air Quatitbbiak,

(U.S.DOT, 201()
O © DO Data is drawn from Tables 11.4, 11.5 and 11.7 of U.S. DOE, Transportation Energy Data
Book, Edition 29 (U.S. DOE, 204D

@ Light-duty vehicles include light vehicles, motorcycles and light trucks (less3t5a0
pounds) (U.S. DOE, 204D

* Percentages are calculated based on values measures in million metric tonngs of CO
equivalent (C@e).

As seen in Table -2, the transportation sector produced more than half of
hydroflourocarbons (51.6%) ang@oximdely onethird of U.S.CO,in 2008. Moreover,
the majority of these GHGs come from highway vehicles (84.5% of 8@%6 of CH,
85.4% of NQ).While light-duty vehicles produce most of GGCH, and NQ (62.2%

75% and 85.44% respectively), headyty vehicks also had a high share of O@ith
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22.36% in 2008. The contribution of headyty vehicles to Ckland NQ emissions are

less than 5%.

2.1.3. Mobile Source Air Toxics (MSATS)

MSATSs include benzene and other hydrocarbons such asuia8@iene, formaldehgd
acetaldehyde, acrolein, and naphthalene (U.S. EB@Y). They are emitted by highway
vehicles as well as nemvad equipment.Both light and heavyduty vehicles emit these
toxics through the use of fossil fudlhey are not considered as toxic polhitaand are

not regulated by NAAQS (National Ambient Air Quality Standard), but they may cause
serious health and environmental problems, including cancer, respiratory diseases and
birth defects (U.S.DOT2006. Therefore, theEPA issued a rule in order t@duce
hazardous air pollutants from mobile sources, limiting the benzene content of gasoline
and reducing toxic emissions from passenger vehicles and gasoline contaiSeERA,

2007. The EPA has identified 21 MSAT, including diesel particulate maltenzene

and other organic material and metals among 188 air toxics identified by the CAA (Clean

Air Act) (U.S. DOT, 2006).

2.1.4. Emissions Fom Alternative Fuels

Non-petroleum fuels yield substantial energy secuaitg environmentabenefits. These
fuels are defined as alternative fuels as giverth@ Energy Policy Act of 1992.
Currently, the U.S. Department of Energy (DOE) recognizes the following as alternative
fuels: methanol (M), ethanol (E) , and other alcohols; blends of 85% or momhbbhl

with gasoline (e.g. M85, M100, E8%95); natural gas and liquid fuels domestically

produced from natural gas (LNG or CNG); liquefied petroleum gas (propB@,; coal
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derived liquid fuels; hydrogen (H2and electricity; biogksel (e.g. B20); and-Beries
(U.S.DOE, 2009). Pseries fuels are blends of ethanol, methyltetrahydrofuran (MTHF),
and pentanes plus, with butane added for blends that would be used in severe cold
weather conditions to meet cold start requirements.

Some of these fuels contain md&gum in their blends (e.g. biodiesel and ethanol
blends with gasoline) while some others emit harmful gases themselves either during the
burning process or the production process (e.g. CNG and LNG). Therefore, they also
produce emissions. However, the ssmns they produce is significantly less than their
gasoline counterparts. Table3summarizes several characteristics of alternative fuels as
compared to gasoline and diesel (No.2), including their sources, energy content, impacts
on environment and ergy security. According to Table-2 only electricity and
hydrogen can be zero talpe emission alternatives. However, this statement is true only
if their lifecycle effects (emissions that are produced during the production and
transportation of the &l i .e ndAwell to wheel d emissior
lifecycle impacts are considered, alternative fuel use is still beneficial in reducing
emissions. For example, lifecycle GHG emissions from various biofuels vary between

10% and 79% of theirgiroleum counterpart (Figure1).
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Table 2-3 Comparison of alternative fuels

Main Fuel Energy Contained Environmental Energy
Source in Various impacts Security

Alternative Fuels impacts

as Compared to

One Gallon of

Gasoline

Gasoline Crude Oil 100% Produces harmful Manufactured
emissions; using oil, of
however, gasoline which nearly
and gasoline 2/3is
vehicles are rapidly imported.
improving and
emissions are being
reduced
No. 2 Diesel Crude Qil 1 gallon of diesel  Produces harmful Manufactured

has 113% of the  emissions; using oil, of

energy of one however, diesel anc which nearly

gallon of gasoline. diesel vehicles are 2/3is
rapidly improving  imported.
and emissions are
being reduced
especially with
after treatment
devices.

Biodiesel Fats andils B100 has 103% of Reduces particulate Biodiesel is
from sources the energy in one matter and global domestically
such as soy gallon of gasoline warming gas produced,
beans, waste or 93% of the emissions renewable.
cooking oil,  energy of one compared to
animal fats, gallon of diesel. conventional diesel
and rapeseed B20 has 109% of however, NOXx

the energy of one emissions maybe

gallon of gasoline increased.

or 99% of the

energyof one

gallon of diesel.
Compressed Underground 5.66 pounds or CNG vehiclescan CNG is
Natural Gas(CNG) reserves 126.67 cu. ft. of demonstrate a domestically

CNG has 100% of
the energy of one
gallon of gasoline.

reduction in ozone
forming emissions
compared to some
conventional fuels;
however, HC
emissions maybe
increased.

prodwced. The
United States
has vast
natural gas
reserves.
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Electricity

Ethanol

Hydrogen

Liguefied Natural
Gas (LNG)

Coal,
nuclear,
natural gas,
hydroelectric,
and small
percentages
of wind and
solar.

Corn, grains,
or
agricultural
waste
(cellulose)

Natural gas,
methanol,
and
electrolysis
of water.

Underground
reserves

33.70 kWh has

100% of the energy

of one gallon of
gasoline.

1 gallon of E85 has
77% of the energy

of one gallon of
gasoline.

1 kg or 2.198 Ibs.
of H2 has 100% of
the energy of one
gallon of gasoline.

1 gallon of LNG
has 64% of the
energy of one

gallon of gasoline.

EV s have zero
tailpipe emissions;
however, sme
amount of
emissions can be
contributed to
power generation.

E-85 vehicles can
demonstrate a 25%
reduction in ozone
forming emissions
compared to
reformulated
gasoline.

Zero regulated
emissions for fuel
cell-powered
vehicles, and only
NOx emissions
possible for internal
combustion engine
operating on
hydrogen.

LNG vehicles can
demonstrate a
reduction in ozone
forming emissions
compaed to some
conventional fuels;
however, HC
emissions maybe
increased.

Electricity is
generated
mainly
through coal
fired power
plants. Coal is
the United
States' most
plentiful and
price-stable
fossil energy
resource.

Ethanol is
produced
domestically.

Hydrogen is
produced
domestically
and can be
produced from
renewable
sources.

LNG is
domestically
produced.
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Liquefied
Petroleum Gas
(LPG)

Methanol

A by-product
of petroleum
refining or
natural gas
processing

Natural gas,
caal, or,
woody
biomass

1 gallon of propane LPG vehicles can

has 73% of the
energy of one

gallon of gasdhe.

1 gallon of

of the energy of
one gallon of
gasoline

Approximately
demonstrate a 60% half of the
reduction in ozone LPG in the
forming emissions U.S. is derived

compared to from oil, but
reformulated no oil is
gasoline. imported
specifically for
LPG
production.
M-85 can Methanol is
methanol has 49% demonstrate a 40% domestically
reduction in ozone produced,
forming emissions sometimes
compared to from
reformulated renewable
gasoline. resouces.

Source: Available online at U.S. DOE (2011d), AFDC web site,
http://www.afdc.energy.goafdc/pdfs/afv_info.pdf . Table details are available at
http://www.afdc.energy.gov/afdc/fuels/properties_notes.html

100%

100% -

80% -

60% -

40% -

20% -

0% -

-20%

100%

79%

39% 43%
14%
-

Percent GHG Emissions of Petroleum Counterpart

Figure 2-1 Lifecycle GHG Emissions fromBiofuels, compared to their petroleum substitutes
Source Available online at U.S. DOR011e) AFDC web site,
http://www.afdc.energy.gov/afdc/data/fuels.html .
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2.2. Current Trends in Targeting Emissions From Tansportation

CO, makes up the largest shasé global GHG emissions with 76.7% of emissions in
2004. 56.6% of these emissions resulted from fossil fuel use (UNFCCy)2QMe@rall,

the transportation sectorés share lyn GHG
the U.S.).Thus, efforts toeduce GHG emissions primarily targeted reducing fossil fuel
use. The U.S. is one of the largest petroleum consumers in the world with 24%
consumption share globally (Figure22. As seen in Figure-2, the U.S. oil production

share is much lower than it®rsumption and its reserves are quite low (2% of world

reserves).

1000

P r— 59% S

800
600 —
400

200

Reserves (Billion Barrels)

Production, Consumption (MBPD)

u.s. OPEC Rest of World

Figure 2- 2 World oil production -consumption 2008, (Transportation Energy Databook, Edition 29,
(U.S. DOE, 201@))

Fossil fuel i's a scarce resousifud. It
consumers will need to seek for alternative energy. Dependency on fossil fuel use is
problematic for several reasons. There are limited oil reserves and the majority of them
are in the Middle East where political instability causes volatilityhe oil market.

Dependency on oil from this region of the world, thus, affects homeland security. Fossil
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fuel production and use also negatively impacts the environment,-esom@mic
systems and health. British P@tspeahapsshe ( BP)
most salient example for the scale of impact that oil production can have on the
environment. Similarly, war in Iraq (a member of Organization of Oil Exporting
Countries (OPEC)) and recent Aun-+4arecQGPEO®, i n
member as well have had national economic impact as a consequence of U.S.
dependency on foreign oil. Greene &whjang2005) estimated that oil dependence has
cost the U.S. economy $3.6 trillion (constant 2000 dollars). In an earlier work bypé&sre
and Tishchishyna (2000), the cost of oil market upheavals caused by OPEC members
between 1970s and 2000 cost the U.S. about $7 trillion (present value 1998 dollars) in
total economic costs. They also stated that major oil price shocks have disrugted wo
energy markets five times: between 1923 197980, 199091, 19992000, 2008. These
concerns for the environment, domestic security and economic stability accelerated
recent efforts in developing alternative fuel and vehicle technologies to redisdefdel
use. The approaches taken are summarized in section 2.2.1.

Strategies that aim to reduce enemgpgnsive travel activity have been another
approach to reduce fossil fuel use. These strategies aim to reduce highway VMT by
reducing the need foravel, increasing vehicle occupancy, shifting travel to more energy

efficient modes and improving muithodal travel opportunities.

2.2.1 Technological Approaches

Alternative fuels and vehicles that are powered by these fuels can play an important role
in addressing the challenges of climate change, energy security and air quiadity.

Energy Policy Act (EPAct) of 2005 includes several requirements for federal and state
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fleets regarding alternative fuel vehicle (AFV) fleets, alternative fuel use, and GHG
emissions reduction. While EPAct requirements do not apply to private fleets, incentives,
such as tax credits for purchase of AFVs, alternative fuel infrastructure tax credits, and
renewable diesel tax credits, exist to support comparable actions by avapanies.

Thus, alternative energy and vehicle technology research and development have received
significant attention in the U.S. and throughout the world.

Currently, several tyeof AFVs powered by fuels, such as ethanol, hydrogen,
natural gas (liqu or compressed), biodiesel, propane, and electricity, are available.
However, their success in the market depends on a number of factors, including vehicle
cost and performance and fuel infrastructure availability (see TaBle Adequate
refueling avaihbility is one of the most important barriers to successful
commercializatioh Federal agencies, suchdsS.DOE, EPA and DOT lead and support

research and development in both vehicle and fuel technologies to tackle barriers.

2.2.2. Policy Approaches

In 1994, thdJnited Nations Framework Convention on Climate Change (UNFCCC) was
founded to curb climate change by addressing the need to reduce GHG emissions
(ECMT, 2007). Shortly after the UNFCCC, the Kyoto Protocol brought together over 90
countries undea binding agreement signed by 37 industrialized countries and ratified by
55 nations. The countries signed the protocol, committing to reduce GHG emissions by

5% by 1012 from their 1990 levels. The Framewerkcourages its participants to

! Melaina and Bremson (2008) states that despite 164,300 refueling stations in operation nationwide, from
the perspectivef refueling availability for AFSs, this nationwide count tends to overstate the number of
stations required to support the widespread deployment of AFVs. They characterize a sufficient level of
urban coverage and estimate that about 51,000 urban stabattsbe required to provide this sufficient

level of coverage to all major urban areas.
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develop marketbased mechanisms (like carbon credits), {asd change policies and
increase forestry activitiet€JNFCCC, 2010). Although the U.S. government has not
signed the Kyoto Protocol, it hasramitted to the UNFCCC. As part of this commitment
the U.S. governmemtevelops a national emissions inventory annually, recording sources
and sinks of emissions from various sectors of the economy in accordance with the
guidelines established by the Intergovernmental Panel on Climate Change (IPCC). The
U.S. also developethe Copenhagen Change Accord, collaborating with other countries
that contribute significantly to global emissions (e.g. China, Brazil, India and South
Africa), to initiate global action against climate change. According to the Accord (signed
by 138 countes), the U.S. pledges to reduce its emissions levels 17% by 2020 from its
2005 levels UNFCCC 2009).

Since the 1970s, thé&).S. experienced increased negative impacts on the
environment largely resulting fronmcreased travel activity, particularly due toe
dominance of SOVs for personal transportation (Meyer, 19¥)eral policies such as
congestion mitigation, air quality improvement and transportation system management
(TSM) were developed. Recently, GHG emission reduction efforts have also been add
to the U.S. federal government agenda. Several governmental organizations, such as the
U.S. Department of Transportatiot.§. DOT), the U.S. Environmental Protection
Agency (.S.EPA), the U.S. Global Change Research Program (USGCRP), the Federal
Highway Administration/American Association of State Highway and Transportation

Officials, (FHWA/AASHTQ)), published reports espousing strategies to reduce GHG

emi ssions resulting from the transportatio
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The U.S. government policy on clineaaction has several levels. Federal Climate
Legislation requires states and Transportation Management Areas/Metropolitan Planning
Organizations (TMA/MPO) to develop GHG reduction targets and strategies as part of
their transportation plans, to demonstragt®gress in stabilizing and reducing GHG
emissions. The U.S. EPA has an important role in issuing regulations on transportation
GHG goals and standardizing models, methodologies, and data collection. The plans that
are developed by states or MPOs are irequto develop, submit or publish emission
reduction targets and strategi&4a(let, 2010. In addition, the Energy Policy Act of 1992
(EPAct) was passed by the UGongress to reduce dependence on imported petroleum
and to increase air quality by reqog certain fleets to acquire alternative fuel vehicles.
The U.S. Department of Energy administers the regulations for federal, state and private

fleets (U.S. DOE, 201}

2.3. Owerview of Strategies to Reduce Transportation GHG BEissions

Recognizing theignificant role of transportation in climate change, the U.S. government
and other developed nations alike has been developing policies, regulations and strategies
that target GHG emissions reductions. This section provides a summary of widely used

stratgjies that are also relevant to the problems addressed in this dissertation.

2.3.1. Vehicle and Fuel Technologymprovements

2.2.1.1. Alternative (low carbon) fuels
Several alternative fuel technologies are available that provide cleaner fueling émtions
both lightand heawyduty vehicles. Alternative fuel use in freight transportation has been

rather challenging. Applying efficiency standards, like those aimed atdigitvehicles,
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is not possible because healyty vehicles vary significantly by gme and
manufacturer. Therefore, there are no efficiency standards for -Jdeyvywehicles as of

yet. The fuels that are available for freight transportation are LPG, natural gas, biodiesel,
fuel-borne catalyst and lowulfur and emulsified diesel. All dhese fuels have pros and
cons in terms of emissions benefits, availability and ease of conversion. LPG reduces
NO,, PM and GHG. Moreover, the fuel distribution network for LPG is ready.
Unfortunately, it has lower energy content than gasoline. Natusalegiaices PM and has
similar performance to diesel, but requires special fueling facilities. Biodiesel blends
reduce PM and CO while slightly increasing Némissions. However, they require
engine modifications for blends that are higher than 20%.-lbamk catalysts reduce

PM, but may increase some particle emissions. -kolfur diesel (reduces PM) and
emulsified diesel (reduces PM and N@re also readily available and they do not require
engine modification; however, they are more expensive than cionwahndiesel. Also,
emulsified diesel contains less energy per gallom tt@ventional diesel (U.S. DOT
201(M). There is the hydrogen option also, but it is not currently available for commercial

use.

2.2.1.2. Alternative fuel vehicles (AFV)

The energyefficiency standards for fuels and vehicles, if successfully enforced, can
achieve significant reductions in emissions from transportation. For this purpose, the
National Highway Transportation Safety Administration (NHTSA) and the U.S. EPA
work collaboraitvely to develop a consistent national program that will yield substantial

improvements in fuel economy and emissions reductions fromdigfiytvehicles.
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The availability of lightduty alternative fuel vehicles have increased
tremendously in recent year€urrently available lightluty altenative fuel vehicles
include: hybrid electric vehicles, flexible fuel vehicles, compressed natural gas and
propane vehicles, and the recently introduceelaktric vehicles. The fuel availability is
still a significan factor affecting wide use of these vehicles, but progress has been made
(e.g. stations selling E85 ethanol are increasing, natural gas fueling station numbers are
growing and electric charging is becoming a viable option at home and at some other

limited locations) (U.S. DOE, 2011a).

Classification of alternative heaaduty vehicles is difficult because the use of
alternative fuels in such vehicles is typically made possible by making modifications in
vehicle engines. Possibfaodifications dependn thevehicle manufacturer. Therefore,
most effort is put in engine and equipment improvements. The available options include
hybrid-electric vehicles, improved aerodynamics, more efficient tires and reduced vehicle
weight. Other vehicle options, such as vedscpowered by natural gas or biodiesel are
available through custom production and typically only for testing for research and
development purposedhe available engine, chassis and vehicle combinations (U.S.
DOE, 2011b) and examples of headyty AFV fleets (U.S. DE, 2011c) can be seen at

USDOEOGs Al t er n Advance@dVeltdes Dag Centerd

2.3.2. Efficient Transportation System (erations

2.3.2.1. Pricing

Using pricing to encourage emissions reduction in transportation is perhaps the most

efficient strategy. There are several pricing mechanisms to choose from based on
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consumer and supplier characteristics. The basic idea is to price the marginal damages on
the environment caused by emissions. This forms the basis-ahdajpade or carbomax

policies. Similar markebased strategies include carbon pricing (increasing the cost of
fossil fuel use), VMT pricing (applied as tax or payyou drive insurance, or a better

way from emissions perspective is paythe-pump insurance), fuel taxesdhighway

user fees (Greene and Plotkin, 2011).

There are also operational pricing strategies, such as road, congestion and cordon
pricing. These strategies are receiving increased attention due to their capability of
targeting carbomelated activity, asvell as increasing system efficiencfkmong other
strategies, congestion pricing seems to be more popular in emission reduction efforts,
particularly in Europe.This is partially because it addressed multiple objectives
facilitating emissions reduction andongestion mitigation, and supporting transit
improvements through increased toll revenue and shifted demand to transit modes. The
first successful application led to implementations in other cities, including Stockholm
and London, was in Singapore thatrged in 1975.S.FHWA, 2010). Milan and Tokyo
(not implemented yet) are the only cities that specifically targeted emission reduction by
cordon pricing.

Other pricing examples, although their primary objective was not directly GHG
mitigation, also tageted the environmental benefits while the support of transit was
secondary objective. The objective of Stockholm and London applications is congestion
management. Germany and Czech Republic applications aimed at revenue generation.

The Netherlands apptiepricing as a nationwide planned strategy to reduce congestion
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and replace vehicle tax revenue. Only Milan and Tokyo examples specifically targeted

emission reduction by cordon pricind.S.FHWA, 2010).

2.3.2.2. Incentives through HOV/HOT lane use

Various TDM and congestion management strategies, such as those involving HOV/HOT
lanes, bus rapid transit (BRT), corridor management, and information provision, have
been implemented or considered by many states and MPOs. Addition of high occupancy
vehicle (HOV) or high occupancy toll (HOT) facilities also can support
carpooling/vanpooling. In order to increase environmental benefits, HOV/HOT use can
be tied to AFV and alternative fuel use through state or local regulations. For example,
California enacted AB 71, which grants single occupant vehicles use of HOV lanes for
electric and alternative fuel powered vehicles, including-eenssion vehicles, ultrepw

emission vehicles, and supdtra-low emisson vehicles in 2000 (Shahe&t04).

2.3.2.3. Transpotation System Management (TSM) Hhrough Intelligent

Transportation Systems (ITS)

System efficiency strategies include but are not limited to work zone management,
incident management, information provision, corridor management, traffic calming,
bottleneck rief, ramp metering and the like. These strategies help reduce energy use and
associated emissions by optimizing or improving the design, construction, operation and
use of transportation networks (U.S. DOT, 281@ccording to the U.S. DOT (20&0)
lowering speed limits on national highways could provide up to 2% reduction in GHG

emissions, while traffic management and bottleneck relief could provide up to 3%
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reduction. However, these strategies need to be designed carefully as they may cause

increases iravel due to induced demand.

2.3.3. Strategies to Reduce Carbemtensive Travel Activity

The objective of these strategies is to reduce highway VMT by reducing the need for
travel, increasing vehicle occupancy and shifting travel demand to more efigcgpnt
modes (ideally to nomotorized modes). According to the U.S. DOT (281Qhese

strategies can collectively yield a 5 tol7é6luction in GHGs bg030.

2.3.3.1 Public transportation improvement

There are many ways to improve public transit amteshare services, including
increased service, HOV priority, improved comfort, lower fares, more convenient
payment options, improved user information, marketing programs, transit oriented
development, improved security, and special service offeringls,agiexpress commuter
buses. High quality transit can attrae15% of urban trips and leverages additional travel
reductions by stimulating more compact development. People who live in-vapsited
communities typically drive 230% less than residentof automobileoriented areas.
AASHTO suggestshe reduction in VMT growth to 1% per year and doubling of transit

ridership (AASHTO, 2011).

2.3.3.2 Commuter trip reduction programs

Commuter trip reduction programs aim to reduce VMT and SOV mode shavmofute

trips. Some of the commonly used strategies are telecommuting, carpooling/vanpooling,
flexible work start times, transit subsidies, parking management (or pricing) and

ridesharing programs. The application of these strategies can be required tyeespt
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can be encouraged by incentives and subsidies. Currently, two states (Oregon and
Washington) and two metropolitan areas (Phoenix and Tuscon in Arizona) have
employer trip reduction requirements.§. DOT, 201@&). Other applications include
state, regional or local level TDM programs that employers voluntarily apply (e.g.

Atlanta, Washington D.C, and Southern California).

2.2.3.4 Noamotorized transportation improvements

Non-motorized transportation options naturally are the cleanest way of trgveli
Encouraging these modes through compact development and improved walking and
cycling facilities will help reduce the use of eneiigtensive modes for relatively shert
distance trips. Walking and cycling have the potential of reducing automobile @A\fd S

trips and support transit modes. These strategies include infrastructure improvements for
these modes and programs that would promote and foster them. For example, cycling
could substitute vehicle trips for shatistance travels, e.g. up to 5 milespyded that

the infrastructure is available both-ooad and at the destination.

2.4 Summary

This dissertation addresses three problems that aid in transportation emissions reduction
efforts both from freight and passenger travel. In Chapter 3,¥iRI&Sis proposed to aid
organizations with alternative fupbwered vehicle fleets in tackling challenges
introduced by the existing alternative fuel and vehicle availability. The techniques
developed plans for refueling and incorporate stops at AFSs so lanit@e the risk of
running out of fuel while maintaining profitable routes. A hypothetical case study is used

to demonstrate their utility in realorld operations and to explore the impact of
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alternative fuel vehicle adoption on veleidburs and needdteet sizeln Chapter 4, an
econometric analysis of propensity to carpool/vanpool is made thatteesksribute to

efforts to reduce SOV trips by providing insight related to demand for vanpooling.
Commuter survey data from University of Maryland, €g# Park campus is utilized for

the analysis. Chapter 5 presents a network modeling tool that can be used for evaluating
impacts of various pricing strategies, HOV/HOT lane impacts, workszame incident
management at a network level. This tool fac#isatapid evaluation of a large number of
scenarios in a subarea, a capability that is needed for evaluation and implementation of
transportation network planning and operations decisions for emission reduction efforts.

Finally, Chapter 6 summarizes and cluales the dissertation.
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Chapt eme 3Grden Vehicle Routing

3.1 Introduction

In the United States (U.S.), the transportation sector contributes 28% (U.S. EPA, 2009) of
national greenhouse gas (GHG) emissions. This iarige part because 97% of U.S.
transportation energy comes from petrolelbased fuels (U.S. DOT, 2040 Efforts have

been made over many decades to attract drivers awayposonal automobiles and on

to public transit and freight from trucks to rail. Sucloe are aimed at reducing vehicle
miles traveled by road andhus, fossil fuelusage. Other efforts have focused on
introducing cleaner fuels, e.g. ultra low sulfur diesel, and efficient engine technologies,
leading to reduced emissis for the same msetraveled and greater mileage getion

of fuel used. While each such effort has its benefits, only a-fagkited approach can
engender the needed reduction in foksl usage.

As part of such a mulfiaceted approach, renewed attention is beingrgito
efforts to exploit alternative, clear fuel sources, namely, biodiesel, electricity, ethanol,
hydrogen, methanol, natural gas, (liiNG-or compresse€NG), and popane (.S.

DOE, 2010. Municipalities, government agencies, nonprofit organizatiand private
companies are converting their fleets of trucks to include Alternative Fuel Vehicles
(AFVs). This focus on truck conversion is desirabhile medium and heavyduty
trucks comprise only 4%f the vehicles on the roadways.§. FHWA, 2008), they
contribute nearly 19.2% of U.S. transportatlmased GHG emissiond (S.DOT, 201@).
Moreover, truck traffic has had the greatest growth rate of all vehicles, increasing 77%

for heavyduty trucks and 65.6% for liglttuty trucks compared with only 343 for
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passenger cars between 1990 and 2008.00T, 201@).

Numerous factors are considered in the selection of a particular vehicle type,
including fuel availability and geographic distribution of fueling stations in the service
area, vehicle drivingange, vehicle and fuel cost, fuel efficiency, and fleet maintenance
costs. The lack o& nationalinfrastructure for refueling AFVs presents a significant
obstacle to alternative fuel technology adoptioncbynpanies and agencies seeking to
transition fromtraditional gasolingpowered vehicle fleets to AFV fleets (Melaina and
Bremson, 2008). In fact, approximately 98% of the fuel used in the federal government's
138,000 AFV fleet (of which, 92.8% in 2008 are fiieel vehicles that can run on
gasoline or dtanol based EB85 fuel) continues to be conventional gasoline as a result of a
lack of opportunity for refueling using the alternative fuel for which the vehicles were
designed (U.S. DOE, 20&0 Moreover existingaternativefueling stations (AFSs) are
distributed unevenly across the country and within specific regions. Additional
operational challenges exist as a result of the estlwriving range of most AFVSs.
Similar challenges exist for privately owned AFV fleets. FedEx, in its overseas
operations, enlpys AFVs that run on biodiesel, liquid natural gas (LNG) or compressed
natural gas (CNG). In U.S. operations, hybrid vehicles have dominated, while LPG,
biodiesel and CNG use is limited to regions with access to appropriate AFSs (Bohn,
2008).

This dissetation is concerned with those companies or agencies that employ a
fleet of vehicles to serve customers or other entities located over a wide geographical
region. Such companies rely on tools to aid in forming low cost tours, so as to save

money and timeasulting from travel to customer locations. These routes typically begin
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at a depot, visit multiple customers and then return to the depot. The problem of
assigning customers to vehicles and ordering the customer visits in forming these tours is
known as lhe Vehicle Routing Problem (VRP). A variant of the VRP, the Gresmdle
Routing Problem (GVRP), is introduced herein that accounts for the additional
challenges associated with operating a fleet of AFVs.

In this dissertationtechniques are developemldid an organization with an AFV
fleet in overcoming difficulties that exist as a result of limited refueling infrastructure.
These techniques plan for refueling and incorporate stops at AFSs so as to eliminate the
risk of running out of fuel whilenaintaning low cost routesThe GVRP is formulated
as a mixednteger linear program (MILP). Given a complete graph consisting of vertices
representing customer locations, AF8ad a depotthe G-VRP seeks a set of vehicle
tourswith minimum distance each @fhich stars at thedepot visits a set of customers
within a prespecifiedtime limit, and retureto thedepot without exceeding the vehicle's
driving range that depends on fuel tank capaé&ifch tour may include a stop at one or
more AFSs to allow theehicle to refuel en route.

The GVRP is illustrated on a simplexampleproblem in Figure 31. This
example involves only one truck with a fuel tank capacityQefb0 gallons and fuel
consumptiorrate ofr=0.2 gallonger mile (or 5 miles per gallon fuefficiency (Fraer et
al. (2005)). Three AFSs are available in the region. The vehicle begins its tour at depot D
and must visit customers C1 through C6 before returning to the depot. To visit these
customers, a minimum distance of 339 miles must bergagle Travel of such a distance
would consume 67.8 gallons, 17.8 more gallons of fuel than the vehicle's tank can hold.

Thus, the vehicle needs to visit at least one AFS in order to serve all customers and return
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to depot D. The &/RP takes into accountegh vehi cl eds f uel t ank
chooses the optimal placement of AFS visits within the tour. Accounting for fuel
limitations, the optimal solution to the-@&RP involves a stop at one AFS and requires
the traversal of 354 miles. Thus, the ttemgth is 15 miles longer than the minimum tour

length, where fuel tank capacity is assumed to be unlimited.

ﬁ DiFg C1 C2 C3 C4 OC5 Cé FI F2 F3
; DiFy 0 148 35 32 70 140 73 a0 45 75

45
@ cr - 0 93 180 99 12 72 102 80 40
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gallons 3548 @ 821 gallons  ¢crg | - - - 0 8 49 25 60 55
a5 |- e 0 73 89 55 30
a6 | - - 0 50 85 64
@ 18.6 gallons R R R R R R R 0100 g2
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Figure 3-1 lllustrative example of a solution to the GVRP

As the VRP is known to be an NfRrd problem (indicating that the
computationh effort required for its solution grows exponentially with increasing
problem size), and the VRP is a special case o&tMRP, the GVRP is NRhard. Thus,
exact solution of large, reatorld probleminstances will be difficult to obtain. Two
heuristics,the Modified Clarle and Wright Savings (MCWS) heuristic atite Density
Based Clustering Algorithm (DBCA), along with a customized improvement technique,
are proposed for solution of such larger problem instances. These techniques are intended
to providedecision support for a company or agency operating a fleet of AFVs for which
limited fueling stations existNumerical experiments were designed and conducted to
assess heuristic performance as a function of customer location configuration, and station
dersity and distribution. The techniques are also applied on a hypothetical problem
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instance meant teeplicatea me di c al textile supplier C 0 My

Washington, D.C. metropolitan area

3.2. Background

A number of works in the literaterpresent optimizatichased approaches designed
specifically for siting AFSs. The majority of these works were motivated by the
Hydrogen Program thatas created during the G. W. Bush administration and supported
by a diverse group of governmental and/ar@sponsorgNicholas et al., 2004; Kuby and
Lim, 2005, 2007; Upchuttet al., 2007; Lin et al.,2068200&; Bapnaet al., 2002.
Other worls focus on military applications armbnsider issues pertaining to the limited
capacity of fuetanks (e.g. Mehrez et al., 1983; Mehrez and Stern, 1985; Melkman et al.,
1986; Yamani et al., 1990; Yuan and Mehrez, 1995). Numeroussvaaldress the more
general VRP with capacity and distance constraints (e.g. Laporte et al., 1985); however,
such works do not consider the opportunity to extend a vehicle's distance limitation as a
consequence of actions taken while en route. Of greglarance is the muitdepot VRP
in which vehicles can stop at satellite facilities (also referred to as replenishment-or inter
depot facilities) to replenish or unload (e.g. Bard et al., 1998; Chan and Baker, 2005;
Crevier et al., 2007; Kek et al., 2008arantilis et al., 2008). Such opportunity for
reloading aims to overcome capacity limitations of the vehicles, thus, permitting longer
routes and reduced return travel to the central depot. In another related work, Ichimori et
al. (1981) addressed a slest path problem for a single vehicle en route to a single
destination in which stops to refuel are explicitly considered.

It appears that no work in the literature directly addresses tRESor a direct

variant thereof. While solution techniques develbpo address related problems cannot
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be applied directly in solution of the-@RP in which fuel tank limits guide distances that
can be traveled, the MILP formulation of theMRP developed in the next section builds
on concepts conceived in (Bard et 4B98). Bard et al. formulated\éRP with Satellite
Facilities (VRPSF) problemas an MILP with capacity and tour duration limitation
constraints. Vehicles with capacitynitations have th@ption to stop at satellite facilities

to reload in order to senaistomer demand at the nodes. Subtour elimination constraints
that enploy time relationshipsas well as concepts used for tracking capacity utilization,

employed by Bard et alare exploited herein

3.3 Problem Definition and Formulation

The GVRP is &fined on an undirectedpmpletegraphG=(V,E), where vertex se¥ is a
combnation of the customer skt{vi,v>, é .},the depoty, and a set o§ OAFSs,F={
Vo1,V ns2, €Vinse. The vertex set i9/={vo} CICF={Vo,vi,Vo, € n+s},MV|=n+s+1. It is
assumed that in addition to the AFSs, depotcanbe used aa refueling station and all
refueling stations have unlimited capacities. TheEsgt(vi,v)): vi,vi/ V, i<j} corresponds
to the edges connecting verticafsV. Each edggv;,V)) is associated with a namegative
travel timet;, costc; and distancel;. Travel speeds are assumed to be constant over a
link. In addition, no limit is set on the mber of stops that can be made for refueling.
When refueling is undertakeit is assumed that the tank is filled to capacity.

The GVRP seeks to find at most tours one for each vehiclghat starts and
ends at the depot, visiting a subset of vertioetiding AFSs when needadch that the
total distance traveled is minimizédehicle drivingrangeconstraints that are dictated by

fuel tank capacity limitationand tour duration constrainseant to restrict tour durations
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to aprespecified limitTna apply.It is assumed that all customers can be served by a
vehicle that begins its tour at the depot and returns to the depot afiegwisé customer
directly within Tra Without loss of generality, to reflect reabrld service area designs,

it is assumed that all customers can be visdi@éctly by a vehicle beginning and
returning to the depot with at most one visit to an AFS. This does not preclude the
possibility of choosing a touhat serves multiple customers aswhtains more than one
visit to an AFS.

The formulaion distinguistes between visits to AFSs and the depot from
customer visits. This is because each AFS may be visited more than once or not at all. In
addition, the depot must be visited at the start and end of each tour andveanvken
desired, as an AFS. Customers, on the other hand, must be visited exactlyfance.
permit multiple (and possibly zero) visits to a subset of the nodes, while requiring exactly
one visit to other nodesraph G is augmented (tereateG'=(V',E)) with a set ofs
dummy nods, U ={Vnss+1, Vs+2,€ .Vsss}, ONE for each potential visit to an AFS depot
serving as an AFS/'=VCi .Associated witheach refueling statiow/ F is ny dummy
nodesfor f = 0, & The Awnber of dummy nodes associated with each Af, set
to the numberof times the associated can be visitedrn; should be set as small as
possible so as to reduce the network size, but large enough to not restrict multiple
beneficial visits. This technique involving dummy nodes was introduced by Bard et al.
(1998) for tkeir application involving stops at intermediate depots for reloading vehicles

with goods for delivery.

Additional notation used in formulating the-ZRP is defined next.

lo Set of customer nodes and depet{vo}Cl
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Fo Set of AFS nodes and depbt={ Vo }CF", whereF'=FC G

pi Service timeat nodei (if il 1, thenp; is the service time at the customer node,
il F, pi istherefueling time at the AFS nodwhich is assumed to be constant)

r Vehicle fuel consumption rafgallonsper mile)

Q Vehicle fuel tank capacity

DecisionVariables

Xij Binary variableequal to 1 if a vehicle travels fromertexi toj and O otherwise

Yi Fuel level variablspecifying the remaining tank fuel leugbon arrival tovertex
] . Itis reseto Q at each refuelingtation node and the depot

¥ Time variablespecifying the time of arrival of a vehicle at ngdmitialized to

zeroupon departure frorthe depot

The mathematical formulation of the\@RP is as follows:

min é. d” Xij
il Vi (31)
I, ]
S.t.
A x. =1, "ill
a 32)
j, i
Jla\_/)(” ¢ 1, "i/ Fo (3_3)
J, i
axi-ax=o. /v (3-4)
i v i v
j.i i
a Xoj ¢m (3-5)
it v\{0}
a xptm (3-6)
il V\{0}

(3-7)
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£ 2 ti +(tj- pj )% - Tmax1- Xj ), i/ V,"i /V\{0} andi, |

0c¢t 0 ¢ Trnax (3-8)
toj €2 ¢ Tmax- (tjo+Pj) . "1 /V{0} (3-9)
yj €y - r@lx; +Q1- %), " j/1andi/ Vi, (3-10)
yj=Q ., "jl Fy (3-11)
yj 2 min{r @jo,r @dj +dig)}," ji 1" IT Fi (3-12)
%, 1 {01} ,"i,] (3-13)

Theobjective 8-1) seekgo minimize total distance travelled by the AFV fleet igiwen

day. Constraints32) ensure that each customer vertex has exactly one succassor
customer, AFS or depot node. Constrair8s3) ensure that each AFS (amdsociated
dumny node$ will have at most one successor nodecustomer, AFS or depot node.
Continuity of flowis ensured through constrain&4) by whichthe number of arrivals at

a nodemust equal the number of departurefor all nodes except the depot node.
Constraints §5) ensure that at mosn vehicles are routed out of the depot and
corstraints 8-6) ensure that at mostvehicles return to the depot in a givday. A copy

of the depot is made to distinguish departure and arrival times at the depot, which is
necessary for tracking the time at each node visited and preventing the foriwfatio
subtours. The time of arrival at each node by each vehicle is tracked through constraints
(3-7). Constraints 37) along with constraints3{8) and 8-9) make certain that each
vehicle returns to the depot no later tHan. Constrainty3-8) specifya departure time

from the depot of zerod=0) and an upper bound on arrival times upon return to the
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depot.Lower and upper bounds on arrival timescustomer and AF&ertices given in
constraints §-9) ensurethat eachrouteis completed byTax Constaints 3-10) track a
vehicle's fuel level based on node sequence and type. If m@dssited right after node

(xj=1) and node is a customer node, the first term in constraits({) reduces the fuel

level upon arrival at nodebased on the distae traveled fromnodeand t he vehic
fuel consumption ratelime and fuel level tracking constraints, constrait3)(and 8-

10), respectively, serve to eliminate the possibility of subtour formation. Consti&ints (
11) reset the fuel level @ upon arrival at the depot or an AFS node. ConstraByk2()
guarantee that there will be enough remaining fuel to return to the depot directly or by
way of an AFS from any customer location en route. This constraint seeks to ensure that
the vehicles will nobe stranded. One could extend this constraint to permit return paths
that visit more than one AFS. These constraints are implemented through the Java
CPLEX interface using if then logic. Finally, binary integrality is guaranteed through
constraints -13).

The main difficulty in solving any VRP is ensuring that subtours will not be
created. Intraditional VRP formulations, a set of constraints known as subtour
elimination constraints are included. In theV&P formulation presented herein,
subtours argrevented througkhe combination of constraints82), (3-3), (3-8) and(3-

11) acting together.

The formulation of the &RP presented in this section builds on the VRPSF
formulation by Bard et al.(1998) designed for a delivery routing problem withitestait
which goods can be loaded en route to customers. Similar notation was employed where

possible. The &/RP differs from the VRPSF in several substantial ways. First, the
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VRPSF does not consider distance restrictions based on fuel tank capacitghAthe
possibility of running out of fuel en route to a customer is not considered. Second, fuel is
consumed along the network edges, while goods are consumed at the network vertices.
Thus, capacity limitations associated with the VRPSF cannot serveodielimg fuel

usage limitations. Third, determination of upper and lower bounds on arrival times at the
vertices are complicated by refueling needs. This is because there are many more
combinations of possible vertex sequences than in the VRPSF and ther miABSs in

an instance of the &RP will likely exceed the number of satellite facilities in a typical
VRPSF. The additional combinations are due to the fact that in-MBR; it is possible

that refueling will be required even before arriving at @lsircustomer and travel to a
refueling station must be considered from every customer en route. This differs from the
VRPSF, where reloading at a satellite facility need only be considered when supplies (i.e.
goods) must be replenished. Finally, satelfdeilities are strategically located, while
locations of the AFSs are typically beyond the company's control, possibly affecting the

difficulty associated with determining good routes.

3.4 Solution of the GVRP

The vehicle driving range (or fuel tank capgclimitations and existence of a subset of
vertices (the AFSs) that can, but need not be, visited, as well as the possibility of
extending a vehicle's driving range as a result of a visit to a site along the tour, introduce
complications that are not ggent in classical VRPs or most variants thereof. Thus,
heuristics designed for the classical VRP or related variants cannot be applied directly in
solving the GVRP. Not only might such heuristics result in solutions that perform

poorly, but these solutis may not even be feasible. Two heuristiastomized fothe
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G-VRP are proposed herein for solution of large problem instances: the MCWS heuristic
and DBCA. The Clarke and Wright Savings algorithm (Clarke and Wright, 1964)
designed for the classical VR&)d customized for its variants, is modified to create the
MCWS heuristic so as to tackle the challenges introduced by 8% TheDBCA

builds on concepts from the Density Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm proposeth (Ester et al. 1996) for the purpose of discovering
clusters of arbitrary shapes in large spatial databases, such as satellite imagesyand x

In addition, two tour improvement techniques involving wittonr edge interchanges

and acrosgour vertexexchangeslesigned for the &/RP that can be applied in series

once a tour is constructed are presented herein.

3.4.1.The MCWS Heuiristic

MCWS heuristic

Step 1:Createn backandforth vehicle tours \p-vi-vo), eachstartingat the depotv,
visiting a aistomer vertexii | and ending at the depot. Add each created tour to
thetours list

Step 2:Calculate the tour duration and distance for all tours indhes list Check for
feasibility of all initial backand-forth tours with regard to drivingangeand tour
duration limitation constraintand categorizéhemas feasible or infeasibl@lace
all feasible tours in théeasible tous list and the remainder in thefeasible tour
list.

Step 3:For each tour in thénfeasible tour list calculatethe costof an AFS insertion

between customer verticesandthe depoty, c(vi,Vo) = d(vi,v) +d(vi,Vo) - d(Vi,Vo)
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for every AFS \;/ F;). For every such tour, insert an AFS with the least insertion
cost. If both driving range andour duration limitationconstrants are met after

the insertion of an AFS, add the resulting tour to feressible tours listIf the
driving range constraint is not met with the addition of any AFS, discard the tour.
No startingtour containing more than one AFS is considered.

Step 4 Compute the savings associated with merging each pair of tours faasiele
tours list To do so, first identify all vertices that are adjacent to the depot in a
tour. Create asavings pair list (SPL}hat includes all possible pairs of these
vertices(v;,\;) with the condition that each pair is formed by vertices that belong
to different toursCompute thesavingsassociated with each paif vertices in the
SPL, s(vi,yj) = d(Vo,vi) +d(Vo,v)- d(vi,v;), where((vi,vj) | I CF"). Rankthe pairs in
the SPLin descending order shvingss(vi,v;).

Step 5:
While SPL is not empty
Select and remove the topmost pair of verticgs;) in the SPLand merge
their associated tours.
For the selectedvi,v;), check driving range and tour duration limitation
constrants.
If both constraints are met, add the resulting tour td¢hsible tours
list.
If the resulting tour duration is less th@fa., but violates thelriving
rangeconstraintcompute the insertion costvi,v;) = d(vi,v) +d(v,v)-
d(vi,vo)- d(v;,vo) for savings pair ((,v;) I | CF") for every AFS %/ F;
). Insert the AFSbetweenv; andv; with the least insertion cosfor
which the resulting tour is feasibl€heck for redundancy: If the tour
contains more than one AFS, consider whether it is podsilolEmove

one or more of the AFSs from the tour. Remove any redundant AFSs.
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Add the resulting tour to thieasible tours list
If any tour has been added to tleasible tours listreturn to Step 40therwise
stop

The MCWS heuristic terminates withsat of tours that together form a feasible
solution to the &/RP in which constraint¢3-5) and 8-6) are relaxed. The heuristic
continues until no tours in theasible tour listcan be further merged. The number of
tours in the finafeasible tours lists the smallest that can be attained through the merge
process of Step 5. This procedure is consistent with including a secondary objective of
minimizing fleet size. If the final number of tours is less tharthen the entire set of
customers can be sex with fewer tharm vehicles. If it is greater tham, then the
heuristic was unable to obtain a solution withor fewer vehicles. The best solution
obtained, i.e. with the smallest number of required vehicles, is provided. This relaxation
of constraint43-5) and 8-6) in this way, as opposed to declaring infeasibility, permits
the decisiormaker to consider the impact of conversion to alternative fuels with limited
refueling stations on needed fleet size.

An intrinsic quality of solutions of nearly alRPs and their variants is acyclicity.
Moreover, in most variants, every vertex must be visited once and only once. In the G
VRP, cycle formation is allowed and AFS vertices can be visited more than once, by
more than one vehicle, or not visited at allisTis illustrated through a series of small
examples depicted in Figure23 In Figure 32(a), a single vehicle visits F1 twice,
forming a cycle. In Figure-3(b), there are two vehicles visiting F1 once each. These
sequences allow an AFS vertex to bete$iby more than one vehicle. In Figur2(8),

F1 is not visited at all.
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Figure 3-2 Possible feasible @/RP solutions

Figure3-3 illustrates additional characteristics of this problem class that affect the
merging processAs depicted in Figur8-3(a), two tours that visit the same AFS can be
merged with only a deletion in the links incident on the depot. No additional links are
required.Moreover, tours that cannot be merged directly may be merged if an AFS is
included as depicted iRigure 3-3(b). When a tour containing an AFS is included in a
merge that involves an additional AFS visit, as3i8(b), it may be that inclusion of an
AFS from an original tour is redundant. This AFS can be dropped from the final post

merge tour, resulting in, for exaneplthe tour depicted iRigure 3-3(c).

pre-merge pre-merge

/\./\.

é> é>@ 4 4

post-merge post-merge post-merge

(a) (©

Figure 3-3 Characteristics of Merging in the GVRP
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3.4.2. DensityBased Clustering Algorithm

A second heuristic, the DBCA, is introduced that exploits the spatial properties of the G
VRP. The relative locationf customers and AFSs, as well as their distributions over
space, significantly affect feasibility and number of required AFS visits. Like many
clustering approaches, the DBCA decomposes the VRP intoctusiering and routing
subproblems.

The key idea bthe DBCA is that for each vertex of a cluster, the neighborhood of
a given radius{§ must contain at least a minimum number of verticgia®ty. That is, a
density threshold is employed withinPts Figure 34 illustrates the DBCA on a 20
customer and three AFS example, where clusters are formediietsO 4 Uz30d
miles.

T h enddhborhood of a vertex;vdenoted byNgv;), is defined by the set of
vertices that ar e ;WN{v=phv inv ed ¢ g eDefinitios 1, Bster U f r o
et al. (1996)). By using)-neighborhood notation, a cluster can be formed by ensuring
tha each constituent vertex has at leagiPtsvertices initsin ei ghbor hood (e.
nei ghborhood of vertex 5, for U = 34 miles
A vertexv; is said to balirectly densityreachablefrom a vertexv; with respect tdJand
minPtsif the following conditions are satisfie®éfinition 2,Ester et al. (1996)):

i. v Ngv)and

i.  agv;)a@®minPts
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~ '
Hps- Meighbathoodof 5 [E\Bw . Chster3

Chister 1

Figure 3-4 Forming Clusters by DBSCAN algorithm

According to this definition; is directdensity reachable from, but the opposite may

not always be true #lyvi)a@minPts {.e. conditionii is not met) Conditionii is called

the core vertex condition Vertices that do not satisfy this condition are calheise

vertices. For example, in Figured3 verticesl?7, F3, 12 and 1 are border vertices, and are
directly density reachable from vertex 5. However, vertex 5 is not dimity
reachable from any of these vertices. Thus, vertex 5 is a core vertex and is used as a seed

to form cluster 3.
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A vertexv; is dersity-reachablefrom a vertexvy, with respectd Uand minPts if
there is a chain of vertices that satisfy direct densichability for each consecutive
vertex pair Definition 3, Ester et al. (1996) In Figure 34, verticesy andx are density
reachable from vertex Sia vertex 17 Densityreachabity is a transitive, but not
symmetric relation. A vertey; is densityconneceédto avertexv, with respecto Uand
minPts if there is a vertexmy, such that boths and v, are density reachable from,
(Definition 4, Ester et al. (1996) For example, grticesy and s are densityconneted
through vertex 5 in Figure-8. Using these concepts, clusters are formed by identifying
sets ofdensityconnectedvertices based on a core vertex. Elements of each set are
assigneda common cluster ID. In Figure& three core vertices are identified (5, 3 and
F1) and three clusters are formed.

Notation used in the DBCA are given next, followed by details of the DBCA.

m number of required routes corresponding to number of cluste
V] radius parametarsed indetermining a vertexUneighborhood
minPts minimum number of vertices an Uneighborhoodf avertex
[Chin. Ghad searchintervalfor U

[MinPtsnin, the interval for density threshold for which DBCA searches
MinPt$had different clustering schemes

DBCA ([Ghin,Ghad @nd[minPtsnin, MinPtsnay)

Step 1:Clustering
Foreach combination ddlandMinPts
For allviin V

Determine théJneighborhood ofvertexv; with respecto UandminPts
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If v; satisfies core vertex conalih (i), vi is a core vertex. Assign a cluster ID to
vertexv; and all vertices in it&neighborhood
For each vertex; with a cluster ID
For eachy; with no cluster ID that islensity connectetb vertexv;
Assign the cluster ID of; to v;.
For eachvertexv; with no cluster ID
Assign the cluster ID of the vertexwith cluster ID closest te.
This step ends with a set of clusters for each combinatitiamdMinPts pair. The depot

is added to any cluster in which it is not already included.

Step 2:Routing
For each set of clusters correspondingdoh pairing oflandMinPts

RunMCWS to construct vehicle tours.

Step 3:ldentify Set of Routes

Calculate the total distance traveled by allehicles for the multing set of tours
corresponding toeach (), Mi)npRit fom Step 2 and identify the parameter
combination {, Mi)nthat esultsin the least distance traveled and output the
corresponding set of tours.

Like the MCWS heuristic, the DBCA terminates with a set of tours that form a feasible
solution to the ®/RP for which constraints3¢5) and 8-6) have been relaxed.

In typical clusteffirst, routesecond heuristics for the VRP, customers in a single
cluster are served with a single vehicle and clusters are formed such that vehiclg capacit
limitations are not exceeded. Howeverthe DBCA, clusters are formed without regard
for imposed limitations, because there is no simple check to ensure that customers in a
cluster can be served by a single vehicle without violating tour duration emdles

driving range constraints. Thus, more than tme may be required to serve customers in
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a given cluster. For example, two tours are formed in cluster 3 and three in cluster 2 as

shown inFigure3-4.

3.4.3. Improvement Heuristics

The MCWS heuristicand DBCA construct a set of feasible tours. An improvement
technique can be applied on the resulting set of feasible tours in an effort to reduce the
total distance that must be traveled. Concepts involinte-tour vertex exchange and
within-tour edgeinterchange are customized for tieVRP. Beginning with a set of

tours, inteftour vertex exchange is applied by considering an exchange of one vertex
between every pair of tours. For each pair of tours, two vertices are selected for a position
exchange.lf the total distance of both tours together is reduced as a result of the
exchange and steps can be taken to maintain feasibility, the exchange is executed.
Within-tour two-vertex interchange and reordering is applied next in which every pair of
verticesis considered for an exchange. The position within the tour of the two chosen
vertices is exchanged, creating a new tour ordering. If the new tour ordering is infeasible,
the exchange is not performed. Otherwise, if one or both of the chosen vertides for t
exchange are AFSs, AFS redundancy is checked and AFS relocation or exchange with an
alternate unscheduled AFS is considered so as to minimize the tour |@ihgth.
improvement heuristic terminates with a set of tours for théRE for which constraints

(3-5) and B8-6) have been relaxed. The total distance required to carry out the tours will

be no worse than that required of the initial tours to which the procedure is applied.

3.5. Numerical Experiments

Numerical experiments were conducted to assessqtiadity of solutions obtained
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through the proposed heuristics on randomly generated small problem instances through
comparison with exact solutions obtained through direct solution of théRRES
formulation. The experiments were devised to allow consideradf the impact of
customer and AFS location configuration and AFS density on the solution. A larger,
more realistc & RP was devised wusing a medical
locationin Virginia. A customer pool for this company was created basedospital
locations in Virginia (VA), Maryland (MD) and the District @olombia (DC) using
Google Earth. Conversion to biodiesel (B20 or higher) was consideeeduse of the
modest density of biodiesel fueling stations in the region. Such convergidead to
significantreductions in carbon monoxidparticulate matter, sulfateand hydrocarbon
as compared with diesel fuel, as well as lifecycle GHG emissidrfs. EPA, 2002).
Actual biodiesel stations located in the region in the summer of 2008 eained from
a U.S. DOE websit@J.S. DOE, 2009). Experiments were designed to analyze the impact
of fleet conversion for this company to biodiesel using the developed heuristics.

In both sets of experiments, unless otherwise stated, a fuel tanktgagag0
gallons and fuel consumption rate of 0.2 gallons per mile were set based on average
values for biodiesgbowered AFVs (Fraer et al2005). The average vehicle speed is
assumed to be 40 miles per hour (mph) and the total tour duration limitetgoassumed
to be 11 hours. Service times were assumed to be 30 minutes at customer locations and
15 minutes at AFS locations.

The construction and improvement heuristie®re implemented in Java and
compiled using Eclipseexact solutions were obtained gplementing the model using

ILOG's CPLEX Concert Technologiersion 11.2, 2009) in Javahich allowed Java
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objects to be used in buildirthe optimization modelThe eperiments were run on a
desktopwith Pentium (4) CPU, 3bit platform with 3.20 GHprocessor and 2.00 GB of
RAM, while ILOG CPLEX runs were made on a Xeon (R) CPU 5160 3.00 GHz

processor, 64it platform with 16.00 GB of RAM.

3.5.1 Experiments on Small Instances

Random problem instances were generated so as to maintain the propertie®bfour

general scenario categories as definetiable3-1.

Table 31 Small instance test scenarios

Scenario | Description Details

S1 Impact of spatial 10 randomly generated instancéf0 uniformly
customer configuration distributed customer locations with 3 fixed AFS location

(uniform)

S2 Impact of spatial 10 instances of 20 clustered customer locations with 3 f
customer configuration AFS locations.

(clustered)

S3 Impact of spatial AFS | 10 instances, half selected from S1 and half from S2, ea
configuration instance with 6 AFSs generated randomly.

S4 Impact of station 10 instances, half created from 1 instance of S1 and ha
density from 1 instance of S2, by increasing the number of AFS

gradually from 2 tdLO in increments of 2.

Each instance was randomly generated assuming a grid of 330 by 300 miles based
on an area similar in size to MD, VA and the DC. The depot location was fixed and
assumed to be located near the center of the grid in all scerdnies. AFSs were fixed
and assumed to be located between the depot and the grid boundaries in westerly,

northerly and southeasterly directions for S1 and S2. Specific instances for each scenario
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are identified by an alternating pattern of numbers and deitéicating e.g in 20c3sU1,

the number of customers (20), AFSs (3) how the AFSs are distributed over space (U or C
indicating that they are uniformly distributed or clustered, respectively), and instance
number (110 for each instance) for S1 and S2. B8rand S4, the pattern indicates the

S1 or S2 instance (Scenario 1, instance 2 in S1_2i6s) and number of AFSs (6 AFSs in

S1_2i6s).

Table 3-2 S1, impact of spatial customer configuration (uniform) results

CPLEX MCWS DBCA
15¢e¢150, ¥minPts¢10
Sample Exact Number Customers  Total Difference  Total Cost Difference
Solution  of tours Served Cost (%) (miles) (%)

(miles) (miles)

20c3sU1l 1797.51 6 20 1843.52 2.56 1843.52 2.56
1818.35 1.16 1797.51 0.00
20c3suU2 1574.82 6 20 1614.15 2.50 1614.14 2.9
1614.15 2.50 1613.53 2.46
20c3sU3 1765.9 7 20 1969.64 11.54 1969.64 11.25
1969.64 11.54 1964.57 11.25
20c3sU4 1482.00 5 20 1513.45 2.12 1508.41 1.78
1508.41 1.78 1487.15 0.35
20c3sU5 | 1689.35 6 20 1802.93 6.72 1802.93 6.72
1752.73 3.75 1752.73 3.758
20c3sU6 1643.05 6 20 1713.39 4.28 1713.39 4.28
1668.16 1.53 1668.16 1.53
20c3sU7 | 1715.13 6 20 1730.45 0.89 1730.45 0.89
1730.45 0.89 1730.45 0.89
20c3sU8 | 1709.43 6 20 1766.36 3.33 1766.36 3.33
1718.67 0.54 1718.67 0.54
20c3sU9 | 1708.84 6 20 1718.43 0.56 1718.43 0.56
1714.43 0.33 1714.43 0.33
20c3sU10| 1261.15 5 20 1309.52 3.84 1309.52 3.84
1309.52 3.84 1309.52 3.84
Average 2.79 2.49

(® Indicates when a single clusterformed at the end of the clustering step of DBCA.

The computation time limit in CPLEX was set to 100,000 seconds with an

optimal solution tolerance of T0The results are presented in Tat8exthrough3-5. In
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these tables, the values of the objextiunction obtained for each instance is given in

two lines, the first which provides the heuristic objective function value prior to
implementation of the improvement techniques and the second which gives the objective
function value (in italics) afterhe improvement techniques have been applied. The
computational times required to run the heuristics were on the order of seconds and are
not reported here. The DBCA was run multiple times, each for a diffegentirfPt9-

pair. The best achieved resulte @rovided.

Table 3-3 S2, impact of spatial customer configuration (clustered) results

CPLEX MCWS heuristic DBCA
15¢e¢150, ¥minPts¢10
Sample Exact Number Customers  Total Difference Total Difference
Solution of tours Served Cost (%) Cost (%)
(miles) (miles) (miles)
20c3sC1 1235.21 5 20 1340.36 8.51 1340.36 8.51
1300.62 5.30 1300.62 5.30
20c3sC2 1539.94 5 19 1553.53 0.88 1553.53 0.88
1553.53 0.88 1553.53 0.88%
20c3sC3 985.41 4 12 1083.12 9.92 1083.12 9.92
1083.12 9.92 1083.12 9.922
20c3sC4 1080.16 5 18 1135.9¢” 5.16 1135.9¢” 5.16
1135.9¢” 5.16 1091.7¢" 1.08
20c3sC5 2190.68 7 19 2190.68 0.00 2190.68 0.00
2190.68 0.00 2190.68 0.00%
20c3sC6 2785.86 9 17 2887.55 3.65 2887.55 3.65
2883.71 3.51 2883.71 3.51°
20c3sC7 1393.98 5 6 1703.40 22.20 1703.40 22.20
1701.40 22.05 1701.40 22.05%
20c3sC8 3319.71 10 18 3319.74 0.00 3319.74 0.00
3319.74 0.00 3319.74 0.00%
20c3sC9 1799.95 6 19 1811.05 0.62 1811.05 0.62
1811.05 0.62 1811.05 0.62°
20c3sC10 2583.42 8 15 2667.23 3.24 2667.23 3.24
2648.84 2.53 2644.11 2.35
Average 5.00 4.57

(® Indicates when a single cluster is formed at the end of the clustering step of DBCA.

Table 3-4 S3, impact of patial AFS configuration results
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CPLEX MCWS
15¢e¢150, BminPts¢10
Sample Exact Number Customers Total Difference Total Difference
Solution of tours Served Cost (%) Cost (%)
(miles) (miles) (miles)
S1_2i6s 1578.15 6 20 1614.15 2.28 1614.15 2.28
1614.15 2.28 1614.15 2.28
S1_4i6s 1438.89 5 20 1599.56” 11.17 1599.567 11.17
1561.3¢ 8.51 1541.46") 7.13
S1_6i6s 1571.28 6 20 1626.94 3.54 1626.94 3.54
1616.20 2.86 1616.20 2.86
S1_8i6s 1692.34 6 20 1937.8F 14.51 1937.87" 14.51
1902.51% 12.42 1882.54 11.24
S1_10i6s 1253.32 5 20 1309.52 4.48 1309.52 4.48
1309.52 4.48 1309.52 4.48°
S2_2i6s 1645.8 6 20 1648.24 0.15 1648.24 0.15
1645.80 0.00 1645.80 0.00
S2_4i6s 1505.06 6 19 1505.06 0.00 1505.06 0.00
1505.06 0.00 1505.06 0.0¢%
S2_6i6s 2842.08 10 20 3127.43 10.04 3127.43 10.04
3115.10 9.61 3115.10 9.61%
S2_8i6s 2549.98 9 16 2724.12 6.83 2724.12 6.83
2722.55 6.77 2722.55 6.77
S2_10i6s 1606.65 6 16 2068.93 28.77 2068.93 28.77
1995.62 24.21 1995.62 24.212
Average 5.21 4.93

(® Indicates when a single cluster is formed at the end of the clustering step of DBCA.

(°) Best feasible solution found with <11.30% guarantee difference from optimal.

To ensure that the resulteeacomparable, the heuristics were run and the number
of tours required for the best found solution was used in constraib)safnd B8-6) of the
formulation in obtaining the corresponding optimal solution. When the two heuristics
obtained solutions witla different number of tours, as was the case in a few instances,
the smaller number of tours was employed in the exact solution. In a number of instances
(e.qg. S2_4i23, no feasible solution could be obtained. That is, it was not possible to

directly visit all customers with one AFS visit, a requirement of the heuristics. Thus,
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those customers that could not be served directly with a visit to one AFS were eliminated
from the problem instance. The number of required tours as identified from heuristic
solutions and final number of customers considered in each instance are provided in the

tables.

Table 3-5 S4, Impact of station density results

CPLEX MCWS DBCA
15¢e¢150, ¥minPts¢10
Sample Exact Number Customers Total Cost Difference Total Difference
Solution  of tours Served (miles) (%) Cost (%)

(miles) (miles)

S1_4i2s 1582.22 6 20 1589.6 0.47 1589.6 0.47
1582.2 0.00 1582.2 0.00°
S1_4di4s 1504.1 6 20 1599.6 6.35 1599.6 6.35
1580.52 5.08 1580.52 5.08%
S1_4i6s 1397.28 5 20 1599.6¢° 14.48 1599.6° 14.48
1561.2¢ 11.74  1541.46 10.32
S1_4i8s 1376.98 6 20 1599.60 16.17 1599.6 16.17
1561.29 13.39 1561.29 13.39°
S1_4i10s 1397.28 5 20 1568.60 12.26 1568.00 12.22
1536.04 9.93 1529.73 9.48
S2_4i2s 1080.B 5 18 1135.8 5.16 1135.89 5.16
1135.89 5.16 1117.32 3.44
S2_4di4s 1466.9 6 19 1522.72 3.81 1522.72 3.81
1522.72 3.81 1522.72 3.81°%
S2_4i6s 1454.96 6 20 1788.22 2291 1788.22 2291
1786.21 22.77 1730.47 18.94
S2_4i8s 1454.96 6 20 1788.22 2291 1788.22 22.91
1786.21 22.77 1786.21 22.77
S2_4i10s | 1454.93 6 20 1787.22 22.84 1787.22 22.84
20 1783.63 22.59 1729.51 18.87
Average 10.51 9.69

(® Indicates when a single cluster is formed at the end of the rahgsstep of DBCA.
(°) Best feasible solution found with <3.5@tarantee difference from optimal

It is often in the cases for which the original problem is infeasible that the

heuristics perform the worst. The heuristics perform well, however, on averidy a
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gap of 2.7, 5, 5, and 10% from optimal for S1, S2, S3 and S4 instances, respectively, as
indicated in Table8-2 through3-5. The performance of the heuristics was better for S1
and S2 instances of Tabl&2 and 35 in which there are limited AFSand their
locations are strategically located than for S3 and S4 instances of Bablasd3-5 in

which there are double the numbers of AFSs, but their locations were randomly chosen.
In many instances, the heuristics find the optimal solution, bahenworstcase, the
solution is nearly 23% from optimal. The improvement heuristics contributed modestly to
improving the solutions obtained (an average of 0.9% reduction in objective function
value for MCWS and 1.5% for DBCA).

In general, the results dfi¢ two heuristics were very similar; although, whenever
there is a difference in solutions obtained, the DBCA finds the better solution. This
similarity in the obtained solutions may be a consequence of the small size of the
problem instances. That is, teeare few feasible solutions and these techniques often
narrow in on the same solutions. Moreover, the heuristics are expected to obtain identical
solutions when the DBCA produces a single cluster from the first stage. Those instances
in which this arisesre noted in Table3-2 through3-5. Out of the 13 instances in which
the DBCA produces a better solution than the MCWS, the DBCA's solution uses fewer
routes to serve the customers in three instances. While there were differences in the
number of AFS vigs included in the final tours of all three techniques, no consistent
pattern was noted. In approximately half the instances, the heuristics employed one fewer
or one additional AFS within the final set of tours as compared with the number
employed in th@ptimal set of tours.

The impact of AFS density is examined in S4 (TaBlB). Results of these
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instances indicate that more customers could be served as the number of AFSs increased.
Thus, the number of infeasible instances was reduced. Note that roivasssible to

visit all customers in three of the clustered customer instarf82s4{6s S2_8i6s,
S2_10i63 despite the increased number of AFS options and different location
configurations (Tabl&-4). As the number of AFSs increases, the total cogteobptimal

solution decreases for the same number of served customers @bl&vith a larger
number of AFS options, the distance required to incorporate needed AFS visits can only
decrease. Of course, whether or not an additional AFS will be beheliggands on its

location.

3.5.2. ReaiWorld Case Study

There are 21 publicly available biodiesel stations in VA, MD and DC considered together
(U.S. DOE, 2009). Four customkased scenarios were considered as described in Table

3-6 in which all 21 AFS loations are considered as options unless otherwise specified.

Table 36 Real world case study scenarios

Scenario Description Details
1 Transitioning to AFV 111 customers
2 Impact of increasing ~ Number of customers increased in grments of 50 from

number of customers 200 to 500, adding customers at random locations witt
the study area to customer pool from Scenario 1, keep
AFS locations fixed

3 Impact of increased Identical to Scenario 1, but with additional AFSs locate
AFS availability strategcally, increased in increments of 2 from 22 to 2¢

4 Impact of driving range ldentical to Scenario 1, but driving range increased fro
limits 200 miles to 500 miles in 50 mile increments

The MCWS heuristic and DBCA were employed in solving the problem
instances. Results from Scenarios 1 and 2 runs are provided in3tabkalditional runs

were made to show the heuristic solution when no driving range limitation (i.e. an infinite
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fuel tank capacity) is assumed. These results are also provided in3TaldResults from

Scenario 3 and 4 are provided in ligs3-5 and3-6, respectively.

Table 3-7 Heuristic solution results

Without Driving Range Limit Modified Clarke and Wright Density Based Clustering Algorithm
Algorithm
(MCWS) (MCWS) (DBCA)
15¢e¢150, ¥minPtst30
Instance Total Number  Customers  Total Number  Customers Total Number  Customers
Cost of tours Served Cost of tours Served Cost of tours Served
(miles) (miles) (miles)
111c 4745.90 17 109 5750.62 20 109 5750.62 20 109
4731.22 562664 5626.64
200c 9358.63 32 196 10617.02 35 190 10617.83 36 19%°
9355.56 10428.59 10413.59
250c 11691.43 40 244 11965.10 41 235 11965.10 41 236%
11668.388 11886.61 11886.61
300c 14782.08 50 293 14331.30 49 281 14331.30 49 282%
14762.41 14242.56 14229.92
350c 17677.70 59 343 16610.25 57 329 16610.25 57 329
17661.00 16471.79 16460.30
400c 19968.97 67 393 19568.56 67 378 19196.71 66 373
19936.75 19472.10 19099.04
450c 23168.02 77 443 21952.48 75 424 2195248 75 424
21336.91 21854.17 21854.19
500c 25032.38 83 492 24652.15 84 471 24652.15 84 471
25024.94 24527.46 24517.08

(® Indicates when a single cluster is formed at the end of the clustering step of DBCA.

The original instane (111c) results in Tablg-7 are compared with and without
driving range limitations. Given the AFS infrastructure, the results indicate that 20 AFVs
are required to serve the same number of customers served by 17 vehicles for which no
driving range limiations would apply. Additionally, an increase by 19% in driving
distance is required to serve the same set of customers when driving range limitations are
imposed (i.e. through vehicle fleet conversion to biodiesel AFVs). As the number of
customers increasl from 200 to 500, the difference between those customers that could
not be served when no driving range limitations were enforced as compared to when such

limitations were required increased from 2 to 21.
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Figure 3-5 Effect of Increasing AFSs for Ingance 111c

The graph irFigure 3-5 indicates that as the number of AFSs increases from 21 to 28 (a
roughly 33% increase), the total distance traveled decreases by 295 miles (a roughly 5%
decrease). Increased AFS availability can reduce AFV fleet opeshttosts; however,

cost savings depends highly on the specific locations of the added stations. This is
illustrated in the numerical experiments. An increase by three AFSs from 21 to 24 led to
a reduction in travel distance by 213 miles as indicatedigare 3-5, but an increase

from 24 to 26 AFSs resulted in only a four mile reduction. Thus, it may be beneficial for
the company to seek partnerships with agencies or companies that own private fueling
stations in wellpositioned locations or maintain oreg more of its own refueling

facilities located strategically within an operational area.
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Figure 3-6 Effect of Vehicle Driving Range on Total Distance Traveled

As indicated inFigure 3-6, as the driving range is increased from 200 to 400
miles, the required travel distance decreased by 2,337 miles. Anysache driving
range beyond 400 miles did not result in an improved solution, indicating that all
customers could be served given the 21 AFSs located in the region. For example, a fleet
of 25 vehicles each with a 250 mile driving range can serve 107 aarstdnaveling
6,835 miles. A fleet of only 17 vehicles would be required to serve all 109 customers if
the driving range of the vehicles is increased to 400 miles. Moreover, the total distance
required to serve the customers would decrease to 4,731 radesl lon the heuristic

solutions.

3.6. Concluding Remarks

In this dissertation the GVRP is formulated and techniques were proposed for its
solution. These techniques seek a set of vehicle tours that minimize total distance traveled
to serve a set of custers while incorporating stops at AFSs in route plans so as to
eliminate the risk of running out of fuel. Numerical experiments showed that these

techniques perform well compared to exact solution methods and that they can be used to
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solve large problem stances. The ability to formulate theV®RP, along with the
solution techniques, will aid organizations with AFV fleets in overcoming difficulties that
exist as a result of limited refueling infrastructure and will allow companies considering
conversion ta fleet of AFVs to understand the potential impact of their decision on daily
operations and costs. These techniques can help companies in evaluating possible
reductions in the number of customers that can be served or increase in fleet size needed
to sewe an existing customer base, as well as any increase in required distance traveled as
a result of driving range limitations and added fueling stops.

The formulation and solution techniques are applicable for any fuel choice. The
techniques account for rsgce times at the stations and, thus, the proposed approach is
directly relevant in modeling conversion to electric vehicles in which significant time
may be spent at stations for the purpose of recharging the battery and for possible
programs that woulgermit the trading of a depleted battery for a fully charged one while
en route. Moreover, this approach can be used in seeking optimal tours for gasoline or
diesel powered fleets that involve special refueling arrangements.

The developed formulation argblution techniques presume that fuel usage is
directly related to distance traveled. The model could be extended to consider more
complex fuelusage models, consideration of fuel prices and heterogeneous fleets in
which vehicles may have different drivimgnge limitations or be powered by different
sources ofuel. Themodel could be extended to consider optimal station locations jointly

with tour finding in future studies.
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ChaptAemaldysi s of Demand for Vanp

| mplications on GHG Mitigation

4.1 Introduction

The Executive Order on Federal Sustainability, signed by President Obama in 2009,
commits the Federal Government to lead by example and reduce greenhouse gas
emissions by 28% by 2020, increase energy efficiency, and reduce fleet petroleum
consumption. Achieving this 28% reduction will reduce federal energy use by 646 trillion
BTUs (British termal unit), which is equivalent to 205 million barrels of oil, or taking 17
million cars off the road for one yeafhis is also equivalent to a cumtile total of $8
to $11 billion in avoided energy costs through 2020 based on current energy prices
(Executive Order, 2009).

Decades of highway and automobile oriented development, and subsidized oil and
automobile industry, will make the attainment bistobjective extremely difficult. The
U.S. has 20.3% of the world's cars. The share of households that own more than three
vehicles increased from 2.5% to 18.3% between 1960 and 20800 OE, 2010). In
2008, automobiles and lighiuty trucks traveled 53% and 36.5% of the total vehicle
miles traveled (VMT)respectively, while buses represented only 0.29%S(DOE,
2010) . Il n the 1970606s, these percewdatyages
trucks) and 0.4% (for buses). Lighuity vehicles werg@esponsible for 59% of the .8
transportation GHG emissions in 2006.%. DOT, 201@&). Moreover, the highest VMT
share by purpose was due to work trips, representing the 27.5% of the total share, with

1.2 persons per VMT in 2009(S.DOE, 2010).

68



Recognzing the significant role of lighduty vehicles in emissions production,
policies and regulations that encourage the development and the application of
Transportation Demand Management (TDM) strategies with the objective of reducing
transportation GHG erssions has become a priority in the U.S. government agenda (see
e.g. The Congestion Mitigation and Air Quality Improvement Program (CMAQ); Safe,
Accountable, Flexible, and Efficient Transportation Equity Act: A Legacy for Users
(SAFETEALU); the Presidendil Climate Action Project, 201Q).S. DOT, 2010).

TDM strategies emerged in the U.S. dur |
reasons: as a response to the occurring energy crisis and to the declining funding for new
transportation infrastructure. Star ng from t he 197006s, environ
travel activity gained importance as single occupancy vehicles (SOVs) dominated as the
preferred and in many instances only practical modedosonal transportation (Meyer,

1999). Federal policiethat take aim at congestion mitigation, air quality improvement

and transportation system management (TSM) have been carried through today with the
addition of a GHGemission reduction objectiv@he transportation sector confronts the
dilemma of global waning from a particular disadvantaged position; the rigid
transportation infrastructure, the spread out ienkironment that defines much of
Ameri ca, the automobile industrydéds creatio
travel behavior resultinfrom such a social structure makes finding solutions to GHG
emissions mitigation challenging but ever important.

Changing travel behavior has been and will be difficult but given the emergency
of the climate change problem, the status quo is not an opflma challenge is to

overcome the barriers of the urbsmburbarexurban geography and to identify

69



opportunities within given transportation systems, finding the right combination of
alternative options, policies and structures that will lead the tramsit®o more
envronmentally sound strategie®aratransit services with the help of advanced
information and communication technologies can have a significant role in making that
change happen. Patansit (or ridesharing) modes such as carpooling, vanipg and
subscription bus services (SBS) are traditionally seen -bgtimeen modes that can
bridge the gap between automobile use and transit services. Kirby et al. (1974) proposed
an effective but quite deterministic way (based on distance) to ideh&fynarket for
paratransit services. Recent advances in technology might have a significant role in the
expansion of par&ransit services and might contribute to their integration into a multi
modal system that works effectively as a whole (Figutg. 4

X

N Qrive Alone

Short-Distance
Vanpool

Flexibility

»

»
Distance

Figure 4-1 Vanpooling and other alternative transportation options, adopted from SANDAG Short
Distance Vanpool Transportation Feasibility Study SANDAG, 2009)

For example, Geographic Positioning Systems (GPS), cellular phones, availability of

emepging vehicle sharing systems such as Zipcar, and internet and social networking
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services have the potential to make dynamic-sidi@ring type of services more flexible
and convenient.

This research focuses on vanpooling programs aiming at reducing -carbon
intensive work travel from the perspective of large employers. According to research
conducted by the Federal Transit Administration (FTA), vanpooling is identified as the
greenest motorized mode for urbanized areas with 0.22 @& passenger mile while
the corresponding value for SOVs is 0.96 (2009 FTA values.$ DOT, 201@).
Expanding vanpool programs across the country might be an effective way to tackle the
GHG emission problem. In fact, a study conducted in Massachusetts found that there was
an average of 66% fuel use reduction per vanpool participgwarfs and Prat2005).
Anot her study, based on the Connecticutds
participants in 2006, estimated a total of 1,250 tons reduction in GHG emissions (0.42
tons per vanpooler) (I3. DOT, 201@®). If these reduction values are applied to a 2%
participation rate (as opposed to current vanpooling share of 0.3%) in the 50 largest
metropolitan areas, a 1.22 million new vanpoolers would be created and a 1.33 mmt of
CO,e (CQ equivalent) would be mitigated (s&eS. DOT, 2010dor details of these
estimations).

Federal, regional and local level regulations combined with subsidies and
incentives can be used to enlarge market base as well as to influence operatiams| fuel
vehicle types used for the existing and future programs. In 2005, vanpooling accounted
for 0.3% of all work trips at the national lev&ans and Prgt2005). However, in the
period from 1974 to 1980, the interest in vanpooling was higher due tongoset

policies and incentives. Vanpooling doubled each year reaching 15,000 programs in the
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U.S. Evans and Prat2005). However, with the end of the energy crisis, vanpooling
shares and their growth rates have declined. In 1999, there were about &H00|v
programs and 10,000 more in 2005. This trend needs to change in order to acBieve U
GHG emission targets.€@. keeping the VMT growth to% annually and reducing GHG
emissions by 80% by 2050 from 2000 levels).

Companies, agencies and institutiotiat are trying to reduce their GHG
emissions either voluntarily (e.g universities) or in need of meeting regulatory
requirements (of states, federal agencies) are required to evaluate options from a portfolio
of possible alternatives. Vanpool can be ablapart of such a portfolio; targets
commuters that do not have access to transit or need connectivity to transit stations as
well as commuters who do not have a feasible alternative. From the perspective of an
institution with the objective of reducingH& emissions (to meet certain target levels),
guantifying the benefits of each prospective alternative in terms of GHG emissions is a
critical part of the decision making process. ldentifying the best option presents several
challenges. A markdiased stdy is needed to determine if an adequate demand exists
and whether the program would yield to significant GHG reductions. In order to calculate
market share, the factors that influence decision to vanpooling need to be identified.
Improvement of an existgh program also requires understanding behavioral response,
preferences, and attitudes of the potential and existing users of the service. Due to
specific characteristics of each city, region, etc., user preferences and attitudes are likely
to be differentfrom place to place. Therefore, models developed for one city or

institution may not be transferable. Surveys, analysis and models need to be developed
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for specific cases (g. Beaton et a)J 1995). However, a general approach or procedure
can be developeaind serve as a guide.

This dissertation considers behavioral aspects of cayaogbol market potential
and user attitudes and preferencels. seeks to contribute to efforts to reduce GHG
emissions from commute trips by better understanding factorstiaffedecision to
vanpool. This understanding will help companies, agencies and other institutions in
developing policies, programs and strategies to reduce automobile commute trips,
especially with SOVs, which is one of the main sources of institutiorb<5 Survey
data collected by the University of Maryland (UMD) on the transportation patterns of
commuters are analyzed, with a specific emphasis on carpooling/vanpooling.

Following a background on previous studies on vanpool market potential and on
userattitudes and preferences described in Section 4.2, an overview of the case study and
of the survey conducted at the UMD College Park campus are given in Section 4.3. In
Section 4.4, descriptive statistics and results from a detailed data analysis edseithat
the case study are reported. The methodology used in analyzing factors that influence
behavior, preferences and attitudes toward vanpooling are presented in Section 4.5. The
analysis of the estimation results are presented in Section 4.6. Fimadliywgs and
discussion of the models on how these results can be used to delsejter service

policy is presented in Sectigh?.

4.2 Background

In this section, literature on vanpool programs with particular focus on the analysis of
demand and, wheravailable, on the estimated environmental impacts of the proposed

programs is presented. Not surprisingly most of the early works in the literature date back
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to the 1970s and 1980s, when issues related to high fuel price and shortage of oil reserves
were elevant. However, these works wenainly limited to survey data analysis and did

not utilize econometric methods, thus were not able to capture multivariate interactions
among factors that affect the analysis (Hupp, 1981; Dowling et al., 1991; Christetnse

al., 1993; Burns, 1995; Davidson, 1995, for a review of the methods proposed for
ridesharing demand analysis including vanpooling see, Kostyniuk 1982). The number of
recent work on vanpooling is very limited. Most work in this area focuses on cagooli

or ridesharing. The literature can be grouped into two categories: studies that focus on
behavioral aspects (user preferences, attitudes, etc.) and studies that focus on physical
aspects of the trip (e.g. delay caused by the pooling, trip distanceebepoelers, work
startend times). This review focuses on literature that studies behavioral aspects and the
studies that consider environmental impacts (for physical aspects see for example Tsao
and Lin (1999) and Amey (2011)).

Few early studies looked tm environmental benefits of vanpooling. Morris
(1981) analyzed impacts of a thiparty vanpool program in Massachusetts. This study
concluded that the program was beneficial and the cost savings of the users were far
higher than the cost of the progralhalso considered fuel consumption and emission
impact. It was found that the vanpool program analyzed was not only cost efficient but
also effective in reducing emissions at local level relative to other modes; however, its
contribution to area wide redtions was small due to the limited market size and the
predicted growthHowever, Rose (1981) criticizes earlier studies that state vanpooling is
the most energy efficient commuting mode. He bases his criticism on the methods used to

compare alternative odes. Although he accepts that vanpooling can play a significant
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role in reducing GHGs, he concludes tkéicient brokereetarpools could save up to
60% of the energy used by vanpools and presents them as competing Tingléits to
deterministic apprach of the period, ignoring the fact that there is potential for both
modes and that they are complementary.

On the behavioral side, most studies focused on factors affecting carpool and
vanpool behavior. For example, Heaton et al. (1981) analyzed effeess of thirgparty
vanpool programs on four existing projects from various angles such as organizational,
operational and financial. Their results showed that vanpoolers in all projects were
mostly people who do not need a car during the day, have $ofeedule, rarely work
over time and commute relatively long distandBailey (1983) estimated vanpooling
market share in the Baltimore region using simulated work trips. He found that
vanpooling is preferred for trip distances that are eqasi or longe (thus less costly)
compared to drive alone alternative. He estimated about 200 vanpools can be formed with
this cost based analysis. However, those distances shorten if there are factors that
increase perceived driving cost such as higher gas price akthg and up to 2000
vanpools could be formed.

The studies that utilize econometric analysis to determine factors affecting
decision to vanpool are limited. Koppelmanal.(1993) looked at the effectiveness of
demand reduction strategies to encouraggesharing modes including vanpooling. Their
analysis suggested that a positive propensity towards ridesharing requires incentives in
increased service quality and disincentives for automobile use (i.e. increase in parking
cost in the Midwest suburban setf). They also found that gender and number of cars

owned in the household plays a role in ridesharing propensity. Specifically, women and
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individuals in households with fewer autos were more likely to share ride. Whereas,
people with variable work schelés, trip chaining and higher income are not likely.

Few recent researches focused on analyzing effect of service availability, price
and subsidies on vanpooling behaviOutwater (2003), stated that, unlike demand for
transit and drive alone, demand f@npooling depends on the service availability rather
than on time and cost factors. Therefore, the author focused on vanpoahumices and
estimated a multinomial logit model (MNL) to determine shifts from automobile and
transit to currently availablvanpool programs. The analysis is based on data from the
Puget Sound Region, King County. The model results showed that significant
determinants fo switching to vanpool weredrive alone operating cost, employment
accessibility by transit, number of wers and vehicles per household. Transit
accessibility was found to be significant indicating that when the workplace is accessible
by transit, the Il ikelihood of commuter o0s
Number of workers per household had gndicant and negative coefficient which was
attributed to different work schedules, locations or limited vehicle number in the
household. Finally, the model showed that as the number of vehicles increase in a
household, the propensity to drive alone, oafpand vanpool was higher than ride
transit. Concas et al.(2005) investigated the effect of price and subsidies on vanpool
demand by using discrete choice modeling techniques. A condittiisaiete choice
model was estimated on the 1999 employer angl@rae surveyatacollected under the
commute trip reduction program of the Puget Sound region (Washington). The results
showed that vanpool demand was relatively inelastic with respect to fare changes and that

distance is an important factor in vanpo@ntand. While individual elasticities were
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equivalent to the aggregate estimate for shorter commutes (shorter than 30 miles), they
become inelastic for longer distances (i.e. beyond 60 miles). An important result of their
analysis was that subsidies havgre@at impact on demand; when offered, the vanpooling
choice probability doubles. This work concludes that even though pricing and subsidies
are important factors, other factors such as employee profile, industry sector, employer
size, parking policies, andravel patterns must be considered when designing a
vanpooling program. Winters and Clelan2011) investigated impact of pricing on
vanpool market potential. A stated preference method was used on data from four cities
in Florida and a revealed prefererapproach was used on data from Puget Sound area of
Washington to analyze user response to different pricing and service combinations. They
employed logistic regression for analysis. The stated preference model results indicate
that a 50% reduction in fas from $50 (2 mile pickip distance and without any
incentives)vanpool use would increase ~5%he increase would be 22% if service was
free. The revealed preference results indicated that a 15% increase in demand can be
obtained for each 10% price redioa, within the range of prices modeled.

On the model transferability, Beaton et §1995) tested stated preference
approach on demand management strategies in two different sites and found that even
though the strategies are same due to different ett@onditions, models are not
transferable. This highlights the need for a general approach that can be applied to
different places.

This research contributes to the existing literature on commute trip reduction
strategies in general and attitudes towaddspooling/vanpooling in particular. It

introduces an econometric modeling approach that investigates potential for
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carpooling/vanpooling and that can be adopted by 1acgée employers to provide better
transportation services to their employees. Ipsie¢b answer decision questions that are
vital for developing new alternative services or improving existing ones, such as whether
the commuting behavior can be changed. If so, what is the magnitude of that change and
which factors affect these changes?swaring these questions will help develop
commute trip reduction strategies, such as vanpooling, that would provide the highest
amount of participation, thus leadirig greaterenvironmental benefitsTwo ordered
response models are estimated and analgredata obtained from a commuter survey

conducted at UMD.

4.3 Data and Survey Background

The UMD is a major public research university located on 1,250 acres of land on the
BaltimoreWashington, D.C. corridor in suburban College Park area. Based orDBall 2
figures, the university population is 46,753 of which 58% undergraduate students, 23%
graduate students, 8% faculty and 11% staff (UNMD10Q. Although a good portion of
(~41%) of undergraduate students is accommodatedampus, majority of campus
menbers live throughout the Washingt&altimore metropolitan area and commute
to/from campusThe data used for this research is obtained from the survey designed
with the partnership of the Department of Transportation Services (DOTS), the Office of
Sustanability, the Center for Integrative Environmental Research (CIER) and the Student
Affairs Assessment Committee of the Mfor survey questions, see Appendix).

The survey was conducted in Spring 201
emission reduction effts. In May 2007, thepresident of the Universitgigned the

American College and University Presidents' Climate Commitment (ACUPCC, 2009),
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pl edging to reduce GHGs and to achieve car
GHG inventory, transportato i s t he second | argest contri
emissions with 31% afterombined heat and power plamthich are responsible for 41%

of the total emissions (Tilley et al., 2009). The inventory, which included GHG emissions

from 2002 to 2008,ndicated that 27% of the transportation GHG emissions are due to
student commuters, 23% to faculty/staff commuters and 7% to the university fleet and
ShuttleUM while the rest (43%) was derived from air travel. Therefore, the DOTS
developed a plan that conits to attain a 3,450 unit reduction in the number of commuter
permit holders by 2015. As part of this plan, the Green Initiatives Program was
developed, aiming to reduce the number of commuters by car and shifting demand to
alternative transportation mes, including bicycling, carpooling, park and rides, and
transit. In addition to these existing options, the university is considering the provision of

a vanpooling service that potentially will shift 500 SOV commuters to vanpools.

4.3.1 The Data and the Grvey

The Transportation Survey was conducted online in two phases. Participants to the first
phase of the survey (ran for three weeks) were selected randomly and offered a cash
incentive ($50). During this phase, 6,500 student emails were randomly deigctiee
Registrardos Office, which was directed to
over the course of the survey. Faculty and staff were selected for survey participation in a
different manner; a listerve with 4,000 randomly selected doyee emails was created.

The second phase (lasted four weeks), was made available to all campus community on

the DOTS website (a flash screen appeared upon entry) and was announced by a posting
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to the campusvide listserve. The format used was identital the first phase with
exceptions of the introductory text and incentives (i.e. no incentive).
The survey questions were designed to: (1) understand commuting behavior, (2)
evaluate existing transportation programs, (3) analyze attitudes towardsgesestirces
and prospective alternative transportation programs. The survey had three parts aiming to
collect the following information:
Part 1. General commuter information including: status classification,
arrival/departure time, travel time, residentiédtance from campus, conute mode
and frequency, and ezampus modal preferences. This part also included specific
guestions about driving, as driving is currently the main mode of commuting to/from
campus.
Part 2. Attitudes towards alternative transmaron options, such as bicycling,
carpooling/vanpooling and transit (mairfuttleUM). These questions are designed
to evaluate existing programs (i.e. bicycling and carpooling) and analyze potential for
new programs (such as vanpooling).
Part 3. Demograhics, such as age, gender, driver license, type of the appointment at

the University etc.

Questions in Part 2, regarding the potential program related questions, including

carpooling and vanpooling, are the focus of the analysis in this research.

4.3.2.Sample Formation and Analysis Context

A total of 2,531 respondents participated in the survey (1,927 in fPrask 604 in

Phasdl). Among these respondents, 2,015 (1,642 in Rhamed 373 in Phash)
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provided complete data. Data were carefully examitteénsure consistency between
reported tragel modes, times and distancéslditional testing on both Phasesind -l
data were necessary to assess if the two datasets could be used jointly. In fact, two
different procedures were applied to recruit thspomdents. Phade was conducted
through the DOTS website via a flash screen appearing upon dnsy,the data from
Phasdl had potential for selectivity biagherefore, when modeling the pooled data,
scaling of residuals of Phaskto those ofPhasel was performed to test whether the two
datasets were significantly differem relation tointerest in carpooling/vanpooling.
Based on the test resyltse two data sets were rfound to besignificantly different and
the two data sets (Phakand -11) were combined for the econometric analysis. However,
it should be noted that the test results might have stsogwnificant difference regarding
other questionsuch as mode choice.

Il n the next section, a d e s cacteriptitsiamde an al
their attitudes towards carpooling/vanpooling is given. The term carpooling and
vanpooling were explicitly defined considering the possible unfamiliarity of the
respondents to those services in the survey. Carpooling was defined as cgrbyutin
private car with one or more people (up to four), whereas, vanpooling was defined as
commuting by van with five or more people. Furthermore, a hypothetical vanpooling
service is described, where the van is provided by the university. One voluntebermem
is responsible for driving the van and keeping it at home in the evenings and the other
participants to the service are requested to pay a monthly fee.

Respondents were asked to state their interest in carpooling/vanpooling to campus

as driver or as gssenger; responses were given onibt ordinal scale: not at all
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interested (NAI), not very interested (NVI), moderately interested (Ml), very interested
(V1) and extremely interested (El). Other questions regarding vanpooling include: current
carpooing and vanpoling frequency (Q34 in Appendixwillingness to pay a monthly

fee for a daily vanpooas passenger (Q37 in Appengdieffect of the removal of the
vanpooling fee on willingness to be driver3®in Appendiy. In addition, questions
regardingthe reasons that make respondents inclined to carpa@inpool (Q39Q46 in
Appendiy) and barriers to carpooling and vanpooling (€258 in Appendix are

included in the survey.

4.4. Descriptive Statistics

An overview of survey population characteristits presented in Table-#4 In both

phases, undergraduate students are underrepresented while, graduate students, faculty and
staff are overrepresented compared to their actual shares 58%, 23%, 8% and 11%,
respectively.In both phases, nearly 93% of thespondents live offampus,while the
remaining 7% live ortampus. Of these 93% etmpus respondents, 41% live further

than 10 miles from campus in Phekavhile this percentage is about 20% in PH&se

This difference is likely due to the larger shafdaculty and staff in Phask compared

to the Phas#l sample. Similar differences can be observed, possibly due to the same
reason, in the percentage of respontents w
while 84.8% in PhasH. Similarly, 36%o0f the respondents are under age 25 and 66% are
under age 35 in Phasewhile these percentages are 55% and 86%, respectively, in
Phasdl. In both phases, the gender distribution is slightly skewed towards female (about
56% female versus 43% male) respents. Finally, in both phases, the majority of the

trips are shorter than 45 minutes (73% in PHamad 77% in PhasB). Approximately
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25% of commutes last longer than 45 minutes which demonstrates a viable market

potential for a vanpool program.

Table 4-1 Basic demographics and travel statistics

Phase | Phasell

N % N %
Status
Undergraduate Student 363 22.11 165 44.24
Graduate Student 568 3459 120 32.17
Faculty 255 15.53 25 6.70
Staff 456 27.77 63 16.89
(Total) (1642) (373)
Work classification
Parttime 185 11.27 21 5.63
Full-time 1457 88.73 352 94.37
Location
On-campus 110 6.70 23 6.17
Off-campus 1532 93.30 350 93.83
Distance from campus(miles)
On-campus 110 6.70 23 6.17
<1 mile 104 6.33 38 10.19
1-5 miles 434 26.43 163 43.70
6-10 miles 313 19.06 73 19.57
11-15 miles 202 12.30 23 6.17
16-20 miles 135 8.22 14 3.75
>20 miles 344 20.95 39 10.46
Average commute time (minutes, dooito-door )
<15 min 270 16.44 56 15.01
15-30min 528 32.16 139 37.27
30-45 min 397 24.18 93 24.93
45-60 min 280 17.05 46 12.33
61-90 min 131 7.98 28 7.51
>90 min 36 2.19 8 2.14
Gender
Male 633 43.12 164 43.97
Female 832 56.67 207 55.50
Transgender 3 020 2 0.54
New in Maryland
Yes 322 22.92 96 25.74
No 1083 77.08 277 74.26
License to drive in the U.S.
Yes 921 93.50 235 84.84
No 64 6.50 42 15.16
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Age

1825 592 36.05 191 55.36
26-35 496 30.21 107 31.01
36-45 211 1285 15 4.35
46-65 316 19.24 29 8.41
>65 27 1.64 3 0.87

4.4.1. General Commuting Characteristics

Mode choie of the campus community (living eéempus only) is analyzed to better
understand commuting patterns. Modal split is calculated by taking into account trip
frequency and distance information. For each respondent, first, the total number of trips
made ina week is calculated (all modes considered). Then, the percentage by each mode
and the mode with maximum share are obtained. While this process gave the most
frequently used mode for each respondent, the consistency of the results were ensured by
checking the distance, travel time and other characteristics when necessary. This
consistency check was especially needed when more than one mode shared the same
percentage for a respondent.

The analysis is based on two factors: (1) the status of the respondgi2i) dine
oneway commute distance from campus. According to the analysis by status foil Phase
majority of the trips are made alone by car for all groups (Take Driving alone
share, on average, is 72.8% for facidtgff and 49.5% for students. $hresult is
expected as students tend to live closer to campus; thus, they can use alternative or non
motorized transportation options such as bicycling &hdttleUM. While ~40% of the
students (graduate and undergraduate) SlsgtitleUM, the percentagef faculty and
staff riders is low (~8%). The carpool share is higher for undergraduate students and staff

(7.9% and 7.2% respectivel\gar and Shuttl&JM (park and ride) and MetroRail/MARC
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andShuttleUM also have a relatively high share among other coations of modes. In
Phasdl, ShuttleUM has a significant share, higher than drive alone which is likely due

to the high rate of undergraduate students in the sample.

Table 4-2 Mode split to/from campus by status (for offcampus members)

Undergraduate Graduate Faculty Staff

Phase 1 Student Student

% % % %
Bike 3.8 7.3 3.5 1.6
On foot 4.9 7.8 2.0 4.7
Alone by car 49.8 49.2 729 727
With others by car (carpool/vanpool) 7.9 3.9 5.9 7.2
Scooter/Motorcycle 1.1 0.5 0.0 0.4
ShuttleUM 19.6 20.2 5.9 2.2
Other bus 15 1.2 0.8 2.5
MetroRail/MARC and ShuttkkJM/bus 2.3 5.0 4.3 2.0
By car and Shuttl&JM (Park & Ride) 6.8 2.3 3.1 3.6
ShuttleUM/bus and bike 0.4 0.7 0.4 0.0
Car and bike 11 1.2 0.4 1.6
Other 0.8 0.7 0.8 1.6
Total N 265 565 255 447
Phase I % % % %
Bike 10.5 9.2 16.0 3.3
On foot 11.2 8.3 4.0 3.3
Alone by car 24.5 15.0 8.0 54.1
With others by cafcarpool/vanpool) 3.5 2.5 12.0 3.3
Scooter/Motorcycle 1.4 0.8 0.0 0.0
ShuttleUM 40.6 54.2 320 1438
Other bus 2.1 4.2 8.0 6.6
MetroRail/MARC and ShuttldJM/bus 14 3.3 8.0 6.6
By car and Shuttl&JM (Park & Ride) 3.5 1.7 12.0 3.3
ShuttleUM/bus and bike 14 0.0 0.0 1.6
Car and bike 0.0 0.0 0.0 1.6
Other 0.0 0.8 0.0 1.6
Total N 143 120 25 61

In Table 43, the modal share is anabd based on distance from campus. It can
be seenthatnemot ori zed transportation modes®6 sha
to five mil es; as distance increases, dri v

85



results show that drive alone shéhe highest share for all distance groupscaffipus.
Carpooling share also grows as the distance from campus increases (e.g. 11.1220for 16
miles and 9.% for >20 miles).ShuttleUM is mostly used by respondents who live
within 10 miles from campus; thlbugh shares remain over 5% distances up to 15 miles.
The reason that shuttle and other public transportation mode shares are very low for
longer distances are probably due to the limited public transportation service available to
commuters. In line withhis reasoning, the park and ride option has a higher share for
distances over 15 miles. This shows that when service is available, people tend to use

public transportation and possibly a vanpool service.

Table 4-3 Mode split to/from campus by distanceifi miles) (for off-campus members)

Phase 1 <1 1-5 6-10 1115 1620 >20
% % % % % %

By Bike 202 111 16 0.5 0.0 0.0
On foot 23.1 115 0.0 0.0 0.0 0.0
Alone by car 26.0 47.0 623 743 76.3 744
With others by car 1.0 4.4 2.9 5.0 111 9.9
Scooter/Motocycle 0.0 0.9 13 0.0 0.0 0.0
ShuttleUM 25.0 21.0 195 5.4 0.7 2.9
Other bus 1.0 2.5 1.6 2.5 0.7 0.3
MetroRail/MARC and ShuttléJM/bus 00 0.2 7.7 6.4 4.4 4.1
By car and ShuttkJM (Park & Ride) 1.0 0.2 2.9 4.5 5.2 5.2
ShuttleUM/bus and bike 1.0 0.2 0.3 0.0 0.0 0.0
Car and bike 1.9 0.9 0.0 0.0 0.0 15
Other 00 0.0 0.0 15 15 1.7
Total N 104 434 313 202 135 344
Phase I

By Bike 158 147 27 4.3 0.0 0.0
On foot 36.8 3.7 0.0 0.0 0.0 0.0
Alone by car 26 160 301 4738 57.1 579
With othes by car 2.6 3.1 5.5 0.0 0.0 7.9
Scooter/Motorcycle 0.0 1.2 1.4 0.0 0.0 0.0
ShuttleUM 42.1 50.3 438 13.0 35.7 132
Other bus 00 6.1 2.7 4.3 7.1 2.6
MetroRail/MARC and Shuttl&JM/bus 00 0.6 6.8 13.0 0.0 5.3
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By car and ShuttkJM (Park & Ride)

ShuttleUM/bus and bike
Car and bike

Other

Total N

0.0
0.0
0.0
0.0
38

1.2
1.8
0.0
1.2
163

5.5
0.0
0.0
14
73

8.7
0.0
0.0
8.7
23

0.0
0.0
0.0
0.0
14

7.9
0.0
2.6
2.6
38

4.4.2.Driving Behavior and Attitudes Towards Carpooling and Vanpooling

As discussed ibection 4.4.1, driving alone has the highest share among all modes for all

status and distance groups over 5 miles (Tabsdd 43, Phase 1). Faculty and staff

share of dri vi

on dstance vary from 26% to 76.3% (Tabl84Phase 1). In order to evaluate current

ng

al one

( ~73%)

S

hi gher

carpooling behavior, reported vehicle occupancies are presented in #able 4

Table 44 Number of passengers reported as the carpool and vanpool size

Phasd Phasell All Phasd Phasdl All

(N=1437) (N=325) (N=1762) % % %
Drive Alone 1041 197 1238 72.44 60.62 70.26
+1 person 303 100 403 21.09 30.77 22.87
+2 person 58 15 73 4.04 4.62 414
+3 person 22 7 29 1.53 2.15 1.65
+4 person 5 2 7 0.35 0.62 0.40
+5 or more 8 4 12 0.56 1.23 0.68

According to the survey results, 27% of the respondents (in Phad®w answered the
qguestion reported that they usually ride with other people when they drive to campus. The
majority of these carpools are made with one other pemsiyn(21.09%). However, there

is a possibility that these carpools are formed with a family member, such as dropping

children or riding with spouse.
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Table 45 Existing carpooling and vanpooling pattern

Frequency Phasd Phasdl Both Phasd Phasdl Both
N=1615 N=356 N=1824 % % %
Most everyday 126 21 147 7.80 5.90 8.06
At least Once per week 96 27 123 5.94 7.58 6.74
At least Once per month 83 33 116 5.14 9.27 6.36
Rarely or never 1310 275 1585 81.11 77.25 86.90

According to Phaseé results, 7.8% of the respondents carpool or vanpool most every
day; 5.94% carpool at least once a week (Takg. 4Zarpooling share increases with
distance from campus (Table3}. However, the majority of the respondents (81.11%)
stated that they rarely or neverrgaol. Understanding the reasons for carpooling and
barriers to carpooling will help making adjustments in the current University Carpooling
Program as well as designing a new vanpooling program.

In order to understand propensity of the respondents toowhnp case such
service is provided by the university, questions that are discussed in Section 4.3.2 are
analyzed. The two main questions are used to understand whether being passenger or
driver makes any differ ence orvanpooliag fAsotn d e nt s
can be seen in Table6} where data from both Phadeand-II are presented, interest in
carpooling and vanpooling is not very high but there is a considerable potential (if
moderate to extreme interest is considered). The intesgsassenger is slightly higher
than as driver. The interest increases as the distance from campus increases. People who
reside approximately farther than 10 miles from campus can be regarded as potential

vanpool participants.
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Table 4-6 Interest in carpooling and vanpooling as passenger or as driver based on distar{ogles)

As Driver (N=1097)

As Passenger (N=1126)

6-10 11-15 1620 >20
N=357 N=216 N=147 N=377

6-10 11-15 1620 >20
N=379 N=220 N=147 N=380

% % % % % % % %

Not at all Interested 3389 34.72 40.14 32.10 | 29.55 34.09 36.73 31.58
Not Very Interested 29.13 34.26 27.21 25.20 | 25.86 27.73 23.81 21.84
Moderately Interestec 29.41 21.30 23.81 2891 | 3140 23.18 25.85 28.16
Very Interested 4.76 7.41 6.80 9.28 8.44 864 1156 10.26
Extremelyinterested 2.80 2.31 2.04 451 4.75 6.36 2.04 8.16

The same data is analyzed from another perspective and classified by status-{ljable 4
Faculty andgraduate studentsave higher interest fdyeing a driver while both graduate
and undergraduate studeimterest arehigher for being a passenge&taff memberé

interest wasower compared to other groups for both passenger and driver roles.

Table 4-7 Interest in carpooling and vanpooling as passenger or as driver based on status

As Driver (N=1142) As Passenger (N=1126)
UGS GS Faculty Staff UGS GS Faculty  Staff
N=214 N=315 N=205 N=363 N=216 N=326 N=210 N=374
% % % % % % % %
Not at all Interested 28.97 31.11 63.90 36.09 25.93 25.46 38.10 37.97
Not Very Interested 30.84 25.71 52.68 29.75 24.54 20.86 27.14 26.47
Moderately Interestec 27.57 31.75 46.34 26.17 31.02 35.28 23.33 22.46
Very Interested 7.94 8.25 8.78 4.96 9.72 11.35 7.14 9.09
Extremely Interested 4.67 3.17 537 3.03 8.80 7.06 429 4.01

-UGS and Gs standfor undergraduate and graduated&nt respectively

Currently, the university does not have an official vanpooling service. The
prospected program assumes that one volunteer member is responsible for driving the van
and keeping it at home in the evenings; other members pay a monttdypi@sicipate in
the vanpool. Then, the willingness to pay for such a service was investigated. -Bable 4
summarizes the survey results regarding willingness to pay for a vanpool service

provided by the University. Consistently, all status groups andndistgroups agreed to
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pay $10$20 per monthAnother interesting observation is that, as the distance from
campus increased, the respondents were willing to pay more for the service; this shows
that, the long commute and corresponding high cost affectpéneeption of the

respondents on vanpooling program.

Table 48 Willingness to pay for a vanpool service provided by the university

$ per month By Classification (N=1103) By Distance (N=1103)

UGS GS Faculty  Staff 6-10 11-15 16-20 >20

N=213 N=324 N=203 N=363 | N=372 N=214 N=143 N=374

% % % % % % % %
Not at all 38.49 34.25 48.27 4573 | 39.78 4579 42.66 40.11
<$10 16.43 20.06 10.83 10.46 | 20.70 15.42 8.39 10.16
$10-$20 25.82 25.61 16.25 20.66 | 24.19 23.36 2727 17.91
$20:$30 14.08 11.72 14.28 1349 11.83 9.81 15.38 15.78
$30-$40 5.16 8.33 10.34 9.64 3.49 5,61 6.29 16.04

-UGS and GS stand for undergraduate and graduate student respectively

The survey also inquired if the removal of the monthly participation fee would impact the
willingness to le the primary driver. As Table-9 suggests, in all status groups and all

distance groups, the majority of the respondents were indifferent to the fee removal.

Table 4-9 Interest in being primary driver in case monthly fee is removed

By Classification(N=1097) By Distance (N=1094)
UGS GS Faculty Staff 6-10 11-15 1620 >20
N=213 N=320 N=202 N=362| N=369 N=211 N=142 N=372
% % % % % % % %

Much more likely 8.92 6.25 2.97 5.25 5.15 5.21 4.93 7.26
Slightly more likely 5.63 4.69 1.49 2.76 5.42 2.37 2.82 2.96
No change 50.70 56.88 73.27 69.61 | 62.60 68.25 64.79 59.95
Slightly less likely 22.54 22,19 1337 11.05| 20.05 15.17 1549 14.78
Much less likely 12.21 10.00 8.91 11.33 | 6.78 9.00 11.97 15.05

-UGS and GS stand for undergraduate and graduate stedpattively

The survey also included questions aiming at understanding reasons that would

make the respondents more inclined to carpool or vanpool. According to the analysis by
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member status (Table-H), frequent pickup and dropff times are extremely
important. Students are sensible to increase in the cost of gasoline and more convenient
parking options. Faculty and staff ranked very high a more convenient Guaranteed Ride
Home Program and an increase in the cost of gasoline. Based on these resgoocaes, w
conclude that frequent and flexible pickup and doffptimes would encourage many
campus members to use the service. It should be noted that the university already has a
Guaranteed Ride Home service through Commuter Connections, which is a regional
network of transportation organizations coordinated by the Metropolitan Washington
Council of Governments (MWCOG). Emphasizing and marketing this service intensively

might help faculty and staff members to be more inclined to vanpool.

Table 410 Reasons hat would make campus members more inclined to carpool or vanpool (by
status)

Reasons UGS GS Faculty/Staff
N=700 N=430 N=610

Web application that matched me with potential carpool partn. 7.29  6.05 5.25

More convenient parking options 13.14 8.84 4.92
Increase in the cost of parking 743 7.44 9.84
Increase in the cost of gasoline 9.14  9.07 8.20
Finding good company to ride with 10.71 8.14 6.72
Less expensive parking than the days when | drive alone 543 3.95 5.25
A more convenient Guaranteed Rideme Program 6.57 7.44 10.00
Frequent pickup and dropoff times 31.14 38.14 29.67

-UGS and GS stand for undergraduate and graduate student respectively

Analyzing the same factors by distance, we obtain additional information about
the preferences of ¢hcampus community (Tableld). For all distance groups, again
frequent pickup and drogoff times is the most important factor affegjithe interest in
vanpooling.Interestingly, the 115 mile group ranked this option with a greater share.
Web applicéion that matches commuters with a potential partner was not highly ranked

but its ranking increased as distance from campus increased. This suggests that, as the
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member 6s distance from campus i ncrease,

finding a carpool or vanpool partner may become more challenging. In addition, because

of the long commute time, members maybe more concerned about their pool partners.

More convenient parking options were valued mostily® mi | e gr oup but
shars were also close. The increase in the cost of parking received the highest ranking
from 1620 mile group. As expected, >20 mile group rankedirtibeesase in the cost of
gasoline the highest. Finding good company option was third important reasciGor 6
mile group, while it had the highest share among other distance groups. Counter

intuitively, this reason was the fifth important for the >20 miles group.

Table 4-1 Reasons that would make campus members moneclined to carpool or vanpool(by
distance in miles)

Reasons 6-10 11-15 16-20 >20
N=224 N=152 N=93 N=236
% % % %
Web application that matched me with potential 3.57 3.95 7.53 7.63
carpool partners
More convenient parking options 7.14 6.58 5.38 551
Increase in theost of parking 8.04 4.61 15.05 6.36
Increase in the cost of gasoline 8.48 8.55 6.45 13.98
Finding good company to ride with 8.93 8.55 7.53 7.20
Less expensive parking than the days when | drive 4.46 3.29 3.23 4.66
alone
A more convenient GuaranteeddRiHome Program 10.27 4.61 7.53 8.05
Frequent pickup and drogoff times 34.82 37.50 32.26 31.78

The survey also included questions about barriers to carpooling and vanpooling.
Learning what prevent campus members from carpooling and vanpooling wall hel
improving the current carpool program as well as developing a future vanpool program.
According to the analysis by status (Tablé2) the most important barrier is the need of
a specially equipped vehicle. After a careful investigation, we concludedthba
respondents might have meant child seat as special equifgeenshares dfl need to
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pick-up/dropo f f my <childreno and Al ne éattha spec

faculty-staff group, the second highest reason stated is not having a cars TUbeful
information that this group does not already have a car and there is a high potential for
them to become member of a carpool or vanpool service. Similarly, more than half of the
student groups also do not have car and thus suggesting a proméiket potential.
These results also suggest that if the University would provide a largeadagervice

or an elementary/middle school option-campus, the majority of the campus members

may not need to drive alone.

Table 4-2 Barriers to carpooling and vanpooling (by status)

Barriers to carpooling and vanpooling Student(Both) Faculty/Staff
N=700 N=610
% %
| do not have a car. 55.71 72.46
| need my car for oftampus trips. 23.71 17.70
| have a constrained or irregulathedule. 9.57 8.52
I need a specially equipped vehicle. 77.57 80.16
| need to pickup/dropoff my children. 77.57 61.15
| do not have a way to find a carpool or vanpool grc 36.29 45.25
| do not have time to wait on others. 11.71 11.31
I do not liketo depend on others | do not know well. 10.00 10.33
I am concerned about my safety. 26.57 33.28
| prefer to ride alone. 25.71 27.38
| am concened about becoming strandedaampus. 17.71 18.03

The barriers to carpooling and vanpooling by distanse shhow a similar pattern
(Table 413). Specially equipped vehicle is the most important barrier to all distance
groups. Picking up and dropphadf the children and not having a car are the next

important barriers to all distance groups.
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Table 4-3 Barriers to carpooling and vanpooling (by distancein miles)

Barriers 6-10 1115 1620 >20
N=224 N=152 N=93 N=236
% % % %
| do not have a car. 64.29 4554 76.34 74.58
I need my car for oftampus trips. 2455 1295 18.28 19.92
| have a constrained or irregular schedule. 6.25 491 430 7.63
I need a specially equipped vehicle. 79.46 50.45 81.72 82.20
| need to pickup/dropoff my children. 66.52 38.84 66.67 67.37
| do not have a way to find a carpool or vanpool grc 38.39 23.21 49.46 36.02
| do not have time to wait on others. 8.48 7.59 1290 8.47
| do not like to depend on others | do not know well  7.59 7.14 10.75 8.90
| am concerned about my safety. 29.91 19.64 36.56 25.85
| prefer to ride alone. 29.46 16.07 25.81 2458

| am concerned about becoming stranded on camp 20.54 11.16 16.13 11.86

4.5 Modeling Approach

The type of questions where the answers are given in an ordinal scale, such as the
guestions explained in Section 4.3.2, are called ordesubnses. Thenodeling
approach, where the dependent variable is in ordered form, is typically Ordered Choice
Modeling within the Discrete Choice Modeling framework (e.g. Train, 2009; Greene and
Hensher, 2009; Bhat and Pulugurta, 1998). Other approaches are alduleaaiththey
differ based on the treatment of the dependent variable. For example, it is possible to
specify an unordered model such as nested logit, mixed logit, or probit model but they
would not fit the structure of the data properly, because suchlsnade derived from
specification of a utility function for each alternative. In ordered models, this would mean
each response alternative has a utility and the respondent chooses the one with highest
utility (Train, 2009).

In ordered models, the dependeatiable is treated as an unobserved, continuous

latent variable y*) and the ordinal responsg¢sl,.J represent measurements of this
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unknown latent variable, angFj represents the ordered outcome for persdimis latent
variable can be consideredths utility or opinion of the respondent about the subject in
guestion. The respondent answers to the question based on that opinion. Because the
given options are discrete in ordered response questions, there may not be a value that
exactly represents ¢h r espondent 0s uti i1ty oyff isopi ni o
determined byJ-1 thresholds |{;, M€ Mi1) (Train, 2009). The observey values
represent the value gf depending on the threshold interwgaffalls to. For example, in
this study,j=1,.,5, where 1=NAI, 2= NVI, 3=MlI, 4=VI and 5=EI. An observationypf
=1 means that for personthe value of/* is less than or equal .. Similarly, yi=2, if
<y * @Q=3,ifta<y * @W=4,ifus<y * QW=5, if y*>pa.

The functional form of Ordered Choice Model takes the following form:

yi* = bi)(I +e Jd=1,..... n, (5_1)

whereb xrepresents the observable part &h@presents the unobservable erromtef
respondentd s  uw*.iTheivectprx; represents a set &f explanatory variables that are
assumed to be independent froth Parameters vectob represent the impact of
explanatory variables and threshnelegsn on r
vanpooling as passenger/driverz(,..J). The unobserved factor§ are considered
random and their distribution determines the probability for the possible responses of
NAI, NVI, MI, VI, and H. Ordered models have proportional odds (or peiral
regression) assumption which means the relationship between all outcome groups is
same. Models considered in this study do not consider heterogeneity across individuals.

The probability of a respondent choosing one of these responses can be calculated

based on the distribution dj chosen. In this research, logistical distribution with
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cumulative distribution of &) = exg()/(1+exg()) is assumed fot). Accordingly, he

probability of an answeyi=j is computed as follows (Train, 2009):

Pr(y, = jjx)=Pr@ ¢ e, - bix,)- PriJ¢e,_,- bix),j=1..]. (5-2)

- i, Q1 b

Pr(y, = ijx) = =L (5-3)

1+ e/)]?- bD(i - 1+eﬂ1- bD(i

These probatiies take the following fornfior Ordered Probit Model whetgis assumed

to have standard normal distribution (Train, 2009).

Pr(y, = j|Xi) =Pr(e <m- bix) - Pr(g <m.,- bix), ] =1..,J. (5-4)
Pry, = j|x)=f(m- bix)- f(m..- bx),j=1..J. (5-5)

wher e 0 thesandard @mulasve normal function.
Parameter estimation is performed solvingaximum likelihood estimation
problem. The log likelihood function for ordered logistic regression model is (Greene and

Hensher, 2009):

L09L=éémjlog[F(n?- bix,)- F(m.,- bm)] (5-6)

i=1 j=1

subject tope=-D , ;=@ = + Pwherem; is an indicator that takes value 1y and

zero otlkerwise.

4.5.1 Model Specification

Two different models, a passenger and a driver model, have been estimated to explain

interest in carpooling/vanpooling from the perspectives of the passenger and driver. A
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sequential factor elimination procedure is apglio select the independent factors that
affect the ordered discrete perception categories. The following factors are included in
the final model specifications:
The continuous dependent variables
1. Interest in carpooling/vanpooling as driver (from 1 to Tnicreasing order).
2. Interest in carpooling/vanpooling as passenger (from 1 to 5 in increasing order).
Commuter characteristics
3. Status and willingness to pay interaction variables (undergraduate student,
graduate student, faculgndstaff interactions wit willingness to pay (dollars per
month) variable).
Commute characteristics
4. One way commute distance from campus, obtained from zip code (twaoyl
variables that take value arfer Distance 50-15 miles and Distance > 15 miles).
5. Location of the commutgtwo dummy variables, Washington Area and
Baltimore Area).
6. Commuting alone by car frequency (a dummy variable for driving dtarreor
more times a week).
7. Carpooling behavior (a dummy variable that takes vahesf respondent rarely
or never carpoolanpool to campus).
Variables related to attitudes and preferences
8. Effect of removal of the participation fee (dummy variable takes vaheeif

extremely increase the intereatrootherwise).
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9. Reasons that would make them more inclined to vanpooling (guranables
that take valueneif following reasons are selected as one of top three reasons,
zerootherwise: Web application, Convenient parking, Cost of parking, Cost of
gas, Good company, Cheap parking, Convenient ride home service, Frequent
pickup/drg off servic@.

10.Barriers to vanpooling (dummy variables that take valef following are
selected as one of top three barrieespotherwise: Do not have a car, Need to
pick up children, Like independency

Demographic variables

11.Age (two dummy variadles are used for age groups oft845 and greater than
45).

12.Gender (dummy variable that takes vatuemale,zeroif female)

13.Whether licensed to drive or not (dummy variable that takes wale# licensed,

zeroif not).

4.6. Model Estimation

Table 414 presents the empirical results obtained by modeling interest in
vanpooling/carpooling from the perspective of the passenger and driver. Estimations are
based on ordered logit and ordered probit formulations and are performed using software
package STAA 9.2 (StataCorp, 2005). These models are estimated with ordered logit
and probit models to investigate if assumptions on the error terms have a significant

impact on the estimation results.
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4.6.1 Ordered Logit Model Estimation Results of Interest as Passger and as
Driver

The interaction variables that -tomynfbriane r e s
university provided vanpooling service are significant factors determining the interest in
vanpooling as passengebtatus can be considered a profogr income, which is
unfortunatelynot available. Graduate studeriie those with the highest propensity to

pay for the service under analysis (with coefficient estimate 0.823 in passenger model in
Table 414); other groups show similar behavior. A simigattern is observed in the

driver model; however, a decrease in the coefficient values is observed for all status
groups. These coefficients represent the rate of change in the dependent variable for a one
unit change in the independent variable of igérin the ordered legdds scale while all

other independent variables kept constant in the model. For example, a unit increase in
faculty & willingnessto-pay variable will increase the legfds of being in a higher level

of interest to be a passenggr®771 (while all other variables are held constant at their
mean values) (Table-#4). Higher coefficients of the status and willingnespay
interaction variables ithe passenger model indicate that interest in being a passenger is
higher.Graduatesudent s6 coef fici ent -oddsfohbeiggirea , i nc
higher level of interest to be a passengby 0.823) Although this may seem
contradictory to their low income levels, it may be a function of factors, such as
perception of drivingcost and high education level. Faguand graduate students have
higher coefficients in driver modewhich maybe a function of their flexible or irregular
scheduleand the need for independentie passengeand driver models, staff members

have lowercoefficientsthan other groups. On the other hand, one would expect that staff

would have high interest in being a passenger (or even driver) as they have a regular
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schedule. In this case, some other demographic factors, such as age, having young
children,and residential distance etc. may be playing an important role in their choices.

Interest in vanpooling/carpooling is higher for commuters who live 15 miles or
more from campus; whereas, distances shorter than 15 miles are not a determinant of
interest.People who live farther from campus expect to save time and money especially
during rush hours. The interest in driving is higher than the interest in being a passenger
for distances over 15 miles. This can be explained by the fact that users migtrstill
to maintain a certain independency. Thi s
4.13) has negative sign and supports the previous interpretation.

In order to analyze the impact of residence areas, dummy variables derived from
the aggregatiorof residential information in two metropolitan areas (Washington and
Baltimore) are introduced. According to the results, residing in Washington is a
significant determinant for being a passenger while, it is not a significant factor in the
driver model.However, the effect of this variable has a negative sign, indicating that
Washington area residents are not likely to participate in such a program as the
passenger. The respondents who live in the Baltimore area, however, are interested in
being the drive while this factor is not significant for the passenger model. The
Washington area is served by a good public transportation system and that the access to
campus is possible through the green metro line might explain this finding. On the other
hand, resu$ obtained for the Baltimore area confirm that when the distance increases,
interest in using carpooling/vanpooling in the role of driver also increases.

Commuting frequermdvy >by darmefeindtebenatyefe k 0

significant in the pssenger model while it is significant for the driver model. Therefore,
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respondents who commute to campus most days of the week are more likely to
participate i n a carpool i nglarela rop oaevdri n g
carpool/lvanpoal i s a detegnmant forcbath passenger and driver models;
however, its impact is higher in the passenger model.

As expected, removal of the participation fee is not significant for the passenger
model as it was targeting driver interest, while it is a signifidaotor in the driver
model; interest in carpooling/vanpooling increases when the participation fee is removed.
It appears that respondents who are already interested in being a passenger are more
likely to drive when the service is free.

A number of factas have been derived from the reasons that would make people
more inclined to vanpooling, these include: web application, convenient parking, cost of
parking, cost of gas, good company, cheap parking, convenient ride home service and
frequent pickup/drop o6fservice.With the exception of the coefficient related to the
convenient ride home service which is not significant for the driver mthaede factors
were found to be significant in both modelmong these factors, web application,
parking conveniencand cost, cost of gas and convenient-hdene service are most
important. Providing these services will significantly increase the propensity to vanpool
both as passenger and driver.

The factors that are potential barriers to carpooling/vanpooling hesegteg
impact on the passenger model than on the driver model. All three factors, not having a
car, need to pick up/drop children and independeace significant in the passenger
model, while only independeeads significant for the driver model. As exgied, not

having a car increases the interest of being a passenger, while the necessity to pick
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up/drop of children and independenc negatively affects interest in
carpooling/vanpooling. The need to stop by other locations and the preference for
independece make it inconvenient to participate in a vanpooling program.

The impact of demographic characteristics of the respondents is also analyzed.
Gender is not a significant factor while age, estimated on two categorids g >45),
negatively affects seice preferences. Being licensed to drive is not a significant
determinant in either model.

Finally, thresholds for the latent variables, interest as passenger and driver, are
given in Table 4.4, as well as model statistiodccording to the LikelihoodRatio (LR)
Chi-square test (with 26 degree of freedom and 0.00@lge) and Logikelihood at
convergence values, all model forms are successful functional forms for explaining the

relationship between the independent and dependent variables.
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Table 4-4 Ordered Logit and Probit Model estimation results

PassengeModel Driver Model
(Logit) (Probit) (Logit) (Probit)
Variables Coeff. z-stat* Coeff. z-stat* Coeff. z-stat* Coeff. z-stat*
Undergraduate&Willigness to pay  0.772 134 0.439 13.7 0.556 10.0 0.315 10.0
Graduate&Willingness to pay 0.823 16.1 0.465 16.3 0.607 12.2 0.342 12.2
Faculty&Willingness to pay 0.771 12.1 0.452 12.3 0.619 9.5 0.358 9.7
Staff&Willingness to pay 0.763 14.1 0.437 14.1 0.584 10.9 0.339 11.0
Distance 5to-15 miles -0.176 -1.3 -0.101 -1.3 -0.087 -0.6 -0.056 -0.7
Distance>15 miles -0.342 -2.2 -0.169 -1.9 -0.558 -3.6 -0.291 -3.2
Washington Area -0.267 -2.1 -0.148 -1.9 -0.152 -1.2 -0.066 -0.9
Baltimore Area 0.022 0.1 -0.011 -0.1 0.427 2.5 0.241 2.4
SOV>4 times per week -0.173 -1.6 -0.100 -1.6 0.267 24 0.158 2.5
Rarely or never carpool/vanpool -0.812 -6.4 -0.480 -6.6 -0.551 -4.3 -0.352 -4.8
Removal of vanpool fee 0.254 2.0 0.165 2.3 0.606 4.7 0.371 5.1
Web application 0.645 55 0.377 55 0.577 4.9 0.334 4.9
Convenient parking 0.477 4.3 0.279 4.3 0.397 3.5 0.257 4.0
Cost of parking 0.278 2.4 0.172 2.6 0.359 3.1 0.209 3.1
Cost of gas 0.547 4.8 0.322 4.9 0.677 5.9 0.390 5.9
Good company 0.271 2.4 0.138 2.1 0.426 3.8 0.239 3.7
Cheap parking 0.469 4.0 0.243 3.6 0.513 4.4 0.303 4.5
Convenient ride home service 0.496 4.2 0.298 4.4 0.154 1.3 0.103 15
Frequent pickup/drop off service 0.314 2.9 0.165 2.7 0.218 2.0 0.119 1.9
Do not have a car 0.588 4.2 0.353 4.4 0.088 0.6 0.045 0.6
Need to pick up children -0.508 -3.3 -0.254 -2.8 0.013 0.1 0.028 0.3
Like independency -0.268 -2.7 -0.149 -2.6 -0.234 -2.4 -0.133 -2.3
Gender (Male) -0.183 -1.9 -0.095 -1.7 0.076 0.8 0.048 0.9
Age 36t0-45 -0.303 -1.7 -0.183 -1.8 -0.443 -2.5 -0.274 -2.7

103



Age>45 -0.406 -2.7 -0.260 -2.9 -0.520 -34 -0.332 -3.7

Licensed to drive -0.203 -0.9 -0.116 -0.9 -0.003 0.0 -0.023 -0.2

Thresholds Coeff. Std. Err. Coeff. Std. Err. Coeff. Std. Err. Coeff. Std. Err.
1 0.266 0.318 0.143 0.868 0.868 0.329 0.472 0.189
2 1.756 0.323 1.014 2.329 2.329 0.333 1.342 0.191
3 3.694 0.330 2.131 4.360 4.360 0.345 2.505 0.195
4 5.066 0.342 2.856 5.601 5.601 0.364 3.117 0.200

Number of observations 1644 1644 1629 1629

Log likelihood at intercept -2404.28 -2404.28 -2231.33 -2231.33

Log likelihood at convergence -2021.69 -2029.37 -1993.81 -1990.46

LR Chi Squared 765.19 749.82 475.03 481.73

Mc-Faddens R2 0.1591 0.1559 0.1064 0.1079

* Significance level=0.05, twsided
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4.6.2 Ordered Probit Model Estmation Results of Interest as Passenger and as
Driver

The results obtained with the probit model specification are not significantly different
from those obtained by using the logit specification both in terms of the values of the
coefficients and of theverall model statistics (i.e. log likelihood and Gluared values)
(Table 414). Therefore, analysis of the estimates is not repeated for the probit model.
The probit model presents a slightly better value of the finalikedjhood for the driver

model, while logit does substantially better in terms of goodness of fit for the passenger
model. The difference observed in the model coefficient estimates are due to an inherent
difference in the scaling of the associated variable. The probit model cafestimates

are approximately 1.8 times smaller than the logit counterparts as expected (Greene and
Hensher, (2009)). The shape of the distributions (i.e. logistic in logit and standard normal
in probit model), is also a factor (Greene and Hensher, 20€8) might explain
differences across the results of the probit and logit models. It should be noted that in
ordered models the analysis of coefficient estimates is not very informative because the
model describes the probabilities of the outcomes (i.¢ NXI, MI, VI, and El). Thus,
ordered models do not describe a direct relationship between explanatory vaxables (
and the dependent variablg'). In order to better assess the model results, marginal
effects (elasticities) of each explanatory vaealand predicted probability outcomes are

utilized, as described next.

4.6.3. Probability Predictions

Table 415 presents the predicted probabilities of the outcomes (NAI, NVI, Ml, VI and

El) for both passenger and driver models. The predicted prdiEghifrom logit and
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probit models are obtained by keeping thelanatory variable valuest their means.
Logit and probit model predictions are given side by side for comparison. No significant

difference is reported across the two sets (logit and pratadels) of results.

Table 4-5 Predicted probabilities

Passenger Model

Logit Probit
Variable Obs | Mean Std.Dev Min Max | Mean Std.Dev Min Max

P(NAI) 1644| 0.296 0.22 0.003 0.865| 0.306 0.24 0.001 0.894
P(NVI) 1644|0.248 0.08 0.011 0.342| 0.255 0.08 0.015 0.337
PMI) 1644 0.282 0.12 0.030 0.434|0.282 0.12 0.016 0.424
PVI) 1644| 0.107 0.09 0.004 0.317|0.099 0.09 0.001 0.283
PEI) 1644 0.065 0.08 0.001 0.738| 0.058 0.09 0.000 0.609

Driver Model

Logit Probit
Variable Obs | Mean Std.Dev Min Max | Mean Std.Dev Min Max

P(NAI) 1629|0.336 0.21 0.025 0.885| 0.339 0.21 0.015 0.884
P(NVI) 1629|0.283 0.07 0.074 0.350| 0.284 0.06 0.083 0.336
PMI) 1629| 0.282 0.13 0.025 0.468| 0.280 0.12 0.019 0.439
PVI) 1629| 0.065 0.06 0.003 0.288| 0.063 0.05 0.001 0.236
PEI) 1629 0.033 0.04 0.001 0.257|0.034 0.05 0.000 0.315

The probability of interest in being a passenger is higher than the interest of being
a driver for the outcomes VI ardl. If probabilities of having moderate to extreme
interest are summed, interest as passenger probability Ssnwbide interest as driver
probabilityis 0.38. Although they are somewhat low, they are still promising especially if
we consider that responus stated their preferences on a hypothetical vanpooling
program.

Figures 42 through 44 give probability profiles for status variables atidtance
variable (distancetb miles) to better assess the impact of these variables on the
probabilities of outomes. These factors are selected because they are thought to be major

factors when designing a vanposérvice. Intpas andntdrv stand for interest in
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carpooling/vanpooling as a passenger and as the driver respectively. Probability

outcomes 3, 4 and 5 megsent moderately interested (Ml), very interested (VI) and

extremely interested (El) ordered outcome groups. For example legend Pr(Intpas=3)

reads as fAprobability of interest as passe
Undergraduate student interest darpooling/vanpooling as passenger shows a

higher profile than as driver (see outcome 4 and 5 profiles in Fig@)e I is also

observed that the probability of interest in the role of passenger is higher for the higher

willingness to pay levels. Also, higher probability of interest to serve as driver is

observed for moderate interest outcome (outcome 3). Graduate student profiles also

shown to behave similar. It is interesting to see that in lower willingness to pay levels the

interestto be driver igmoderately) higher for both student groups.
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Figure 4-1 Probability profiles for interaction variables: undergraduate student& willingness to pay
and graduate students and graduate student& willingness to pay.
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Figure 4-2 Probability profiles for interaction variables: faculty& willingness to pay and staff &
willingness to pay
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