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Chapter 1

Introduction and Theory

Theories predicting the existence of new particles have often been proposed as solutions to fundamental mysteries concerning our understanding of the structure of Nature. With the idea of antimatter, for example, Dirac predicted the existence of the positron before it was discovered in 1932 in order to explain the negative energy solutions to the relativistic wave equation [1]. Similarly, the theory of Supersymmetry proposes an additional partner particle for each particle we currently observe in nature in order for the large mass predictions of the hypothesized Higgs Boson to be most natural [2].

Another example of historical note was the problem of the apparent non-conservation of energy and momentum in nuclear beta decay. In 1914 Chadwick observed that decaying nuclei emit high energy electrons with a continuous spectrum of energies. If one assumes a two body final state ($n \rightarrow p + e^-$) this leads to the conclusion that neither energy nor linear momentum is conserved [3]. To rescue the laws of mechanics Pauli proposed a neutral particle with negligible rest mass, the “neutrino”, that is emitted simultaneously but not detected due to its small probability to interact with matter.

This proposal spurred Fermi to formulate his theory of beta decay, which in turn helped pave the path for the development of a framework unifying the
electromagnetic and weak interactions. Eventually this framework was extended to include the strong force, and by the late 1970s the complete theory came to be known as the Standard Model (SM).

Astoundingly complete in its modern form, there are still many unanswered questions that plague the SM. There are countless theories of extensions and additions that go beyond the SM, each with merits and complications. A modern mystery of particle physics that lends itself to a similar resolution as that proposed by Pauli’s neutrino is the equality in number of fundamental particles that feel only the electroweak force (leptons) and those that also feel the strong force (quarks). New particles possessing qualities of both would provide an elegant motivation for this symmetry, and are not prohibited by the current formulation of the SM. The proposed particles, “leptoquarks”, may have escaped detection thus far due to a large rest mass and thus a small (potentially zero) probability to be produced in collisions at modern particle colliders.

The arrival of the data era at the Large Hadron Collider in Geneva, Switzerland offers an opportunity to dispel or confirm a number of these proposed theories by shining a light brighter than any before it on some of Nature’s secrets.

1.1 Overview of the Standard Model

1.1.1 Historical Overview

The SM is a mathematical model that attempts to describe the interaction of all known fundamental particles and forces. The theory of what today is referred
to as the SM began in the early 1960s when physicists first successfully unified the electromagnetic and weak interactions into one mathematical framework.

A generalization of a gauge invariant field theory for multiple fields was first proposed in 1954 by Yang and Mills [4]. Their motivation was to find a model for the proton and neutron, but their model proved ill suited for this. With the discovery of the neutrino as an addition to the electron in the electroweak sector their model was revived.

In 1961 Glashow first proposed a structure of the weak force involving both neutral and charged currents. Over the following two decades physicists such as Weinberg, Salam and `t Hooft, among others, reformulated and adapted the model to achieve a framework that is mathematically viable and an accurate description of the interaction of particles through the electroweak force.

The quark model was proposed in 1964 by Gell-Mann and Zweig independently. Prior to 1964 a number of strongly interacting particles had been observed and placed into patterns based on quantum numbers such as charge, flavor and spin. The quark model proposed that these strongly interacting particles, hadrons, are composed of yet smaller particles, quarks, that exist in three color states [5]. The experimental evidence validating this theory came from deep inelastic scattering experiments conducted at the Stanford Linear Accelerator Complex in conjunction with the Massachusetts Institute of Technology [6], the results of which led to the award of the 1990 Nobel Prize in Physics to Friedman, Kendall and Taylor [7]. High energy electrons were scattered off protons and neutrons, revealing an inner structure of quarks held together by gluons. Ultimately the model of quarks was expanded
to the theory of Quantum Chromodynamics and combined with the electroweak theory to produce a model encompassing the three forces primarily responsible for the interaction of subatomic particles.

1.1.2 Particle Classification

The particles of the SM can be classified into two groups based on their spin quantum number. Particles with integer spin, bosons, are the force carriers, responsible for the interaction of the particles through the fundamental forces. Particles with half integer spin, fermions, constitute the vast majority of stable matter. All SM fermions fall into two categories: quarks, which feel both the electroweak and strong force, and leptons, which feel only the electroweak force. The observed particles of the SM are shown in Table 1.1. Stable matter in Nature is composed mostly of particles found in the first generation of quarks and leptons.

Interactions between fermions are mediated by the vector (spin 1) bosons, which are the quanta of the fields of the fundamental forces. No fundamental scalar (spin 0) or spin 2 particles have been observed in Nature at this time. The addition to the SM of the theoretical Higgs field results in one scalar boson, the Higgs boson, which has yet to be observed experimentally. The Higgs field would help elucidate the origin of mass and is commonly accepted as a component of the SM.

Quarks carry both electric charge and color (the charge for the strong force), and are organized into three generations of increasing mass, each generation a doublet of quarks. All stable observed combinations of quarks are color neutral, com-
posed of either a quark and antiquark (meson) with the same color and anticolor, or 
one red quark, one green quark and one blue quark (baryon) that add chromatically 
to neutral.

The force mediators of the strong force, the gluons, themselves have color 
and interact with each other, contributing more energy to the field as the distance 
of interaction increases. As the distance between the quarks approaches zero the 
field energy decreases and the quarks become asymptotically free. The proposal of 
this property of asymptotic freedom resulted in the 2004 Nobel Prize, awarded to 
Gross, Politzer and Wilczek [8]. Asymptotic freedom explains the confinement of 
quarks, the fact that isolated quarks have not been observed. It is energetically 
advantageous to create a quark and antiquark pair from the vacuum rather than to 
have isolated quarks interact over long distances.

The six leptons are again arranged into three generations of doublets, each 
doublet with its own flavor quantum number. Each doublet contains a charged lep-
ton and a neutral lepton (neutrino) of the same flavor. The charged leptons exist in 
states such that their spin may be aligned or anti-aligned with their momentum, left 
or right-handed helicity. Neutrinos, however, have been observed only in states with 
their spin anti-aligned to their momentum, states of left-handed helicity respectively. 
The discovery that neutrinos have mass [9] implies that the SM neutrino is a mixture 
of left and right-handed states. The mixing amplitude between the two states is on 
the order of $m_\nu/E$, where $m_\nu$ is the mass of the neutrino, and E is the energy of the 
particle. Nearly all neutrinos detected in experiments are ultra-relativistic, leading 
to undetectably small mixing from the right handed helicity states.
1.1.3 Cross Section and Event Rate

The quantum nature of particle interactions implies each process has a quantum mechanical amplitude related to the probability that it will occur. This depends on the strength of the forces involved in the interaction, the momenta and masses of the particles involved, and the quantum numbers of the initial and final state particles. The mean number of interactions of a specific type is related to the current density of the incident beam through the cross section, $\sigma$, measured in units of barns (1 barn = $10^{-24}$ cm$^2$).

Cross section is defined as the ratio of $R$, the rate at which a particular process occurs, to the instantaneous luminosity $L$, the number of protons per unit cross sectional area of the beam per second, as shown in Eq. 1.1.

$$\sigma = \frac{R}{L} \quad (1.1)$$

Rearranging Eq. 1.1 and integrating both sides over time gives the total number of events from a particular process, $N$, as a function of the integrated luminosity, $L_{int}$, and the cross section for that process, as shown in Eq. 1.2.

$$N = L_{int} \times \sigma \quad (1.2)$$

The cross sections for various SM interactions differ greatly from one another. Figure 1.1 shows the theoretical cross section for various processes (SM and beyond) for proton-proton collisions at a center of mass energy of 14 TeV. Note that the Large Hadron Collider will produce collisions at a center of mass energy of 7 TeV.
Figure 1.1: Production cross section (left axis) and yearly event rate (right axis) for SM processes and commonly studied processes beyond the SM for proton-proton collisions at a center of mass energy of 14 TeV with an instantaneous luminosity of $10^{34} \text{ cm}^{-2}\text{s}^{-1}$. 


<table>
<thead>
<tr>
<th>Quarks</th>
<th>Leptons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flavor</strong></td>
<td><strong>Charge</strong></td>
</tr>
<tr>
<td>u</td>
<td>$+1/3$</td>
</tr>
<tr>
<td>d</td>
<td>$-2/3$</td>
</tr>
<tr>
<td>c</td>
<td>$+1/3$</td>
</tr>
<tr>
<td>s</td>
<td>$-2/3$</td>
</tr>
<tr>
<td>t</td>
<td>$+1/3$</td>
</tr>
<tr>
<td>b</td>
<td>$-2/3$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bosons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Particle</strong></td>
</tr>
<tr>
<td>$\gamma$</td>
</tr>
<tr>
<td>$W^+$</td>
</tr>
<tr>
<td>$W^-$</td>
</tr>
<tr>
<td>$Z^0$</td>
</tr>
<tr>
<td>g</td>
</tr>
</tbody>
</table>

Table 1.1: Observed particles in the standard model
1.2 Theoretical Formalism

1.2.1 Euler-Lagrange Formulation

The SM is built on the interactions of the fermions with the fundamental forces through the vector bosons. An analogous model describing the interaction of particles in classical mechanics comes from the Euler-Lagrange approach shown in Eq. 1.3, where $T$ is the kinetic energy, $U$ the potential energy, and $q_i$ any spatial coordinate.

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) = \frac{\partial L}{\partial q_i} \tag{1.3}$$

It is possible to formulate a Lagrangian density for fields as a function of their space and time coordinates, $x_\mu$, by extending the Euler-Lagrange formalism from classical mechanics. The Dirac Lagrangian for a free, spin 1/2 field is shown in Equation 1.4, where $\psi$ is the wave function operator of the particle with mass $m$, and $\gamma^\mu$ are the gamma matrices defined in Appendix A. This Lagrangian, by construction, satisfies Eq. 1.3.

$$L = i(\hbar c)\bar{\psi}\gamma^\mu \partial_\mu \psi - (mc^2)\bar{\psi}\psi \tag{1.4}$$

If the field, $\psi$, is modified by a global phase factor, $e^{i\theta}$, we expect the physics to remain unchanged, as one could simply redefine globally the point of “zero” phase. Clearly, Eq. 1.4 does remain unchanged under the transformation $\psi \rightarrow e^{i\theta} \psi$.

If the phase of the transformation is a function of space-like coordinates, $\psi \rightarrow e^{i\theta(x)}\psi$ (local gauge transformation), an extra term in the Lagrangian appears as
a result of the derivative. It can be modified to be invariant under local gauge transformations by the addition of a vector field, $A_\mu$ and the substitution shown in Eq. 1.5.

$$\partial_\mu \rightarrow D_\mu = \partial_\mu + i \frac{q}{\hbar c} A_\mu \quad (1.5)$$

The new Lagrangian is invariant under local gauge transformation only if $A_\mu$ is constrained to transform according to Eq. 1.6, and is massless (Appendix A).

$$A_\mu \rightarrow A_\mu - \frac{\hbar c}{q} \partial_\mu \theta \quad (1.6)$$

The new Lagrangian for this gauge invariant, spin 1/2 field is shown in Equation 1.7, where $F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu$.

$$L = \left[ i \hbar c \bar{\psi} \gamma^\mu \partial_\mu \psi - mc^2 \bar{\psi} \psi \right] + \left( \frac{-1}{16\pi} F^{\mu\nu} F_{\mu\nu} \right) - \left[ (q \bar{\psi} \gamma^\mu \psi) A_\mu \right] \quad (1.7)$$

This may be recognized as the Lagrangian for electrodynamics, the interaction of point charges with the massless photon constrained by Maxwell’s Equations [10]. The condition on the transformation of $A_\mu$ shown in Eq. 1.6 does not effect the electric or the magnetic field, and so is an allowed constraint on the potential. This model, then, is built from the symmetry of the Lagrangian under transformations of fields of the form $e^{i\theta(x)}$, one representation of which is the group of 1x1 Unitary matricies, or $U(1)$.

A consequence of the invariance of this Lagrangian under a global gauge variation of the electromagnetic field is the conservation of electric charge. The correla-
tion between conserved quantities and differentiable symmetries in Nature was first proven by Noether in 1917 [11]. Noether concluded that for any differentiable symmetry of the action there exists a conserved quantity of the system. Based on the observed conservation of any quantity in the interaction of fundamental particles, in this case the charge of the fermion, a Lagrangian can be constructed in accordance with Noether’s theorem.

1.2.2 Electroweak Field

Interactions between charged leptons and neutrinos led physicists to propose a model in which the leptons are organized into doublets, two-dimensional vectors of two single complex fields. In this model, $\psi$ is a doublet representing the wave function of the lepton. Local gauge transformations may now be expressed as SU(2) transformations of the form in Eq. 1.8,

$$
\psi \rightarrow \psi' = e^{i \bar{\epsilon} \cdot \bar{t}} \psi
$$

(1.8)

where $\bar{\epsilon}$ is a vector of three real parameters depending on $x_\mu$, and $\bar{t}$ is a vector of the Pauli matrices defined in Appendix A.1.

It is possible to create a Lagrangian for $\psi$ which is invariant under such local gauge transformations by defining a triplet of gauge fields, $A_\mu^1, A_\mu^2$, and $A_\mu^3$, one for each matrix $t_i$, and requiring that the derivative transform as shown in Eq. 1.9,

$$
\partial_\mu \rightarrow D_\mu = \partial_\mu + ig \bar{A}_\mu \cdot \bar{t}
$$

(1.9)

where $g$ is a free parameter\(^1\). The three fields $A_\mu$ are required to transform as in

\(^1\)Using the notation presented in [3].
Eq. 1.10 to maintain local gauge invariance.

\[ \vec{A}_\mu \cdot \vec{t} \rightarrow \vec{A}'_\mu \cdot \vec{t} = e^{i\vec{t} \cdot (\vec{A}_\mu \cdot \vec{t} - \frac{1}{g} \partial_\mu)} e^{-i\vec{t} \cdot \vec{A}_\mu} \] (1.10)

The resulting gauge invariant Lagrangian contains terms for vector bosons that one might initially assume to be the mediators of the weak interaction, the \( W^\pm \) and \( Z^0 \) bosons. The boson field terms in this Lagrangian, however, are massless, whereas the weak bosons in Nature are seen to be massive.

A gauge invariant field theory with massive bosons can be formulated by introducing a new field, \( \phi \), where the potential of the field is symmetric about \( \phi = 0 \), but the minimum value of the potential (the ground state) is not at zero. This is known as spontaneous symmetry breaking: the non-vanishing value of the potential in the ground state chooses a preferred combination of quantum numbers and breaks the \( SU(2) \) symmetry. For example, the potential in the Lagrangian in Eq. 1.11 is symmetric with respect to \( \phi \) about \( \phi = 0 \), but has a minimum at \( \phi^\dagger \phi = -\mu/2\lambda \).

\[ L = (\partial_\mu \phi^\dagger)(\partial^\mu \phi) - \mu^2 \phi^\dagger \phi - \lambda(\phi^\dagger \phi)^2 \] (1.11)

This Lagrangian alone is not invariant under local gauge transformations. As done previously, the transformation of the derivative may be defined in a way to make the Lagrangian invariant, shown in Eq. 1.12,

\[ \partial_\mu \phi \rightarrow D_\mu \phi = \partial \phi + ig\vec{A}_\mu \cdot \vec{t} \phi + \frac{1}{2}i g' B_\mu \phi \] (1.12)

where \( g \) and \( g' \) are independent coupling strengths of the fields, \( \vec{A}_\mu \) is a triplet of gauge fields, and \( B_\mu \) is a singlet gauge field.
The choice to add $B_\mu$ to the Lagrangian at this point is not necessary to achieve local gauge invariance, but becomes useful to help generate the left-right handed structure of the weak interactions, and to incorporate the electromagnetic interaction into the symmetry. The charged vector bosons are observed to interact only with left handed fields, while the neutral vector bosons interact with both the left and right handed fields. To account for this, the $A_\mu^I$ fields are assumed to interact only with left handed fields, and the Lagrangian of these fields is required to be invariant under SU(2)$_L$ transformations. The single $B_\mu$ field interacts with both left and right handed fields and the Lagrangian is required to be invariant under U(1) transformations since the components of the doublet are not interchanged in these interactions. The conserved quantum number associated with the $B_\mu$ field was suggested in 1961 by Glashow in the form of a ‘weak hypercharge’ current, $Y$, a linear combination of electromagnetic charge and isospin [12]. This connects the electromagnetic interaction with the weak interaction through the underlying symmetry group $SU(2)_L \times U(1)_Y$.

To understand the physics of the new Lagrangian it is useful to write it in terms of small perturbations $\sigma(x_\mu)/\sqrt{2}$ about the ground state (where the $\sqrt{2}$ is chosen for convenience later in the calculation of the Lagrangian). The new covariant derivative takes the form shown in Eq. 1.13,

$$D_\mu \phi^\dagger D^\mu \phi = 1/2 \partial_\mu \sigma(x_\mu) \partial^\mu \sigma(x_\mu)$$

$$+ [1/4g^2(A_{\mu_1}A_1^\mu + A_{\mu_2}A_2^\mu)]$$

$$+ 1/4g^2(A_{\mu_3} - (g'/g)B_\mu)^2(\eta + \sigma(x_\mu)/\sqrt{2})^2$$

(1.13)
where higher order terms in $\sigma(x_\mu)$ are neglected.

If this Lagrangian is to describe the weak interaction there will have to be two quantized fields of definite charge, the $W^+$ and $W^-$ bosons. These are made from linear combinations of the $A_\mu$ fields, as in Eq. 1.14.

$$W^+_\mu = \frac{1}{\sqrt{2}} (A_{\mu 1} - i A_{\mu 2})$$
$$W^-_\mu = \frac{1}{\sqrt{2}} (A_{\mu 1} + i A_{\mu 2})$$

(1.14)

The $B_\mu$ and the $A_{\mu 3}$ are combined as in Eq. 1.15 to make the two neutral vector bosons, the $Z^0$ and the photon.

$$Z_\mu = \cos \theta_W A_{\mu 3} - \sin \theta_W B_\mu$$
$$A_\mu = \sin \theta_W A_{\mu 3} + \cos \theta_W B_\mu$$

(1.15)

The angle $\theta_W$, the Weinberg angle, is an adjustable parameter of the model relating the two previously independent coupling strengths, $g'$ and $g$.

The full Lagrangian then contains, among other terms, two massive charged vector field terms associated with the $W^+$ and $W^-$ bosons, a massive neutral vector field term associated with the $Z^0$ boson, and a massless vector field term associated with the photon, all of which have been experimentally observed. It also contains a massless scalar field term, $\sigma$, referred to as the Higgs field, which has not yet been observed in Nature.

1.2.3 Quantum Chromodynamics

Just as the single field was expanded to a two-dimensional doublet for charged and neutral leptons, so can it be expanded to a three-dimensional vector of single
colored fields to accommodate the quarks. This Lagrangian must be invariant under transformations that can be expressed as rotations by elements of the SU(3) group, as the physics of the interaction is expected to be the same for all colors. The cost of this is the introduction of eight gauge fields which can be interpreted as the eight uniquely colored gluons mediating the strong force.

The quarks, being electrically charged, also interact via the electroweak force. The electroweak couplings between quarks within the same generation are largest, although intergenerational charged current interactions are observed. In 1963 Cabibbo suggested that the coupling between quarks within the first generation via the weak force carries a factor of $\cos \theta_c$, while the coupling between first and second generation quarks carries a factor of $\sin \theta_c$, where $\theta_c$ (the “Cabibo angle”) is determined empirically to be small. One interpretation of this is that, while the quarks are eigenstates of the SU(3) strong symmetry, they do not correspond to eigenstates of the electroweak force.

Kobayashi and Maskawa were able to expand the 2-dimensional Cabibbo mixing matrix to include interactions between all three generations of quarks [13]. The matrix elements can be parameterized with three generalized Cabibbo-like angles, $\theta_1$, $\theta_2$, and $\theta_3$, and one unique phase, $\delta$, as is shown in Eq. 1.16, where $c_i$ is $\cos \theta_i$, $s_i$ is $\sin \theta_i$, $d$, $s$ and $b$ are the down, strange and bottom strong eigenstates respectively,
and $d'$, $s'$ and $b'$ correspond to the weak eigenstates.

$$
\begin{pmatrix}
    d' \\
    s' \\
    b'
\end{pmatrix} =
\begin{pmatrix}
    c_1 & s_1 c_3 & s_1 s_3 \\
    -s_1 c_2 & c_1 c_2 c_3 - s_2 s_3 e^{i\delta} & c_1 c_2 s_3 + s_2 c_3 e^{i\delta} \\
    -s_1 s_2 & c_2 s_2 c_3 + c_2 s_3 e^{i\delta} & c_1 s_2 s_3 - c_2 c_3 e^{i\delta}
\end{pmatrix}
\begin{pmatrix}
    d \\
    s \\
    b
\end{pmatrix}
$$

(1.16)

No interactions between quarks with the same electric charge in different generations has been observed. This type of interaction is forbidden by the Glashow-Iliopoulos-Maiani (GIM) mechanism [14], a model of weak interactions that is largely credited with the predicted existence of the charm quark.

1.2.4 Summary

The complete Lagrangian for the SM can then be expressed as the combination of three separate Lagrangians: one that describes fields invariant under transformations by elements of the $U(1)_Y$ group (weak hypercharge), a second of left handed doublets that satisfies invariance under transformations by elements of the $SU(2)_L$ group (weak isospin), and a third of three-vector colored fields that satisfies invariance under transformations by elements of the $SU(3)$ group (strong interactions). The total underlying symmetry of the SM can be expressed as:

$$SU(3)_c \times SU(2)_L \times U(1)_Y$$

(1.17)
1.3 Leptoquarks

The symmetry between the generations of leptons and quarks have led to many theories in which they are interrelated [19]. In grand unified theories (GUTs) the leptons and quarks are embedded in a larger underlying symmetry, for example the E(6) model of Pati and Salam [16]. Technicolor offers an alternative to the Higgs mechanism to explain boson mass by introducing new gauge fields that are manifest only at higher energies, opening the door for new massive bosons coupling to both the quarks and leptons. Compositeness theories postulate either quarks, leptons or both are composed of yet undiscovered particles that combine to form stable states.

A certain class of theories addressing the symmetry between the generations of leptons and quarks contain particles named “leptoquarks” that carry lepton and baryon number simultaneously. The leptoquarks (LQ) would then be free to decay to a lepton and a quark. The models share at least 4 important parameters: the Yukawa coupling, $\lambda$, at the lepton-quark-LQ vertex; the branching fraction, $\beta$, into a charged lepton and quark (compared to the decay to a neutrino and quark); the mass of the LQ; and the spin. In this analysis only scalar (spin 0) LQs with a $\beta$ of 1 are considered.

The production cross section for LQs of masses within reach of the LHC experiments is dominated by pair production, as shown in Fig. 1.2 for a center of mass energy of 14 TeV. The cross sections for pair and single LQ production become similar at a LQ mass closer to 700 GeV at a center of mass energy of 7 TeV, where, for convenience, a system of units is adopted such that $c = 1$ for the whole of
Leading order production mechanisms for LQs in p-p collisions are shown in Fig. 1.3. At the energies typical of LHC collisions the dominant production mechanism of LQs is gluon-gluon fusion due to the large momentum fraction carried by the gluon within the proton at high energies. The production cross section for this process depends only on $\alpha_{\text{strong}}$, the coupling strength of the strong force, and is independent of $\lambda$.

The LQ then decays to a lepton and quark, and the $\ell Q$ to an anti-quark and an anti-lepton, as shown in Fig. 1.4.

Inter-generational mixing of the LQs is strictly bounded by current experimental limits on flavor changing neutral currents. If a single LQ could couple to multiple generations of quarks, an energetic quark could decay to a LQ and lepton, which could then recombine to a quark of a different flavor. The exclusion of such interactions implies LQs would exist in three generations with flavors corresponding to the generations of the leptons and quarks. This is in contrast to both quarks and leptons that show generational mixing through electroweak interactions, a clue that the mass of possible LQs could be very high. This analysis considers only first generation LQ pair production, resulting in a signal of two energetic electrons and two energetic quarks.

The pair production cross section for LQs depends both on the center of mass energy of the collision as well as the mass of the LQ, as shown in Fig. 1.5. This analysis uses data collected at a center of mass energy of 7 TeV.

Several searches for LQs at previous experiments have provided lower limits on the possible masses of all generations of LQs. At the Large Electron-Positron
Figure 1.2: Top: Pair production cross section of scalar LQ at a center of mass energy of 14 TeV. Bottom: Single LQ production cross section at a center of mass energy of 14 TeV [17].
Figure 1.3: Tree level production mechanisms for first generation scalar leptoquarks [18].

Figure 1.4: Dominant production and decay mechanism for first generation scalar leptoquarks at the LHC.
Figure 1.5: Pair production cross section of first generation scalar LQs at 3 different values of the center of mass energy for proton-proton collisions.
collider (LEP) at CERN (1989-2000), the existence of first generation scalar LQs was excluded below a mass of 45.5 GeV for pair production and below a mass of 65 GeV for single LQ production with a 95% confidence level [20]. The Hadron-Electron Ring Accelerator (HERA) in Hamburg, Germany (1992-2007) was able to set limits on the Yukawa coupling, $\lambda$ as a function of LQ mass given the s-channel production possibilities in lepton-proton collisions. Results from HERA place $\lambda$ on the order of $\alpha_{\text{weak}}$ or smaller with a 95% confidence level for LQ masses accessible at the LHC. Given such values of $\lambda$, masses smaller than 215 GeV were excluded for first generation scalar LQs decaying to electrons and quarks [21].

The most recent results from the DØ Collaboration at the Fermilab National Accelerator ($p\bar{p}$ collisions at a center of mass energy of $\sqrt{s}=1.96$ TeV) have placed the lower limit on the mass of first generation scalar leptoquarks with $\beta = 1$ at 299 GeV [15]. The analysis of the Tevatron data was conducted with 1 fb$^{-1}$ of data. The region of the LQ mass vs $\beta$ plane excluded by the DØ Collaboration is shown in Fig. 1.6. A previous combined result from the Collider Detector at Fermilab (CDF) and DØ with a combined integrated luminosity of approximately 250 pb$^{-1}$ set a 95% confidence level lower limit on the mass of first generation scalar LQs at 242 GeV [23].
Figure 1.6: $\beta$ vs LQ mass region excluded by the DØ Collaboration. The red line with yellow band represents the combined results of $\beta=1$, $\beta=0.5$, and $\beta=0$ [22].
Chapter 2

Apparatus

2.1 The Large Hadron Collider

Many of the particles in the SM are short lived and are rarely produced under conditions where they can be carefully observed in Nature. The study of these heavy, rare particles can be accomplished by producing them in collisions of very high energy particles. The energy of the initial particles is transformed in these collisions to mass energy of the heavier particles, which then decay to secondary particles that can be detected. The Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN) achieves this by producing two counter rotating beams of protons accelerated to nearly the speed of light, and crossing the beams at 4 points around the ring to induce collisions, as shown in Fig. 2.1.

2.1.1 Proton injection scheme

To produce the beams, protons are first collected from hydrogen gas using a Duoplasmatron operating at 100 kV. The gas is fed into a cathode chamber and dissociates. Magnetic fields constrict the gas and force it through a canal where it is injected into the Linac 2 accelerator and accelerated to an energy of 50 MeV (0.3c). The protons are then injected into the Proton Synchrotron Booster (PSB) and accelerated to 1.4 GeV. The PSB feeds into the Proton Synchrotron (PS) and
Figure 2.1: LHC proton injection chain at the CERN complex [24].
accelerates the beams to 28 GeV. In the PS the protons are arranged into bunches with a spacing of 25 nanoseconds. The beams are extracted from the PS and fed into the Super Proton Synchrotron (SPS) where they are accelerated to a beam energy of 450 GeV. After the SPS the protons are injected into the main LHC accelerator and accelerated to the full beam energy of 3.5 TeV [25]. The full design energy of the LHC is 7 TeV per beam. This is planned to be achieved in 2012.

2.1.2 Beam control

The LHC tunnel consists of cryogenically cooled dipole and quadrupole magnets arranged in a 27 km ring, housed in an underground tunnel between 50 and 100 m below the Swiss and French countrysides outside the city of Geneva. Once the protons are injected into the main LHC tunnel they are directed around the ring by 1232 dipole magnets. Radio-Frequency (RF) cavities operating at 400 MHz accelerate the protons to their nominal beam energy, and help maintain the beam energy as the protons radiate photons along their circular path. 16 Klystrons of 300 kW each are used to generate the 4800 kW of power required by the RF cavities controlling the beams, although only 275 kW is supplied to each beam directly. The beams are focused by 386 quadrupole magnets that squeeze the beams to a diameter of approximately 0.02 mm at the crossing points where the detectors are located [26].
2.1.3 Beam structure

The 25-ns bunches of protons in the LHC beam are not continuous. Gaps are placed in the beam structure, as shown in Fig. 2.2, to provide opportunities for the beam to be steered toward a dump location in the event that the beam must be discarded. As the magnets are adjusted in the case of a beam dump, the path of the beam sweeps out an arc crossing potentially sensitive detector and beam control materials. A beam dump is designed to occur only when the empty bunches coincide with the time the beam path sweeps between the beam pipe and the dump location. The gap between bunches 3445 and 3564 corresponds to the LHC beam dump window. The smaller gaps correspond to beam dump windows from the smaller accelerators in the injection chain.
2.2 The Compact Muon Solenoid Experiment

The Compact Muon Solenoid (CMS) is a multi-purpose detector built around one of four beam crossing point at the LHC. A list of contributing authors to CMS publications as of November, 2010 can be found in Appendix E. CMS consists of 4 sub-detectors layered in a cylindrical barrel with two end-caps, as illustrated in Fig. 2.3, along with a system of forward detectors positioned close to the beam pipe at a variety of distances from the interaction point. A large electromagnet surrounds the inner barrel sub-detectors and produces a 3.8 Tesla axial magnetic field (2.4 GJ of stored energy) along the center of the detector. Closest to the center of the detector and nearest the collision point of the protons is the Inner Tracker, designed to provide a high-precision measurement of the curvature of the path of charged particles in the magnetic field. This is enclosed by an electromagnetic calorimeter and a hadronic calorimeter. The superconducting solenoid surrounds the barrel calorimeters and is followed by muon detection chambers. Information from each detector component is filtered using an online trigger system to determine which events to save. Beam monitoring is achieved with Beam Scintillator Counters (BSCs), a series of scintillating tiles providing hit and coincidence information, and the Button Beam Pickup (BPTX), designed to provide timing and bunch structure information.

A common coordinate system is used to define location within CMS. The $z$ coordinate describes the distance along the beam axis away from the interaction point. The azimuthal angle, $\phi$, is defined as the angle from the horizontal in a plane
Figure 2.3: The Compact Muon Solenoid detector, shown with sub-detector systems in barrel and endcap regions, and forward hadron calorimeter [27].
perpendicular to the beam pipe, ranging from $-\pi$ to $+\pi$ with $\phi=0$ pointing towards the center of the LHC ring. The polar angle, $\theta$, is measured from the beam axis and has a range from $0$ (pointing west, $+z$ direction) to $\pi$. Pseudorapidity $\eta$, defined in Eq. 2.1, is often used instead of polar angle because, in the zero mass limit, the rate of particle production in minimum bias events (no hard scatter) is roughly constant as a function of $\eta$.

$$\eta = -\ln(\tan \frac{\theta}{2}) = \frac{1}{2} \ln(\frac{|p| + p_L}{|p| - p_L})$$  \hspace{1cm} (2.1)$$

$p_L$ is the component of the particle momentum along the direction of the beam axis. The opening angle between two particles when measured using pseudorapidity is invariant under Lorentz boosts along the beam axis.

### 2.2.1 The Inner Tracker

The tracking system located within the solenoid is composed of a high resolution pixel detector located between 4.4 cm and 10.2 cm from the interaction point, followed by a silicon strip tracker out to a radius of 1.1 m [28], as is shown in Fig. 2.4.

The LHC is expected to produce about 1000 particles hitting the inner surface of the CMS tracker in every 25 ns bunch at design luminosity, leading to a hit rate density of 1 MHz/mm$^2$ at a radius of 4 cm from the beam axis. In order to meet the demanding performance requirements on the tracking system, the design relies on a single channel occupancy at high luminosity of between 1% and 3%. This requires a pixilated detector at radii less than 10 cm.
Each pixel contains a thin layer of depleted silicon (high resistance n-substrate). As a charged particle passes through the thin layer of silicon it creates electron-hole pairs that separate due to a bias voltage of 300 V across the chip. The buildup of charge is read out through an active amplifier. The pixel detector is three layers deep in the barrel region and two discs deep on each of the endcaps, for a sum of 1440 pixel modules and 66 million pixels.

At radii larger than 10 cm the particle flux is reduced by the preceding material, which allows the use of silicon micro-strip detectors. The two-dimensional position of the charged particle at each layer is determined by the combination of two signals from perpendicular, successive strips. This is in contrast to the pixels that provide three-dimensional information from a single hit. The strips are six inch wafers of n-doped silicon with $p^+$ implants on the front side. Radiation damage to
the silicon will eventually lead to the inversion of the silicon to p-type. Implants of $n^+$ on the back of the wafer allow the continued use of the $p - n$ junction after the inversion of the bulk material. In total there are 10 layers of strips in the barrel, three end disc layers with a radius of 55 cm extending to a $z$ of 116 cm along the beam axis, and nine endcap layers at a radius of 113.5 cm for a total of 9.3 million strips.

2.2.2 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is composed of transparent lead tungstate ($\text{PbWO}_4$) crystals cut in truncated pyramidal shapes aligned in a quasi-projective direction toward the interaction point in order to minimize the amount of non-instrumented material aligned with particle trajectories [30], as shown in Fig. 2.5. As a charged particle traverses a crystal it scintillates, emitting photons with wavelengths between 420 and 430nm. The scintillation light is reflected off the polished sides of the crystal, and directed to avalanche photodiodes (APDs) at the end of the crystals in the barrel region, and to vacuum phototriodes (VPTs) in the crystals in the endcap. The phototriodes are photomultipliers with a single gain stage, making them less affected by the non-uniform magnetic field and high radiation environment of the endcap. The CMS ECAL phototriodes contain a gain of approximately 9.5 at design operating conditions. The charge collected from the APD or VPT is a measure of the energy of the original particle.

The barrel region of the ECAL (EB) contains 61,200 crystals, while the two
endcap regions contain 7,324 crystals each. Lead tungstate is particularly well suited for compact electromagnetic shower measurements due to its small Moliere radius of 2.2 cm, and short radiation length of 0.89 cm. This can be compared to competing designs of liquid argon calorimeters with a Moliere radius of 10.1 cm and radiation length of 14 cm. The scintillation decay time for these crystals is such that approximately 80% of the light is emitted within the 25ns beam crossing window. This and the small rise time for the APDs and VPTs (less than 2ns for the APDs in the barrel) allow nearly all the scintillation photons from charged particles to be collected before the following beam crossing.

The transparency of the crystals degrades under high levels of ionizing radiation. Color centers form in the crystals, resulting in a loss in light transmission
at particular wavelengths. Calibration of and correction for the transmission loss is achieved by measuring the response in the crystals to injected laser light during the gap in filled bunches once per full orbit of the beam in order to monitor the response over the lifetime of the experiment.

2.2.3 The Hadronic Calorimeter

The hadronic calorimeter (HCAL) consists of 4 components: the barrel, endcap, outer, and forward regions [32], as shown in Fig. 2.6. The barrel and endcap regions lie directly outside those of the ECAL, while the outer region of HCAL is located outside of the solenoid, directly before the muon detection chambers. The forward region lies past the endcap of the muon detector, the front face lying at a distance of 11.2 m along the beam axis from the interaction point.
The HCAL in CMS is a sampling calorimeter consisting of alternating layers of dense absorbing material and active scintillation material. High energy hadrons traveling through the detector deposit energy in the absorber and generate hadron showers as they interact with the material. As the showers pass through the scintillator layers, each charged particle in the shower produces light that is collected and registered as charge on the high-voltage photodiodes (HPDs) [33]. The size and density of these showers provide a measure of the energy of the original particle.

The absorbing plates in the barrel region (HB) consist of a 40 mm-thick front steel plate, 14 brass plates varying in thickness from 50.5 to 56.5 mm, and a 75 mm-thick steel back plate. The steel plates on either side of the barrel are included to increase structural strength. Between the absorbing plates are 3.7 mm-thick tiles of plastic scintillator containing wavelength shifting waveguide fibers to collect the light and direct it to HPDs. The endcap region (HE) consists mostly of 19 layers of 79 mm-thick brass plates with 9 mm gaps for the scintillator tiles, although parts of the endcap overlapping with the barrel have as few as six layers of brass. Overlap of the barrel and endcap regions achieves a minimal amount of projective dead material from the interaction point.

Particles of very high energy create proportionally large showers in the absorbing material of the HCAL. With so many particles in the shower there is a chance that some will penetrate the full depth of the detector and “punch through” the final layer. Instrumented scintillator tiles are placed outside of the solenoid in the barrel region where the number of interaction lengths of the inner HCAL is smallest in order to catch the tails of the largest showers. This outer calorimeter (HO) uses the
first layer of steel of the solenoid return yoke as the absorbing material. In the most central portion of the barrel two layers of scintillator tile are sandwiched around the first layer of steel return yolk. Along the rest of the barrel region the scintillator tiles are placed only on the outside of the first steel return yolk layer.

The forward calorimeter (HF) has a small overlap region with HE and extends to an $\eta$ of 5 on either side of the interaction point. Due to the large forward momentum of the initial partons, the majority of the final state particles will travel away from the interaction point at small angles relative to the beam axis, resulting in a more severe radiation environment for detectors in the forward regions. Additionally, the beams contain a "halo" of particles with orbits slightly off from the nominal beam orbit that interact with detector material close to the beam pipe. Quartz fibers are used instead of scintillator tile in the HF due to the high radiation environment. The absorbing material is steel. The fibers are placed into machined grooves in the steel parallel to the beam pipe. Cherenkov light produced from particle interactions with the quartz is directed to photomultiplier tubes (PMTs). The steel of HF provides enough shielding from radiation to make the use of PMTs feasible. Both electromagnetic and hadronic showers will stimulate light in the fibers of the HF. In order to discriminate between these types of showers half the fibers are shorter, covering only the back portion of the HF. The electromagnetic (EM) interaction length in steel is significantly smaller than the nuclear interaction length, causing the EM showers to dissipate early and deposit less energy in the shorter fibers.
2.2.4 The Muon Detector

The CMS solenoid produces a 3.8 T magnetic field along the center of the detector. Outside of the solenoid the field is contained nearly entirely in layers of steel return yokes enclosing the endcap and barrel regions. This containment helps make the solenoidal field more uniform. The layers of the muon system are interspersed between the return yokes of the magnet and employ three types of technology: drift tubes, cathode strip chambers and resistive plate chambers [35].

The drift tubes (DTs) are rectangular tubes between 2 and 3 meters in length containing an Ar/CO$_2$ gas mixture, as shown in Fig. 2.7. A voltage of 3.6 kV is applied to a central anode wire. Electrode strips on the top and bottom of the tubes and cathode strips along the sides of the chamber help shape the field inside the tube to keep the drift velocity relatively uniform over the volume of the tube.

As a charged particle passes through, the gas is ionized and the freed charge is drawn to the central wire, registering a current, as shown in Fig. 2.7. Measurement of the signal timing gives information on the distance of the charged particle’s path from the wire in the tube. Successive signals in layers of perpendicular tubes allows three-dimensional reconstruction of the particle’s path.

In the barrel region there are four layers of rectangular DT chambers at increasing radii from the beam axis, as is shown in Fig. 2.8 by the rectangles labeled “MB/Z/X/Y”. Each chamber contains a layer of tubes running parallel to the beam, followed by an aluminum honeycomb plate for support and structure, followed by a layer of tubes perpendicular to the beam and another layer of tubes parallel to the
beam axis. In total, the DTs contain approximately 172,000 sensitive wires.

The environment in the endcap is significantly different than that of the barrel. The magnetic field is stronger and less uniform, the radiation environment is more harsh and the expected signal rate is higher. In light of these constraints the muon system in the endcap employs four layers of cathode strip chambers (CSCs) at increasing $z$, as shown in Fig. 2.9.

A CSC is composed of seven trapezoidal panels with gaps between each pair of panels filled with an Ar/CO$_2$/CF$_4$ gas mixture and planes of closely spaced anode wires. Cathode strips running perpendicular to the anode wires (radially outward from the beam axis) line the panels. Ionizing charged particles passing through the chamber cause an avalanche of charge drawn to the anode wires, which in turn
induces an image charge on the cathode strips. Readout of both the anode wire and cathode strip allows two-dimensional imaging of each particle’s path. The entire CSC sub-system contains approximately 220,000 cathode strip channels and 180,000 anode wire channels.

Muons, being relatively easy to detect due to their charge and smaller radiation losses in matter than electrons, offer a uniquely clean signal for triggering the data collection of interesting events. Panels of resistive plate chambers (RPCs) are located in the muon system in both the barrel and endcaps with the specific goal of providing additional fast and precise information to the trigger system to complement the trigger information passed from the DT and CSC systems. The RPCs are gaseous parallel-plate double-gap chambers with a charge integration time smaller
Figure 2.9: Location of cathode strip chamber modules in CMS endcap region [38].

Figure 2.10: Cross sectional view of a cathode strip chamber [39].
than the 25-ns bunch structure of the LHC. Each signal is therefore uniquely associated with a beam crossing, despite the expected high rate of ionizing tracks.

In the RPCs a plate of high voltage read-out strips located in the center of the chamber separates two gas filled gaps. As a charged particle passes through the chamber an avalanche of charge is induced in both gaps and the two signals are summed. The small width of the gaps accounts for the fast read-out capability.

The barrel region contains one RPC on each side of the DTs in the first two layers, and one RPC on the inner side of each DT in the outer two layers for a total of 6 RPC layers (Figure 2.11), while each endcap contains 3 RPC layers.
2.2.5 The Forward Detectors

The region of the detector closest to the beam pipe is covered by two forward sub-detectors, the Zero Degree Calorimeter (ZDC) and the Centauro And Strange Object Research detector (CASTOR) [41]. Each detector contains an electromagnetic (EM) section and a hadronic (HAD) section, both sampling calorimeters made of tungsten and quartz similar in design to HF. Relativistic charged particles produce Cherenkov light in the quartz that is directed to PMTs using air-core light guides. The tungsten plates act as absorbers.

The ZDC is composed of two identical calorimeters located approximately 140m along the beam pipe on either side of the CMS interaction point, outside the CMS experimental cavern. The EM section is located closest to the beam crossing area and contains 33 layers of alternating 2 mm-thick tungsten plates and ribbons of 0.7 mm diameter quartz fibers, as shown in Fig. 2.12. After exiting the tungsten the fibers are divided into bundles creating five horizontal readout channels. The HAD section contains 24 layers of 15.5 mm-thick tungsten plates oriented at 45° to the beam axis to increase the Cherenkov light production, alternating with ribbons of 0.7 mm diameter quartz fibers. The HAD fibers are grouped into 4 longitudinal readout channels, yielding a total of 9 channels from each side, 18 in the total ZDC detector.

The ZDC is uniquely situated to contribute greatly to diffractive studies in proton-proton collisions, and to compliment the very forward regions of CMS in Pb-Pb collisions.
CASTOR is also composed of two calorimeters on either side of the interaction region. The CASTOR calorimeters sit directly behind the HF on the beam axis, inside the CMS experimental cavern, approximately 14.4 m from the interaction point. The detector components are wedges built into two half cylinders that, when closed, entirely surround the beam pipe. In each wedge the EM section is nearest the interaction area with 10 vertical 5.0 mm tungsten plates and 10 1.0 mm quartz plates, as shown in Fig. 2.13. These are split into two readout channels. The HAD section contains 60 10.0 mm tungsten plates and 60 4.0 mm quartz plates inclined at an angle of 45° to the beam axis, split into 12 readout channels. The CASTOR calorimeters on both sides have 8 wedges each, giving a total of 224 channels.

The physics goals of CASTOR are to compliment the nucleus-nucleus physics
program at high rapidity, and to provide information on Centauro related phenomena [44], events first observed by high altitude cosmic ray observatories and characterized by the high energy contained in the shower (occasionally more than 8000 TeV).

2.2.6 The Trigger

The expected high rate of interactions at the LHC (nearly $10^9$ Hz of proton-proton collisions at design luminosity) and the large number of read-out channels associated with one event in CMS make it unfeasible to read out and store data from every bunch crossing. The trigger system provides a fast decision chain using input from all detectors to determine if the information from individual bunch crossings warrants saving [45], minimizing dead time associated with readout.
There are two main components of the trigger system: Level 1 (L1), which uses mostly specialized programmable electronics located on the detector or in the electronics cavern directly adjacent to the detector, and the High Level Trigger (HLT), a software system implemented on an array of approximately 1000 commercial processors located above ground next to the CMS control room.

The L1 trigger receives coarse information passed up the trigger chain from each sub-detector while the full readout of each event is stored in buffers, as is shown in Fig. 2.14. It is designed to operate at an output acceptance rate of 100 kHz, achieving a reduction in event rate by a factor of approximately 400 from the 40 MHz beam crossing rate of the LHC.

The calorimeters pass a coarse sum of energy deposits in small areas (trigger
towers) to the Regional Calorimeter Trigger (RCT), which sums transverse energy from the different calorimeters in the trigger towers and identifies electron/photon candidates. The RCT is responsible for translating channel-oriented energy deposits into \( \eta - \phi \)-oriented physics objects for evaluation of the L1 criteria. This information is passed to the Global Calorimeter Trigger (GCT), which makes global energy sums such as missing transverse energy, total transverse energy, \( H_T \) (sum of energy of all jets above a threshold), and clusters of energy as an approximation of hadron jets.

The trigger chain for the muon systems runs in parallel to the calorimeter trigger path. It consists of local DT and CSC triggers that feed track finding algorithms, and the RPC trigger. All muon triggers are collected by the Global Muon Trigger (GMT), which also accepts information from the RCT. The GMT and GCT information are combined and processed by the Global Trigger (GT). The GT may issue a L1 Accept back to the trigger chain, which then is propagated down the tree to all sub-detectors so that the correct event information is sent to the data acquisition system (DAQ), which is in turn used as input for the HLT.

The information passed through the L1 chain contains no specific reference to the corresponding bunch crossing. When a L1 Accept command is received by a sub-detector the delay due to each step in the trigger chain must be accounted for when selecting the event information from the buffer to send to the DAQ. This synchronous pipeline nature of the system demands careful calibration by each sub-detector.

The HLT software is flexible, designed to change over time. Unlike the L1 Trigger, the HLT has access to the full readout of all the detector information. It
selects and sorts events based on menus of triggers, some requiring complex calculations based on the event content. The final output rate of the HLT is designed to be no more than 100 Hz, an overall combined L1 and HLT reduction in the event rate by approximately a factor of $4 \times 10^5$. 
Chapter 3

Event Generation and Simulation

Comparison between the measured results of an experiment and the theoretical expectations is an important indication of how well one understands the process measured. Theoretical calculations for high energy proton collisions are relatively straightforward for interactions at tree level, where partons from the protons either exchange a boson or fuse to form a particle that then decays. However, the outgoing particles are electrically charged and so radiate energy as they bend in the magnetic field or pass through detector material (bremsstrahlung), creating showers of charged particles. If the outgoing particles are colored they will hadronize, resulting in a jet of colorless particles. An additional complication comes from initial processes that involve virtual intermediate states in the interaction. All of these factors lead to difficult, if not impossible calculations in a practical sense if all vertices are considered at the same time.

Tools to approximate these complex events have been developed in order to produce simulated data that can be easily compared with experimental data from real collisions. Monte Carlo algorithms are used to mimic the probabilistic nature of each interactions in order to generate a spectrum of events similar to that seen in data. Modeling these interactions with some accuracy is essential for many reasons: it allows testing of designs before detectors are built, it provides a development bed
for software tools to analyze the data, it aids in predicting the topology and rates of interesting events so that searches may be tailored to a particular signal, and it helps interpret the data results within the context of what is understood about the SM.

The production of these artificial events is broken into two steps: event generation, which mimics the collision of the protons in the hard scatter and any radiation from initial or final particles; and event simulation, which models the interaction of the particles produced in the initial collision with the detector material.

3.1 Event Generation

The goal of event generation is to create a list of all outgoing particles produced from the interaction of two incident particles, along with the physical properties of the outgoing particles such as momentum and position. The approach of most event generators is to split the particle generation into smaller pieces. The user may request a particular hard scatter process, or sets of processes. Final state particles are predicted based on matrix elements for the quantum field interactions. All possible channels for the requested process are considered and added appropriately. After the parton interaction processes are considered the initial and final state particles are allowed to radiate via both the electromagnetic and strong force, producing initial and final state radiation (ISR and FSR) and increasing the number of final state particles. Finally, all final state particles are allowed to hadronize to jets of colorless particles using approximations of the strong interaction.
Details of how ISR and FSR are simulated differ between various event generation tools, resulting in differences in hadron jet topologies between the various tools. The final state under study by the user may dictate which tool most accurately represents the collision events of interest.

3.1.1 Pythia

PYTHIA [47], one of the most widely used event generation tools, uses matrix element calculations for the pure hard scatter process, not including any ISR or FSR in the interaction at the matrix element level. Any colored particle in the initial or final state is then allowed to hadronize according to a parton shower model called the ‘Lund string model’. The confinement of strongly interacting particles, leading to the proliferation of colorless particles in hadron jets, was previously not well implemented in event generators. The success of the Lund model in predicting results at the PETRA and PEP $e^+e^-$ experiments led to its widespread acceptance.

The string model approximates the strong interaction as a stretchable string connecting any two quark pairs. The potential energy of the string increases as the particles move apart. When the energy stored in the string becomes greater than the mass energy of a quark-antiquark pair the string is broken and a new quark pair created, connecting to the initial particles so as to minimize the energy in the new strings. Radiated gluons increase the tension in the string by adding small kinks along the length of the string, increasing the energy stored. The shower of partons continues as each new string stretches and again breaks, with no bound to
the number of branches per event.

Because of the nature of the approximations used for gluon radiation, this method poorly predicts the rate of multiple jets with large separation. It does, however, predict well the substructure of each jet, as this is formed by nearly collinear radiation and hadronization, both processes that are well modeled by the Lund method.

3.1.2 Matrix Element Generators

The accurate simulation of events with large jet multiplicities has become more important as modern colliders have shifted to hadron-hadron collisions, and as accelerator energies have increased. Parton shower event generators such as PYTHIA do a poor job of predicting the rate of events with multiple jets that are well separated. Such jets arise from higher order processes and can not be modeled accurately with approximations for collinear gluon radiation.

Several event generation programs have been developed that use exact matrix element (ME) calculations for ISR and FSR contributions up to a cut-off energy, then merge the result with traditional parton shower generators for the hadronization step. Gluon radiation is added to the pure hard scatter processes in the ME calculation where the final state particles are above some energy threshold, $Q_{\text{cut}}$. Particles below the cutoff energy are passed to a parton-shower based generator with the assumption that below this energy the approximation of the process used by the showering algorithm is relatively accurate. This method takes into account
possible interference of multiple channels before determining the amplitude of a
particular final state, leading to a more accurate representation of multijet events.

Cone algorithms are used to identify jets after the parton-shower stage and
final state jets are matched to ME level partons. It is possible for events with nearly
identical jet topologies in an overlap region of phase space to be generated from final
state gluon radiation either at the ME level or from parton shower hadronization.
To avoid double counting of these events the ME event weight is adjusted based on
the number of jets after the parton shower to achieve exclusive samples at the scale
of $Q_{cut}$.

The various ME generation tools differ in how they calculate the matrix el-
ments and how they perform the integration of the squared amplitude over the
phase space. Alpgen [48] is one example of an event generator that uses exact
leading order matrix element calculations (in the perturbative QCD expansion) of
the differential cross section for partonic final states. It contains approximately 15
basic pre-defined hard scatter processes that are added to final state gluon radia-
tion to produce events with higher jet multiplicities. The MEs are calculated with
the ALPHA algorithm [49], which considers the Green's function generator for the
associated Lagrangian. This method preserves the full color and spin information,
which is taken into account in processes with heavy particles in the final state.

Madgraph [50] [51], another popular ME generator, uses predefined Feynman
rules to calculate all possible subprocesses based on the requested hard scatter pro-
cess. It then produces a mapping for the required integration over phase space by
identifying singularities in the Feynman diagrams. A partner program, MadEvent,
generates standalone code to calculate cross sections and unweighted events. The user can generate any number of events and pass them directly to a parton-shower generator for hadronization.

3.1.3 Parton Distribution Functions

Both ME and parton shower generators require the cross section of specific processes as input in order to generate an appropriate spectrum of events. Given two initial partons \( q_i \) and \( q_j \) with known momenta and \( n \) final state partons \( q_n \) with known momenta and \( n \) small (typically \( \leq 3 \)), perturbative QCD can predict the cross section of the process \( q_i + q_j \rightarrow \sum q_n \). Theory calculations can not, however, predict the distribution of momentum among the partons within the proton. Parton distribution functions (PDFs) describing the fractional momentum of the initial proton carried by each constituent must be determined experimentally, then convoluted with the momentum specific QCD cross section to get the total cross section.

Experimental data from deep inelastic scattering experiments (Section 1.1.1), fixed target neutrino experiments and well understood processes in p-p collisions are used to fit functions describing the fraction \( x \) of the total proton momentum carried by each parton. The p-p cross section of any process can then be factorized into probability functions, as shown in Equation 3.1, where \( P_1, P_2 \) are the momenta of the initial protons, \( x_1, x_2 \) is the momentum fraction of the partons in the hard scatter, \( f_1, f_2 \) are the PDFs for the partons, \( Q \) is the square root of the total
Figure 3.1: Parton Distribution Functions from the CTEQ collaboration for two values of interaction scale, $Q$. The horizontal axis is the fraction of the total proton momentum carried by the parton, $x$. The vertical axis shows the product of the parton momentum fraction and the PDF.

momentum transferred between initial state partons in the interaction, $\sigma_{ij}$ is the momentum specific cross section of the hard scatter between partons $q_i$ and $q_j$, and the sum is taken over all partons.

$$\sigma(P_1, P_2) = \sum_{i,j} \int f_1(x_1, Q^2) f_2(x_2, Q^2) \times \sigma_{ij}(x_1, x_2, Q^2) dx_1 dx_2 dQ^2 \quad (3.1)$$

Figure 3.1 contains the PDFs from the CTEQ collaboration at two values of $Q$. As $Q$ increases, a larger fraction of the momentum is carried by the sea quarks and the gluons. This contributes to the difference in dominant production mechanisms for heavy particles at the LHC compared to Fermilab’s Tevatron where the beam energy is lower.
3.2 Event Simulation

The results of the collision at the center of the detector are recorded in millions of electronic channels from the various subdetectors as the particles from the collision interact with the matter of the detector. The simulation of these signals requires a detailed model of detector material and geometry, an intricate understanding of interaction within the material, and an efficient computational framework to accommodate the large number of particles produced. For CMS this is provided by GEANT4 [52].

The design model of GEANT4 is to provide a modular simulation toolkit that enables the user to easily configure the tools to meet a variety needs. The toolkit allows users to specify the size, geometry and material of detector components. It then steps particles through the detector, simulating the detector response based on multiple physical interaction approaches and implementations. The level of intricacy is configurable by the user to accommodate desired efficiency and accuracy.

GEANT4 was originally designed at CERN in the 1990s. After the initial production release in 1998, the GEANT4 collaboration was establish in 1999 with the mission to maintain and improve the toolkit and to provide user support.

In GEANT4 a particle is stepped through the geometry of the detector by a tracking process, interacting with the simulated detector through a series of processes. The types of processes considered include particle decay, hadronic physics, electromagnetic and optical processes such as scintillation and Cherenkov radiation, and the GEANT4 optimized process of transportation. All physical processes relev-
vant to a particle propose a “step”, and the tracking algorithm chooses the processes that are appropriate and applies them, stepping the particle through the detector material in an iterative process. The tracking process is generic and does not depend on the particular particle.

In the geometric model of the detector some material may be specified by the user as “sensitive”, the material that produces a signal to be read out. As the tracking process tracks particles hitting designated sensitive areas of the detector “hits” are created automatically. From a collection of hits a “digit” is created and added to other “digits” from the same event, or several events in the case of pile-up. The digitization process is not automatic. It must be invoked by the user, which allows flexibility over the number of events to be digitized together.

The detector model can be adjusted by the user to accurately represent current conditions in the detector with respect to malfunctioning hardware and detector noise. As the state of the detector changes the simulation can be adjusted to mimic the change to best understand the impact on user analysis.

After digitization the simulated data is in the same format as collision data coming from the detector, and can be passed from GEANT4 to the detector specific reconstruction software responsible for identifying particles and their physical properties, which is discussed in the following chapter.
Chapter 4

Event Reconstruction and Particle Identification

The CMS Software (CMSSW) is a framework and set of packages used to identify and reconstruct the physics information of an event from the digitized signals. The software is modular and highly configurable to allow analysis specific customization by the user. Reconstructed object information is stored in the ROOT file format [53], structured in a CMS specific Event Data Module format. The algorithms used to reconstruct objects used in this analysis are discussed here.

4.1 Electron Reconstruction

Two complementary algorithms are used to reconstruct electrons in CMSSW in order to optimize the energy resolution: an ECAL-driven algorithm for medium-energy electrons and a tracker-driven routine for low energy electrons [54]. Electrons with transverse momentum, $p_T$ (projection of momentum onto the plane perpendicular to the beam axis) less than 5 GeV present a unique challenge for reconstruction due to the large fraction of energy lost to bremsstrahlung in the tracker material before showering in the ECAL. The tracker-driven method is optimized for these low energy electrons. The ECAL-driven method is optimized to reconstruct electrons with a $p_T$ between 5-50 GeV, the typical range for electrons from W and Z boson decays. ECAL-driven electrons are used exclusively in this analysis, as electrons
from LQ decays at or above the current mass limit typically have $p_T$ well above 5 GeV, and high momentum electrons can be poorly reconstructed with the tracker driven algorithm due to the small curvature of the track.

The reconstruction of electrons is broken into several steps: energy clustering to identify ECAL cells associated with the electron energy deposition, identification and matching of the track of the electron from signals in the tracker layers, and energy corrections determined from MC to adjust the measured energy toward the true particle energy [54].

4.1.1 ECAL Clustering

The path of the electron through the detector is curved due to the 3.8 T axial magnetic field. As the electron interacts with the dense material in the tracker it radiates photons along its direction of motion, which then deposit energy in ECAL in an arc in $\phi$. The clustering algorithms in CMSSW are designed to identify and cluster the cells hit by the bremsstrahlung, then group associated clusters creating a “supercluster”, in an attempt to recover the initial energy of the electron before it entered the tracker and radiated.

Two methods are used within CMSSW to recover the energy lost by the radiating photons [55] [56]. The “hybrid clustering method” creates clusters of crystals three to five crystals wide in $\eta$ and contiguous in $\phi$ that are separated from other energy deposits by 3 crystal wide regions in $\eta$ of less than 100 MeV. Clusters within a configurable $\phi$ window are considered to originate from a single electron and are
Figure 4.1: Hybrid Supercluster electron algorithm: Clusters of three to five crystals in $\eta$ and contiguous in $\phi$ are grouped to form superclusters using the hybrid clustering algorithm [57].

collected into a supercluster, as shown in Fig. 4.1. Hybrid superclusters are used to seed the electrons in the barrel region where the algorithm can exploit the lateral shower shape and the simplicity of the barrel geometry to fix the $\eta$ window of clustering.

Electron reconstruction in the endcap region uses the “island” clustering method, which uses the most energetic crystals as cluster seeds and searches for additional energetic crystals near each seed, as shown in Fig. 4.2. From a seed crystal the algorithm moves in both directions in $\phi$, adding each crystal it encounters to the cluster if the energy of the crystal is smaller than the previously encountered crystal and is non-zero. If either of these conditions is not met the algorithm moves by one crystal in $\eta$ on either side of the seed crystal, then repeats the clustering in $\phi$. 
The clustering in the $\eta$ direction continues according to the same conditions as the clustering in $\phi$, adding crystals monotonically decreasing in energy to the cluster. Groups of clusters along a “$\phi$ road” are grouped together to form superclusters.

In order to be considered as a seed for an ECAL driven electron a supercluster of either hybrid or island type must have a transverse energy ($E_T$) of at least 4.0 GeV, and the ratio of energy in the HCAL to that in the ECAL in a cone of radius $\Delta R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2} = 0.15$ centered at the energy-weighted mean location of the crystals in the supercluster must be less than 0.15.
4.1.2 Track Reconstruction and Matching

Information from the tracker is used to identify a track and match it spatially to a supercluster of energy in ECAL. The track search begins with the “seed generator” component, which creates seeds consisting of two hits in the pixel detector (Section 2.2.1), pointing to a location consistent with the beam crossing spot. In order to reduce the number of possible seeds considered for track extrapolation a supercluster-driven pixel seed finding algorithm has been developed. The algorithm first calculates the energy-weighted location of the electron and associated bremsstrahlung photons. This is the impact point that would have been measured had the electron not radiated. Using this energy-weighted location in the ECAL, trajectories for both electron charge hypotheses are projected backwards through the tracker. A window in $\phi$ and $z$ is considered around the intersection of this trajectory with the innermost layer of the pixel detector. If a hit is found in this window a new vertex hypothesis is calculated using the supercluster location and the pixel hit, and a second hit in the second pixel layer is searched for within a window along a new trajectory. If no hit is found in the initial window of the first pixel layer a first hit is searched for in the second pixel layer [59].

Once a track seed and a supercluster are identified, the “track builder” software component uses a Gaussian Sum Filter technique [60] to combine information from multiple tracker layers into a smooth curve. This method attempts to fit a smooth curve to a set of data points by defining the curve as a sum of gaussians with independent mean, amplitude and rms. The goal of the technique is to find
the minimum number of gaussians that can be used to describe a curve within a prescribed accuracy.

The track reconstruction is abandoned if no hit is found in two consecutive layers near the projected track. In order to be considered matched to an ECAL supercluster, the distance between the supercluster and the projection of the track intersection with the ECAL inner surface must be less than 0.02 in $\eta$ and 0.15 in $\phi$. If the track building procedure is successful the track parameters are determined based on the point of closest approach to the generated vertex.

4.1.3 Electron Energy Corrections and Uncertainties

The calorimeter-measured energy from electrons and bremsstrahlung photons is not always an accurate measure of the initial energy of the electron. This is due to energy loss in the material of the Tracker, and because the energy is not always well contained in the reconstructed supercluster due to the difficulty of identifying and clustering crystals correctly. This results in a generally smaller reconstructed energy than the true initial energy of the electron. The fractional containment of the energy within the supercluster can be estimated as a function of the number of crystals contained in the seed cluster, and the reconstructed supercluster energy can be adjusted accordingly [61]. MC studies show that as the number of crystals contained in the seed cluster increases as the supercluster energy approaches the generator level electron energy. A function is fit to the MC distribution of the ratio of supercluster energy to generated electron energy as a function of the number of
crystals in the seed cluster in order to determine the energy corrections.

Figure 4.3 shows the ratio of the reconstructed supercluster energy to the generated true electron energy before and after the corrections for electrons in the endcap region in MC Z boson events. After the corrections are applied the distribution is centered at one and the distribution is narrower. An estimate on the uncertainty associated with the electron energy measurement is achieved by comparing the location of the mass peak in W and Z boson events in data to the currently accepted empirical values of the boson masses [62]. Early data provides an estimate of less than 1% in the barrel and approximately 3% in the endcap for this uncertainty.
4.1.4 ECAL Anomalous Noise Cleaning

Isolated high energy deposits have been observed in the barrel region of ECAL at a rate of approximately 1 in $10^3$ minimum bias events, corresponding to a noise probability of $1.6 \times 10^{-8}$ per crystal per minimum bias event. The rate of these anomalous signals scales linearly with instantaneous luminosity. At this time these are believed to be caused by neutrons scattering protons out of the epoxy on the face of the APD (Section 2.2.2). The proton is a highly ionizing particle that triggers a large signal in the sensitive material of the APD [63]. The anomalous signals are characterized by a large energy deposit in a single crystal with little or no energy deposited in the surrounding crystals, and by a unique timing signature in the readout of the APDs. The energy of such signals ranges from GeV up to of order TeV.

Figure 4.4 shows the comparison between the arrival time of the reconstructed hit and the ratio of energy in the 4 crystals bordering the signal crystal to the energy in the signal crystal ($E_4/E_1$). The anomalous hits tend to have more than 95% of the energy isolated in one crystal ($1 - E_4/E_1 > 0.95$), and to arrive earlier than signals from true EM objects. The reconstructed energy of each crystal incorporates an average offset subtraction, allowing for negative energy crystals. Two algorithms have been developed to minimize the effect of these anomalous signals on the data, one algorithm based on the topology of the energy deposit and the other based on the time distribution of the signal. These algorithms are implemented in the default reconstruction software to remove such signals from the collections of physics objects.
Figure 4.4: Comparison of adjusted arrival time of the reconstructed hit in the ECAL to the isolation of the signal [64]. The data outside the narrow band at 0 ns in RecHit timing tend to correspond to isolated, anomalous signals.
4.2 Jet Reconstruction

Hadronic jets, containing large numbers of both charged and neutral particles, register signals in the inner tracker, ECAL and HCAL. Three types of reconstructed jets are available in CMSSW based on the objects used to identify the jets: Calorimeter jets (CaloJets), which rely solely on information from the calorimeters; Jet-Plus-Tracks (JPTJets) jets, which are calorimeter jets with corrected energy based on the tracks originating from the jet production vertex; and Particle Flow (PFJets), which use individual reconstructed particles to determine the jet properties. This analysis uses exclusively CaloJets for historical reasons, the other two algorithms being relatively new when the analysis was started.

4.2.1 Jet-Finding Algorithm

Jet properties vary based on initial parton momentum, parton flavor, and statistical fluctuations within the shower. Multiple algorithms to identify jets and accurately cluster energy deposits have been studied by the CMS Jet-ID group. Three calorimeter jet algorithms are officially supported in CMSSW: Iterative Cone (iCone) \cite{65}; Seedless Infrared Safe Cone (SISCone) \cite{65}; and anti-\kt \cite{66}. The iCone algorithm has a short and predictable execution time, but uses a fixed cone radius to calculate jets which does not allow for different size or shaped jets in the case of overlap. Jets calculated with the SISCone algorithm have a wide variety of shapes, allowing distinction between overlapping jets from nearby particles. However, soft (low energy) particles may deform the shape of the jet significantly. Anti-\kt jets
that are isolated have very regularly shaped boundaries, and overlapping jets are well differentiated. The Jet-ID group has recommended that all general analyses use anti-$k_t$ jets, and this prescription is followed in this analysis.

The anti-$k_t$ jet algorithm starts with energetic calorimeter towers as seeds for jets, then attempts to cluster nearby energy deposits coming from the same shower. Given a seed tower $i$, the algorithm considers all other towers $j$, by calculating a weighted metric between $i$ and $j$, as shown in Equation 4.1, where $k_{ti}$ ($k_{tj}$) is the transverse momentum (or transverse energy in the case of calorimeter cells) of tower $i$ ($j$). $R$ is a user configurable parameter affecting the jet cone size. In CMSSW jets formed by the anti-$k_t$ algorithm with $R = 0.5$ and 0.7 are available. $\Delta_{ij}$ is the distance between the two towers $i$ and $j$ defined in Equation 4.2, where $\eta$ is the pseudorapidity (Section 2.2) and $\phi$ the azimuthal angle. If $d_{ij}$ is less than $d_{iB}$ (Equation 4.3), $j$ is clustered with $i$ to form a jet and $j$ is removed from the list of seed towers.

$$d_{ij} = \min\left(\frac{1}{k_{ti}^2}, \frac{1}{k_{tj}^2}\right) \frac{\Delta_{ij}^2}{R^2}$$  \hspace{1cm} (4.1)$$

$$\Delta_{ij}^2 = (\eta_i - \eta_j)^2 + (\phi_i - \phi_j)^2$$  \hspace{1cm} (4.2)$$

$$d_{iB} = \frac{1}{k_{ti}^2}$$  \hspace{1cm} (4.3)$$

To understand the general characteristics of this algorithm, consider two calorimeter cells, $i$ and $j$, separated by a distance $\Delta_{ij}$. If $k_{ti} \gg k_{tj}$, the $d_{ij}$ for this pair
will be small, depending almost entirely on the cell with the larger energy, while if $k_{ti}$ and $k_{tj}$ are both small, $d_{ij}$ will be much larger. Therefore low energy cells in the vicinity of a high energy cell will be clustered with the high energy cells rather than with each other. Similarly, the addition of a low energy cell within a distance of $2R$ to a high energy cell will be clustered with the higher energy cell, not into a soft jet.

This is of concern due to possible divergencies in QCD calculations resulting from infrared and collinear radiation (IRC). The mechanism is similar to that seen in QED where soft collinear photons cancel divergencies due to internal loops and are mitigated via cutoffs applied to both experimental data and MC. In perturbative QCD calculations, soft gluon emission (infrared) and collinear splitting both lead to infinities that cancel each other in the total cross section. In algorithms that are not IRC safe soft emission and collinear splitting can lead to different jet multiplicities, preventing the infinities from canceling out. In the anti-$k_t$ algorithm the cells resulting in soft radiation or collinear splitting will be clustered into the same jet, leaving the algorithm IRC safe.

4.2.2 Jet Energy Scale Corrections and Uncertainties

The energy reconstructed in the jet can differ from that of the original hadronizing particle for a variety of reasons. In this analysis we correct for two sources of this discrepancy: the non-linear response of the detector with respect to energy, and the non-uniformity of the detector material in $\eta$, including variations in the number of interaction lengths and gaps in instrumented material leading to dead
areas. The raw energy calculated by the clustering of calorimeter cells is corrected as a function of the measured $p_T$ and the $\eta$ of the center of the jet. The corrections are derived from MC studies, comparing the energy of the jet at generator level to the reconstructed energy in the detector [67]. Figure 4.5 (a) shows the jet response ($\frac{p_{T}^{\text{CaloJet}}}{p_{T}^{\text{Gen Jet}}}$) as a function of $\eta$ before and after the correction is applied. Figure 4.5 (b) shows the jet correction factor ($\frac{p_{T}^{\text{Gen Jet}}}{p_{T}^{\text{CaloJet}}}$) as a function of $p_T$ of the raw calorimeter jet.

Residual energy corrections are applied to account for electronics noise and excess energy due to signals left over from previous bunch crossings (pile-up). These are calculated by identifying events from W boson decays and constraining the reconstructed mass of the W boson to agree with previously well measured results. The residual energy corrections are applied in this analysis.

The uncertainty on the measurement of the jet energy is a crucial systematic uncertainty in any analysis involving jets. There are several methods to estimate the magnitude of these uncertainties [68]. One of the most direct ways is to compare the $p_T$ spectra of jets in data and in MC simulation. In early data taking at CMS this is shown to be within the conservative estimate of 10% adopted by pre- and early-data analyses.

4.2.3 HCAL Anomalous Noise Cleaning

High energy signals have been observed in the HCAL even in the absence of proton beams through CMS. These are attributed to a discharge in single HPDs
Figure 4.5: Top: Jet response as a function of jet $\eta$. Bottom: Jet correction factor as a function of jet $p_T$. Both are from MC studies [69].
(Sec. 2.2.3) and manifest as energy in several channels along $\eta$ within a single $\phi$ slice, corresponding to channels sharing the same HPD, and are estimated to affect approximately 1 in $10^5$ collision events. At this time these signals are believed to be due to charge accumulation on the HPD that occasionally discharges rapidly along the side walls of the tube [70]. Occasionally noise is observed that affects all 4 HPDs in a single readout box (RBX), causing a characteristic energy signal along $\eta$ in 4 consecutive $\phi$ rows. The exact source of this noise is not currently understood. The timing structure of these noise events is also significantly different from that of collision events.

A filter module is run on the data after the standard reconstruction to reject events containing either HPD discharges or RBX noise [70]. The filter rejects events based on the energy distribution of signals in single HPDs and multiple HPDs sharing a single readout box, as well as the timing information for each signal.
Chapter 5

Analysis

5.1 Data and MC Samples

Data used in this analysis was collected between March 20 and October 30, 2010 comprising a total integrated luminosity of 34.7 pb$^{-1}$. The run numbers for the data range from 131511 to 149442, although not all runs within this range are included. The instantaneous luminosity during this period increased from $4 \times 10^{28}$ cm$^{-2}$s$^{-1}$ to $1 \times 10^{32}$ cm$^{-2}$s$^{-1}$ (100 events per µb cross section per second). The center-of-mass energy of the colliding beams was 7 TeV. Data are included in this analysis only if certified by a central CMS group responsible for evaluating the condition of all sub-detectors during the period of data collection. In addition, a reconstructed primary vertex is required within 24 cm in the z direction of the beam crossing point and a radius of 2 cm of the beam axis [72], and the fraction of tracks classified as “high purity” (passing tight requirements on the normalized $\chi^2$ and number of hits in the track) must be larger than 25% in all events in order to reject events due to protons scraping the beam pipe rather than proton-proton collisions. A list of the CMS-specific dataset names is provided in Appendix B.

The data are compared to Monte Carlo (MC) samples of leptoquark (LQ) signal and several standard model (SM) processes that are expected to produce events similar to those from LQ decays. All samples were produced by the CMS production
team during 2010. LQ signal samples, summarized in Tab. 5.1, were produced using the PYTHIA event generator with CTEQ6L1 PDF sets, with detector simulation provided by the GEANT4 simulation tool kit. \( \mu \) in Tab. 5.1 refers to the choice of factorization and renormalization scale for the cross section calculation.

<table>
<thead>
<tr>
<th>LQ mass (GeV)</th>
<th>Equivalent Lumi. Generated(pb(^{-1}))</th>
<th>( \sigma_{NLO} ) (pb)</th>
<th>( \delta_\sigma ) (pb) due to PDF unc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>4.13 \times 10^4</td>
<td>1.21</td>
<td>0.16 (\pm 13%)</td>
</tr>
<tr>
<td>320</td>
<td>6.07 \times 10^4</td>
<td>0.82</td>
<td>0.11 (\pm 14%)</td>
</tr>
<tr>
<td>340</td>
<td>8.77 \times 10^4</td>
<td>0.57</td>
<td>0.08 (\pm 15%)</td>
</tr>
<tr>
<td>370</td>
<td>1.48 \times 10^5</td>
<td>0.34</td>
<td>0.05 (\pm 15%)</td>
</tr>
<tr>
<td>400</td>
<td>2.38 \times 10^5</td>
<td>0.21</td>
<td>0.04 (\pm 17%)</td>
</tr>
</tbody>
</table>

Table 5.1: LQ MC samples used in this analysis with the theoretical cross section and uncertainty due to variation in factorization and renormalization scale(\( \mu \)), and choice of PDF[71]. MC samples of 50,000 events were generated at each LQ mass point.

The signature of events containing first generation LQs at LHC energies is an energetic electron, an energetic positron and two energetic hadron jets (Figure 1.4). MC samples of SM processes with similar signatures are used to estimate the contribution to the selected events from non-signal processes. The MC background samples used for this analysis are listed below:

- \( t \bar{t} + \) jets events, generated using MADGRAPH, including all allowed SM decay channels.
• $Z/\gamma^* + N$ jets events (with $N_{jet} \leq 5$), generated using ALPGEN, in four bins of $\hat{p}_T$ (the component of the total momentum transverse to the beam axis transferred in the collision,) from 0 to 1600 GeV, $Z$ decaying into leptons ($e, \mu, \tau$).

• $W + N$ jets events (with $N_{jet} \leq 5$), generated using ALPGEN, in four bins of $\hat{p}_T$ from 0 to 1600 GeV, $W$ decaying into leptons ($e, \mu, \tau$).

• $VV$ events ($VV = WW, WZ$ or $ZZ$), generated with PYTHIA, including all allowed SM $W$ and $Z$ decay channels.

• Single top events, generated with MADGRAPH, including all allowed SM top decay channels.

• $\gamma +$ jets events, generated with MADGRAPH, in three bins of $H_T$ (the linear sum of the $p_T$ of final state objects) starting from 40 GeV.

5.2 Event Selection

The analysis strategy employed selects events with two high energy leptons and two high energy jets and imposes requirements on kinematic variables to reduce the number of SM process events selected. In this analysis both leptons are treated as electrons, as no distinction is made in the selection of events based on the charge of the lepton, The term “electron” is understood to refer to the lightest SM charged lepton, regardless of the charge. The dominant SM background processes contain two opposite sign leptons just as the signal does, leading to no significant advantage
to charge discrimination.

Event selection criteria are set that are optimized using MC to reduce the number of SM background and detector noise events selected, without sacrificing a significant fraction of signal events. Events passing the selection criteria in the data are counted and compared to the predicted number of such events from SM processes. Strict quality requirements on the electrons and jets reduce the contamination due to detector noise and SM events with fake electrons. Constraints on kinematic variables effectively reduce the number of SM background events with real jets and electrons.

5.2.1 Trigger

Events are filtered based on HLT results (Section 2.2.6) into “Primary Datasets” (PDs) that are made available to the user. This analysis uses the EGamma and Electron PD. The EGamma PD contains events passing all photon and electron triggers for data taken with an instantaneous luminosity less than $2 \times 10^{31} \text{cm}^{-2} \text{s}^{-1}$, at which point the data volume became large enough that smaller categories were warranted. Subsequent EGamma data are divided into an Electron PD containing all events passing electron triggers (used here for selection of signal events and estimation of background events with real electrons), and a Photon PD (used here to estimate the background contribution from events with fake electrons). The trigger tables used to filter the Electron and EGamma PDs for instantaneous luminosities greater than $10^{30} \text{cm}^{-2} \text{s}^{-1}$ are listed in Appendix D. The EGamma and Electron PDs contain a
total of 70.3 million events.

The minimum trigger requirements for the PDs are looser in transverse energy \((E_T)\) and object identification (ID) criteria than those imposed on the electrons in the analysis selection criteria. No additional HLT requirement is imposed. Table 5.2 lists the \(E_T\) thresholds for the lowest \(E_T\) trigger contained in the PD with no prescale factor, the range of run numbers over which it was implemented, and the criteria for passing the trigger. The ID criteria used by the HLT are defined as follows:

- H/E: the ratio of the hadronic energy to the electromagnetic energy in the calorimeters within a radius of \(R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2} = 0.15\) of the supercluster.

- \(\sigma_{\text{i} \text{n} \text{i} \text{q}}\): the weighted second moment in \(\eta\) of the electron shower, used to help identify fake electrons from hadron jets:

\[
\sigma_{\text{i} \text{n} \text{i} \text{q}} = \frac{\sum_{k}^{5 \times 5} w_k \times (i_{\eta}^k - \bar{i}_{\eta})^2}{\sum_{k}^{5 \times 5} w_k}
\]

where \(i_{\eta}^k\) is the index of the \(\eta\) position of the \(k^{th}\) crystal in a 5x5 matrix of crystals centered on the seed crystal of the cluster associated with the electron, \(\bar{i}_{\eta}\) is the energy weighted mean index of the \(\eta\) position of the 5x5 block, and \(w_k\) is a weight given to each crystal defined by

\[
w_k = \max[0, 4.2 + \ln\left(\frac{E_k}{E_{5 \times 5}}\right)]
\]

where \(E_k\) is the energy of the \(k^{th}\) crystal and \(E_{5 \times 5}\) is the total energy deposited in the 5x5 block. The weight varies logarithmically to reduce the effect of fluctuations and detector noise. The values for the endcap are corrected for
the different crystal size with respect to the barrel region. This variable differs from \( \sigma_{\eta} \) by the use of crystal index rather than \( \eta \) value directly.

- \( \Delta \eta^{trk-SC} \) and \( \Delta \phi^{trk-SC} \): the difference in \( \eta \) and \( \phi \) between the track position extrapolated from the inner layer tracker to the ECAL surface and the location of the supercluster.

Events passing the triggers listed in Table 5.2 must also first pass a L1 trigger. The L1 for the lowest \( E_T \) triggers requires at least 5 GeV of \( E_T \) in the ECAL for runs with run number in the range 131511-147145, and 8 GeV of \( E_T \) in the ECAL for all subsequent runs.

<table>
<thead>
<tr>
<th>HLT ( E_T ) threshold</th>
<th>Run Range Implemented</th>
<th>ID Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 GeV</td>
<td>132440-141949</td>
<td>H/E &lt; 0.15</td>
</tr>
<tr>
<td>15 GeV</td>
<td>141950-146897</td>
<td>( \delta \eta^{trk-SC} &lt; 0.01, \delta \phi^{trk-SC} &lt; 0.08 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \sigma_{\eta_{ij}} &lt; 0.014 ) (barrel), ( &lt;0.035 ) (endcap)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H/E &lt; 0.15</td>
</tr>
<tr>
<td>17 GeV</td>
<td>146898-147145</td>
<td>( \delta \eta^{trk-SC} &lt; 0.01, \delta \phi^{trk-SC} &lt; 0.08 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \sigma_{\eta_{ij}} &lt; 0.014 ) (barrel), ( &lt;0.035 ) (endcap)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H/E &lt; 0.15</td>
</tr>
<tr>
<td>17 GeV</td>
<td>147146-149442</td>
<td>( \delta \eta^{trk-SC} &lt; 0.01, \delta \phi^{trk-SC} &lt; 0.08 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \sigma_{\eta_{ij}} &lt; 0.012 ) (barrel), ( &lt;0.032 ) (endcap)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H/E &lt; 0.1</td>
</tr>
</tbody>
</table>

Table 5.2: HLT triggers used for the EGamma and Electron primary datasets.
5.2.2 Electron Candidate Criteria

Events are required to have two electrons with a maximum $|\eta|$ of 2.5 and a transverse momentum ($p_T$) of at least 30 GeV in order to minimize poorly reconstructed electrons with low energy, and those at or near the sub-detector boundaries. These cuts have little effect on the signal efficiency as the electrons from LQs at or above the current mass limit have a $p_T$ spectrum peaked well above the cut of 30 GeV, as shown in Fig. 5.1 (a), and tend to be central, as shown in Fig. 5.1 (b).

The default electron collection present in the CMS reconstructed data (Sec. 4.1) contains loose ID constraints, allowing moderate contamination of the collection by fake electrons from jets. Further criteria have been developed by the High Energy Electron Pairs group (HEEP) within CMS to efficiently identify true electrons with high energy. Both electrons in candidate events are required to pass the HEEP criteria. These criteria consist of:

- H/E: The ratio of the hadronic energy to the electromagnetic energy in the calorimeters. See Sec.5.2.1 for details.

- $\sigma_{\eta\eta}$: The weighted second moment in $\eta$ of the electron shower:

$$\sigma_{\eta\eta} = \frac{\sum_k w_k \times (\eta_k - \bar{\eta})^2}{\sum_k w_k} ,$$

See Sec.5.2.1 for details.

- $\Delta\eta^{trk-SC}$ and $\Delta\phi^{trk-SC}$: The difference in $\eta$ and $\phi$ between the track position extrapolated from the inner layer tracker to the ECAL surface and the location of the supercluster.
Figure 5.1: Distributions of $p_T$ (top), and $\eta$ (bottom) of generator level electrons from LQ decays in MC samples for three LQ mass hypotheses.
• Track isolation (Track iso): The sum of the $p_T$ of tracks with $p_T > 0.7$ GeV in the annulus with inner radius 0.04 and outer radius 0.3 centered at the supercluster. Contributing tracks must have $z_0$ (the minimum distance along the beam axis from the interaction point) within $\pm 0.2$ cm of $z_0$ of the electron track.

• Electromagnetic + Hadronic depth 1 isolation (EM+H1 iso): The electromagnetic energy of all the single channel energy deposits with $|E| > 0.08$ GeV (0.1 GeV in the endcap) in a cone of radius $R < 0.3$, centered on the electron’s position in the calorimeter, excluding the energy deposits that make up the supercluster and those in an $\eta$ strip of width of approximately 0.02 centered at the supercluster, plus the sum of all energy in the first scintillator depth of the hadronic channels within an annulus of inner radius 0.15 and outer radius 0.3 centered at the supercluster.

• Hadronic depth2 isolation (H2 iso) (endcap only): The sum of all energy in the hadronic channels in the second scintillator depth within an annulus of inner radius 0.15 and outer radius 0.3 centered at the supercluster.

• $E_{2\times5}/E_{5\times5}$: The ratio of energy in a $2 \times 5$ rectangle of crystals in ECAL to that in a square of $5 \times 5$ crystals, both centered at the supercluster.

The thresholds for the above criteria are listed in Table 5.3. The efficiency of the HEEP criteria at identifying high energy electrons is calculated by the HEEP group using a “tag and probe” method on events from
<table>
<thead>
<tr>
<th>Variable</th>
<th>Barrel Threshold</th>
<th>Endcap Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H/E$</td>
<td>$&lt; 0.05$</td>
<td>$&lt; 0.05$</td>
</tr>
<tr>
<td>$\sigma_{\eta\eta}$</td>
<td>n/a</td>
<td>$&lt; 0.03$</td>
</tr>
<tr>
<td>$\Delta \eta^{trk-SC}$</td>
<td>$&lt; 0.005$</td>
<td>$&lt; 0.007$</td>
</tr>
<tr>
<td>$\Delta \phi^{trk-SC}$</td>
<td>$&lt; 0.09$</td>
<td>$&lt; 0.09$</td>
</tr>
<tr>
<td>Track iso</td>
<td>$&lt; 7.5$</td>
<td>$&lt; 15$</td>
</tr>
<tr>
<td>EM+H1 iso</td>
<td>$&lt; 2 + 0.03 \times E_T$</td>
<td>$&lt; 2.5$ if $E_T &lt; 50$ else $&lt; 2.5 + 0.03 \times (E_T - 50)$</td>
</tr>
<tr>
<td>H2 iso</td>
<td>n/a</td>
<td>$&lt; 0.5$</td>
</tr>
<tr>
<td>$E^{2x5}/E^{5x5}$</td>
<td>$&gt; 0.94$ OR $E^{1x5}/E^{5x5} &gt; 0.83$</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 5.3: Criteria established by the High Energy Electron Pair (HEEP) group to identify high energy electrons, applied in addition to the standard reconstructed electron criteria.

Z boson decays. Events are selected containing two loose electrons with invariant mass close to the mass of the Z boson. One of the electrons is tagged by requiring it to be a HEEP electron. The other electron is probed to calculate the probability it passes the HEEP selection. This efficiency of the HEEP identification of a standard reconstructed electron is found to be $91.7 \pm 0.5\%$ in the barrel, and $90.5 \pm 0.9\%$ in the endcap [73].
5.2.3 Jet Candidate Criteria

Candidate events are also required to contain two jets with $p_T$ greater than 30 GeV in order to avoid low energy jets that may be poorly calibrated, and an $|\eta|$ of less than 3.0 to avoid the forward region with high jet occupancy, as well as a larger rate of detector noise. Figure 5.2 shows the high $p_T$ spectra and the mostly central $\eta$ distribution of the jets from LQ decays at and above the DØ Collaboration mass limit. The peaks of the $p_T$ spectra increase with the mass of the LQ as more mass energy is available for the daughter particles in the decay.

The jet reconstruction algorithm uses large clustered deposits of energy in the calorimeters to identify jets (Sec. 4.2.1). Since energetic electrons deposit the majority of their energy in the ECAL, they are also reconstructed as jets. These electron-jets are removed from the jet collection by comparing the set of HEEP electrons described in Sec. 5.2.2 to the jet collection and removing any jet within a radius of $\Delta R = 0.3$ of a HEEP electron.

Jets are required to pass a set of loose ID criteria in an effort to distinguish detector noise from real jets originating from hadrons. The criteria are designed such that the signal is not isolated in one misfiring detector component by requiring a reasonable split between energy in the ECAL and HCAL. The jet ID criteria are:

- EMF (electromagnetic fraction) $> 0.01$ if $|\eta| < 2.6$: If the jet $|\eta|$ is less than 2.6, the fraction of the total jet energy contained in the ECAL (EMF) must be greater than 0.01. This removes nearly all jets that are due to detector noise in HB and HE and have no energy deposit in ECAL. The efficiency of this cut
Figure 5.2: Distribution of $p_T$ (top) and $\eta$ (bottom) of generator level jets matched to quarks from LQ decays in MC samples for three LQ mass hypotheses.
in selecting physical jets was seen to be essentially 100% in a study including detector noise from data and jets from MC. There is no EMF requirement for jets with $2.6 < |\eta| < 3.25$. In this region the HE and HF overlap and the calculation of EMF is complicated due to the difference in measurement technique of the EM component of the jet between the two detectors.

- $N_{\text{hits}}^{90} > 1$: The number of calorimeter towers (combined ECAL and HCAL) containing 90 percent of the jet energy must be at least 2. This removes jets due to electrical discharges or noise in single towers.

- $f_{\text{HPD}} < 0.98$: The fraction of the jet energy contained in the HCAL HPD with the highest total energy in the jet must be less than 0.98. This significantly reduces fake jets due to HCAL detector noise (see Sec. 4.2.3).

These cuts are shown to be efficient at removing non-physical jets in data taken with no beams in the LHC when no physical jets are present [74].

5.2.4 Object Proximity

Two energetic objects hitting the detector in close proximity will overlap in the sensitive detector material, making it difficult to reconstruct either object properly. To avoid this problem, events are rejected in which either of the two most energetic jets are within a distance of $R = 0.7$ of the two most energetic electrons.
5.2.5 Electron Pair Invariant Mass

One of the dominant sources of SM background events passing the electron and jet criteria is the production of a Z boson or heavy photon ($\gamma^{*}$) decaying to two electrons along with two jets from ISR or FSR. In order to reject Z events, the two electrons in the event are required to have an invariant mass greater than 125 GeV, well above the peak of the Z boson mass at 91 GeV, as can be seen in Figure 5.3. This cut has been optimized using a Bayesian approach to minimize the possible excluded cross section of LQ production in the absence of signal (Sec. 5.6). MC studies show this cut to be 92.3±0.1% efficient on events containing a 400 GeV LQ that pass the object selection criteria, and only 2.2±0.1% efficient on Z/$\gamma^{*}$+jet events passing the object selection criteria.

5.2.6 Transverse Momentum Scalar Sum

Previous studies done in LQ searches by the DØ Collaboration [15] have investigated several discriminating variables and found the criterion with the largest discriminating power to be the scalar sum of the $p_T$ of the two leading electrons and two leading jets, $S_T$, defined in Eq. 5.1.

$$S_T = p_T_{ele1} + p_T_{ele2} + p_T_{jet1} + p_T_{jet2}$$  \hspace{1cm} (5.1)

This variable magnifies the difference between SM processes and LQ events in the individual object $p_T$ spectra, which are shown in Fig. 5.4 for the two leading electrons in events passing the electron criteria only, and Fig. 5.5 for the two leading jets in events passing the electron and jet criteria and with an $M_{ee} > 50$ GeV.
Figure 5.3: Invariant mass of the two electrons in events passing the electron object criteria. Only $M_{ee} > 50$ GeV is displayed in the histogram due to a cut of $M_{ee} > 40$ GeV in the MC sample used for $Z/\gamma^* + \text{jets}$. Data (black dots) are seen to be in good agreement with the MC predictions (stacked histograms).
Figure 5.4: Distribution of the leading (top) and second leading (bottom) electron $p_T$ for SM processes, LQ signal samples, and data. Data (black dots) is seen to have a good agreement with the MC predictions (combined histograms).
Figure 5.5: Distribution of the leading (top) and second leading (bottom) jet $p_T$ for SM processes, LQ signal samples, and data. Data (black dots) is seen to have a good agreement with the MC predictions (combined histograms).
The threshold for this variable is optimized in this analysis to give the lowest possible cross section upper limit using the same Bayesian approach as that for the di-electron invariant mass threshold. Table 5.4 lists the optimized values of the $S_T$ cut for various LQ mass hypotheses.

<table>
<thead>
<tr>
<th>LQ Mass (GeV)</th>
<th>$S_T$ Threshold (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>470</td>
</tr>
<tr>
<td>320</td>
<td>490</td>
</tr>
<tr>
<td>340</td>
<td>510</td>
</tr>
<tr>
<td>370</td>
<td>540</td>
</tr>
<tr>
<td>400</td>
<td>560</td>
</tr>
</tbody>
</table>

Table 5.4: $S_T$ threshold for various LQ masses.

Figure 5.6 shows the distribution of $S_T$ for 400 GeV LQ events, as well as contributions from SM background with at least two HEEP electrons and two jets passing the jet criteria, and with di-electron invariant mass above 125 GeV.

5.2.7 Summary

Table 5.5 contains a summary of the event criteria, along with the total number of data events passing each cut. Only one data event passes all selection criteria. Similar tables showing the effect of each cut on MC signal events and the dominant SM background processes are provided in Appendix C.

An event display of the one remaining data event is shown in Fig. 5.7. The
Figure 5.6: Distribution of $S_T$ in events with a di-electron invariant mass larger than 125 GeV. Data (black dots) is seen to have a good agreement with the MC predictions (combined histograms).
<table>
<thead>
<tr>
<th>Criteria</th>
<th>$N_{\text{events}}$ Pass Data</th>
<th>Relative Efficiency</th>
<th>Total Efficiency wrt PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron criteria</td>
<td>$8.29 \times 10^3$</td>
<td>$(1.17 \pm 0.01) \times 10^{-4}$</td>
<td>$(1.17 \pm 0.01) \times 10^{-4}$</td>
</tr>
<tr>
<td>Jet criteria</td>
<td>$2.75 \times 10^2$</td>
<td>$(3.32 \pm 0.20) \times 10^{-2}$</td>
<td>$(3.91 \pm 0.24) \times 10^{-6}$</td>
</tr>
<tr>
<td>$\Delta R(\text{ele} - \text{jet}) &gt; 0.7$</td>
<td>$2.55 \times 10^2$</td>
<td>$(9.27 \pm 0.83) \times 10^{-1}$</td>
<td>$(3.63 \pm 0.23) \times 10^{-6}$</td>
</tr>
<tr>
<td>$M_{ee} &gt; 125 \text{ GeV}$</td>
<td>$9$</td>
<td>$(3.53 \pm 1.20) \times 10^{-2}$</td>
<td>$(1.28 \pm 0.43) \times 10^{-7}$</td>
</tr>
<tr>
<td>$S_T &gt; 470 \text{ GeV}$</td>
<td>$1$</td>
<td>$(1.11 \pm 1.17) \times 10^{-1}$</td>
<td>$(1.42 \pm 1.42) \times 10^{-8}$</td>
</tr>
<tr>
<td>$S_T &gt; 490 \text{ GeV}$</td>
<td>$1$</td>
<td>$1.00$</td>
<td>$(1.42 \pm 1.42) \times 10^{-8}$</td>
</tr>
<tr>
<td>$S_T &gt; 510 \text{ GeV}$</td>
<td>$1$</td>
<td>$1.00$</td>
<td>$(1.42 \pm 1.42) \times 10^{-8}$</td>
</tr>
<tr>
<td>$S_T &gt; 540 \text{ GeV}$</td>
<td>$1$</td>
<td>$1.00$</td>
<td>$(1.42 \pm 1.42) \times 10^{-8}$</td>
</tr>
<tr>
<td>$S_T &gt; 560 \text{ GeV}$</td>
<td>$1$</td>
<td>$1.00$</td>
<td>$(1.42 \pm 1.42) \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 5.5: Sequence of selection criteria and the number of data events passing each. Efficiency is quoted with respect to the primary dataset.

grey, three-dimensional cylindrical grid shows the surface of the inner detectors. The energy deposits in the calorimeters are shown as blocks along the outer surface of the grey grid. Reconstructed electrons and jets, as well as a single muon, are seen originating from the primary vertex.
Figure 5.7: Three-dimensional representation of the reconstructed objects and calorimeter deposits for the single data event passing all selection criteria.
5.3 Estimation of Standard Model Contributions

5.3.1 $Z/\gamma^* + \text{Jets}$

The requirement that candidate events have a di-electron invariant mass above 125 GeV (Sec. 5.2.5) is highly effective at reducing the number of $Z/\gamma^*$-jet events. The number of these background events remaining after the full selection criteria is estimated from MC. A scaling factor is applied in order to adjust the MC cross section such that the number of events in data and MC are in agreement in a sample enriched in $Z/\gamma^*$-jet events. The scaling factor for the number of events passing all criteria is calculated by comparing data and MC in events near the $Z$ boson mass peak, as shown in Eq. 5.2, where “purity” is the fractional purity of $Z$ boson events at the mass peak as predicted by MC.

$$N_{Z/\gamma^* \text{ Final Selection}} = N_{Z/\gamma^* \text{ MC Final Selection}} \times \frac{N_{Z/\gamma^* \text{ Data Mass Peak}} \times \text{purity}}{N_{Z/\gamma^* \text{ MC Mass Peak}}}$$  (5.2)

Events are selected by requiring 2 HEEP electrons with $p_T > 30$ GeV with an invariant mass between 80 GeV and 100 GeV, two jets with $p_T > 30$ GeV, and an $S_T > 250$ GeV. Applying these requirements to MC samples from multiple SM processes results in a sample containing 97% $Z$ events, with approximately 1.5% contamination each from $t\bar{t}$ and diboson events. The data contains 78 events with $80 < M_{ee} < 100$ GeV, while the MC prediction is $64.27 \pm 0.90$. This gives a scaling factor of $1.18 \pm 0.13$. It is not unexpected that this factor deviates from one since the MC does not model the $Z$ boson events with two extra jets as well as those with
no extra jets. These jets come from initial state radiation, a process difficult to model well as discussed in Sec. 3.1.2. The relative uncertainty on the scaling factor, $0.13/1.18 = 11\%$ is taken as a systematic uncertainty on the size of the $Z/\gamma^* +\text{jets}$ background. In all subsequent tables and histograms the rescaling factor is applied to the $Z/\gamma^* +\text{jets}$ MC events.

5.3.2 Top Quark Pairs ($t\bar{t}$)

The only other source of a non-negligible contribution to the background from SM processes is the production of top/anti-top quark pairs ($t\bar{t}$), as shown in Fig. 5.8, where each top quark decays to a bottom quark and a W boson. The bottom quarks hadronize, and each W boson may decay either to a pair of quarks, or to a charged lepton and a neutrino. If both W bosons decay leptonically there are two jets in the event from the bottom quarks and two leptons in the events from the W bosons.

In order to estimate the contribution to the number of background events from $t\bar{t}$ decays, the MC prediction is scaled in a way similar to the method used to estimate the number of $Z/\gamma^* +\text{jets}$ events. A control sample is selected using the knowledge that W bosons decay with nearly equal probability to electrons or muons. Events in which one of the W bosons decays to a muon creates a control sample from which a scale factor for the $t\bar{t}$ MC can be calculated.

Events are selected that have two jets and exactly one electron and one muon ("$e\mu jj$"). This sample is estimated to be approximately 95% pure top quark sample from MC studies [75], with the non-$t\bar{t}$ contamination derived mostly from di-boson
Figure 5.8: Leptonic decay of $t\bar{t}$ events. These events mimic the LQ signal events due to the two electrons from the W boson decays and the two jets from the b quarks.

The total number of $e\mu jj$ events in the data is 25, compared to a MC prediction of 27.7 ± 0.3 events. This gives a scale factor of 0.86 ± 0.2. The MC prediction is left unscaled as this factor is consistent with 1. A systematic uncertainty on the size of the $t\bar{t}$ background is estimated using the statistical relative uncertainty on the size of the $e\mu jj$ data sample, $1/\sqrt{25} = 20\%$. 

$$N_{eejj}^{t\bar{t}} = N_{MC}^{t\bar{t}} \times \frac{N_{Data}^{e\mu jj} \times purity}{N_{MC}^{e\mu jj}}$$ (5.3)
5.3.3 QCD multi-jet background

The number of events with no true electrons in which two electrons are re-
constructed is expected to be small. An estimate of this contribution is made by 
relaxing some of the requirements imposed on the electron candidates in order to 
create a sample dominated by multi-jet events (described later in this section), then 
applying a probability that the fake “electron” with relaxed requirements will pass 
the full electron selection criteria. The electron criteria which are removed to create 
a sample of fake electrons are: the matching of a track with the supercluster of 
energy in the ECAL, the shower shape variable $\sigma_{\eta\eta}$, and the hadronic isolation. 
Objects passing the new relaxed criteria are supercluster which pass the H/E and 
electromagnetic isolation thresholds only, as shown in Tab. 5.6.

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Barrel Threshold</th>
<th>Endcap Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>H/E</td>
<td>$&lt; 0.05$</td>
<td>$&lt; 0.05$</td>
</tr>
<tr>
<td>Ecal Isolation (GeV)</td>
<td>$&lt; 6 + 0.01 \times E_{TSC}$</td>
<td>$&lt; 6 + 0.01 \times E_T$ if $E_T &lt; 50$ GeV [ \text{else: } &lt; 6 + 0.01 \times (E_T - 50) ]</td>
</tr>
</tbody>
</table>

Table 5.6: Isolation criteria for superclusters.

The probability for a fake “electron” to pass the HEEP selection (“fake rate”) 
is estimated from the ratio $P(e|s) = N_e/N_s$, where $N_e$ ($N_s$) is the total number of 
HEEP electrons (isolated superclusters). The set of events used to calculate the 
fake rate must pass the following criteria, designed to select a sample as enriched as 
possible in QCD di-jets events:
• at least one isolated supercluster with $p_T > 30$ GeV,

• at least three jets with $p_T > 30$ GeV,

• a separation in $\phi$ between the highest $p_T$ jet and isolated supercluster of at least $\Delta \phi > 3.0$,

• if the event contains more than one isolated supercluster the invariant mass of any two superclusters must satisfy $M_{sc-sc} > 120$ GeV or $M_{sc-sc} < 60$ GeV,

• small reconstructed missing transverse energy, $\cancel{E_T} < 20$ GeV.

The requirements that $\Delta \phi_{SC-Jet} > 3.0$ and $\cancel{E_T} < 20$ GeV significantly reduce the contamination from $W \rightarrow e\nu$ events in the sample. The requirement on the invariant mass of the two superclusters reduces the contamination from $Z \rightarrow ee$ events.

MC studies shows that, after this selection, there is an irreducible contamination of $N_e$ from $\gamma + \text{jet}$ events of approximately 8.6% in the barrel and 8.3% in the endcap. To account for this, the fake rate applied to data to estimate the number of $eejj$ events is decreased by a corresponding amount.

The ratio of $N_e$ to $N_s$ (fake probability) calculated from data, without the adjustment due to $\gamma + \text{jet}$ contamination, is shown in Fig. 5.9 as a function of the supercluster $p_T$. A linear fit is performed on the fake rate obtained from data, separately for superclusters reconstructed in the barrel and in the endcaps of ECAL. The resulting fake rates without adjustment due to $\gamma + \text{jet}$ event contamination are
shown in Eq. 5.4, with the errors on the rates taken from the fit results.

\[
P(e|s)_{\text{raw barrel}}^{\text{raw}} = [(5.67 \pm 0.30) \times 10^{-3}] + [(4.85 \pm 0.67) \times 10^{-5}] \times p_{T_{sc}}
\]

\[
P(e|s)_{\text{endcap}}^{\text{raw}} = [(1.29 \pm 0.07) \times 10^{-2}] + [(3.18 \pm 0.16) \times 10^{-4}] \times p_{T_{sc}} \quad (5.4)
\]

The fake rates are adjusted to account for the contamination of non-QCD events. The results are shown in Eq. 5.5.

\[
P(e|s)_{\text{barrel}} = [(5.07 \pm 0.30) \times 10^{-3}] + [(4.85 \pm 0.67) \times 10^{-5}] \times p_{T_{sc}}
\]

\[
P(e|s)_{\text{endcap}} = [(1.13 \pm 0.07) \times 10^{-2}] + [(3.18 \pm 0.16) \times 10^{-4}] \times p_{T_{sc}} \quad (5.5)
\]

In order to estimate the total number of QCD multijet events passing the full selection criteria, events are first selected that pass a trigger requiring an HLT photon of at least 30 GeV. The photon objects at HLT level are reconstructed superclusters with a loose H/E requirement. This trigger was prescaled in runs with high instantaneous luminosity, leading to an equivalent integrated luminosity of 7.7 pb\(^{-1}\) for events passing this trigger. From this sample events are required to have two isolated superclusters of energy in ECAL and two jets (“ssjj”) that pass all the kinematic selection criteria. The criteria of \(M_{ee}\) and \(S_T\) are replaced with equivalent criteria for the isolated superclusters. The number of QCD multijet events in the final sample is estimated by rescaling the ssjj events using the probability that both isolated superclusters are reconstructed as HEEP electrons, as shown in Eq. 5.6, where “s” is a reconstructed supercluster passing only the criteria listed in Table 5.6, “e” is a reconstructed electron passing the HEEP ID and isolation criteria, \(N_{eejj}^{QCD}\) is the number of QCD multijet events in the eejj sample.
Figure 5.9: The probability (fake rate) that an isolated supercluster is reconstructed as a HEEP electron, before adjustment due to $\gamma + \text{jet}$ contamination, as a function of $p_T$ of the supercluster in the ECAL barrel (top) and endcaps (bottom).
and the sum is performed over the ssjj events in data passing all selection criteria.

\[ N_{eejj}^{QCD} = \sum_{ssjj \text{ events in data}} P(e_1|p_T(s_1), \eta(s_1)) \times P(e_2|p_T(s_2), \eta(s_2)) \]  

(5.6)

The validity of Eq. 5.6 depends on the independence of \( P(e_1|p_T(s_1), \eta(s_1)) \) and \( P(e_2|p_T(s_2), \eta(s_2)) \). With larger statistics this may be investigated by comparing the number of predicted eejj events using both ssjj events and esjj events.

The number of QCD multi-jet events in the eejj sample is estimated using Eq. 5.6. The number of ssjj events in data and the number of predicted QCD multi-jet events in the eejj sample using the fake rate method are reported in Table 5.7. The predicted number of QCD multi-jet events approximately 5% of the total estimated background for all LQ masses considered.

<table>
<thead>
<tr>
<th>( S_T ) threshold (GeV)</th>
<th>( N_{ssjj}^{\text{data}} ) 7.7pb(^{-1})</th>
<th>( N_{eejj}^{QCD} ) 7.7pb(^{-1})</th>
<th>( N_{eejj}^{QCD} ) 34.7pb(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>470 (( M_{LQ} = 300 ))</td>
<td>49</td>
<td>(1.9 ± 0.3) ( \times 10^{-2} )</td>
<td>(8.6 ± 1.2) ( \times 10^{-2} )</td>
</tr>
<tr>
<td>490 (( M_{LQ} = 320 ))</td>
<td>34</td>
<td>(1.4 ± 0.2) ( \times 10^{-2} )</td>
<td>(6.3 ± 1.1) ( \times 10^{-2} )</td>
</tr>
<tr>
<td>510 (( M_{LQ} = 340 ))</td>
<td>21</td>
<td>(9.2 ± 2.0) ( \times 10^{-3} )</td>
<td>(4.1 ± 0.9) ( \times 10^{-2} )</td>
</tr>
<tr>
<td>540 (( M_{LQ} = 370 ))</td>
<td>15</td>
<td>(6.5 ± 1.7) ( \times 10^{-3} )</td>
<td>(2.9 ± 0.8) ( \times 10^{-2} )</td>
</tr>
<tr>
<td>560 (( M_{LQ} = 400 ))</td>
<td>15</td>
<td>(6.5 ± 1.7) ( \times 10^{-3} )</td>
<td>(2.9 ± 0.8) ( \times 10^{-2} )</td>
</tr>
</tbody>
</table>

Table 5.7: The number of ssjj events in data and the number of predicted QCD multi-jet events in the eejj sample using the fake rate method. The uncertainty on the number of eejj events is derived from the statistics of the rescaled ssjj events.

A closure test is performed on the 7.7 pb\(^{-1}\) of data passing the photon HLT to test the validity of the fake rate method by predicting the number of QCD multi-jet
events in a data sample with fewer electrons. Events are selected with one HEEP electron, one supercluster and one jet (“esj” sample). The number of esj events in data with the invariant mass of the electron and supercluster greater than 100 GeV is 537. MC studies predict a contribution of 4% non-QCD SM events in this sample. This number is subtracted from the number of data esj events to give an estimate of 514 QCD multi-jet esj events in data.

The data-driven method described in the previous sections is applied to the data in order to predict the number of esj events from ssj events, a sample dominated by QCD multi-jet events. The number of ssj events to be reweighted is 20160. The predicted number of esj events based on the probability shown in Eq. 5.5 is $418.6 \pm 2.9$, where the uncertainty is based on the number of ssj events.

The relative difference between the prediction and the actual number of esj events is $|514 - (418.6 \pm 2.9)|/514 = 23 \pm 4\%$. When this uncertainty is propagated to the eejj estimate where the fake rate is applied once for each electron, a factor of 2 is introduced, resulting in a total uncertainty of $2 \times 23\% = 46\%$.

The distributions in Fig. 5.10 show the $p_T$ of the leading supercluster and the $S_T$ reduced, the sum of the $p_T$ of the three leading objects rather than four as in the full selection criteria, for both the re-weighted ssj sample (i.e. using the fake rate method) and the “actual” esj sample (obtained by counting the events in data passing the selection). A reasonable agreement is observed between the shape of the predicted and actual distributions, evidence that the background estimation method is relatively accurate.
Figure 5.10: Distributions of the $p_T$ of the leading EM object (left) and $S_T \text{ reduced}$ (right) for events with one isolated supercluster, one HEEP electron, one jet compared to the distributions for events with two isolated superclusters and one jet reweighted. Both are normalized to unity.
Figure 5.11: Dominant leading order diboson production mechanisms at the LHC.

5.3.4 Other Background Processes

Two other SM processes that may produce events passing the full selection criteria are considered: diboson (VV) events where two vector bosons are produced, and events with photons and jets ($\gamma$+jets) in which the photons are mistaken as electrons.

The dominant leading order processes for diboson production at the LHC are shown in Fig. 5.11. The radiation of a $Z^0$ boson by a $W^+$ (Figure 5.11 (a)) would proceed through a WWZ vertex. This coupling is non-abelian in the SM and has been shown to be small by experiments at the Tevatron [76] [77]. Additionally, in order for such an event to pass the full selection criteria the $Z^0$ could decay leptonically and the $W^+$ hadronically, requiring an additional jet from ISR or FSR, or, conversely, the $Z^0$ could decay hadronically, the $W^+$ leptonically and an additional lepton could be reconstructed from an ISR or FSR jet. Both of these configurations depend on contributions from ISR or FSR, reducing further the cross section for such processes producing events passing the selection criteria.

If two $Z^0$ bosons are produced, as shown in Fig. 5.11 (b), and one decays
leptonically while the other decays hadronically, the event content will mimic that of a LQ decay. The production cross section for this process is small, though, as it involves two vertices with coupling strength $\alpha_{\text{weak}}$.

The leading order production processes for events containing at least one photon and at least one jet are shown in Fig. 5.12. The combined cross section of such processes is estimated to be approximately 100 times larger than the process $Z^0 \rightarrow e^+e^-$ for comparison [78]. To pass the selection criteria, however, the process must contain an addition jet and photon from ISR or FSR, and both photons must be reconstructed as HEEP electrons. The probability that a photon will be reconstructed as a HEEP electron is approximately the same as the fake rate probability for an isolated cluster of energy in the ECAL. This is estimated in Sec. 5.3.3 to be approximately $10^{-2}$. Applying this factor twice, once per photon, reduces the cross section by a factor of $10^{-4}$, making the cross section for $\gamma+$jets events at least $10^{-2}$.

Figure 5.12: Leading order production mechanisms for $\gamma$+jets events at the LHC.
times smaller than that of $Z^0 \rightarrow e^+e^-$. The negligible size of the contributions to the background events from VV and $\gamma$+jets processes are confirmed to be small in MC studies. For an integrated luminosity of 34.7 pb$^{-1}$, $(6.7\pm2.3)\times10^{-2}$ VV events are predicted to pass the full selection criteria. No $\gamma$+jets MC events pass the full selection with the statistics available.

5.4 Systematic Uncertainties

Sources of systematic error are estimated using both MC techniques and methods derived from data. The main sources of error are discussed below. The estimated magnitude and effect of each source of error is listed in Table 5.8. Unless otherwise stated, the errors are assumed to be uncorrelated and therefore added in quadrature and used in 5.6 to calculate the limit on the excluded LQ production cross section.

1. Jet and electron energy scale - The reconstructed energy of both electrons and jets is affected by the performance of the calorimeters, introducing an uncertainty on the object energy. In order to estimate the effect of this uncertainty the full event selection is repeated scaling the electron and jet energies by the uncertainty on their energy scales estimated by the appropriate object groups within CMS.

Uncertainty on the jet energy scale is estimated to be close to 10% (Sec. 4.2.2). The effect of the jet energy uncertainty is shown to lead to a change in the signal efficiency of $\pm5\%$, a change in the $t\bar{t}$ efficiency of approximately $\pm28\%$,
a change in the $Z/\gamma^* + \text{jets}$ efficiency of approximately $\pm 7\%$. The discrepancy in the effect of this uncertainty between $t\bar{t}$ and $Z/\gamma^* + \text{jets}$ events is due to the difference in the selection criteria that most affects each background. The most effective cut on $Z/\gamma^* + \text{jets}$ events is the requirement that the dielectron invariant mass be larger than 125 GeV, which does not depend on the jet energy. The most effective cut on $t\bar{t}$ events, however, is the large threshold on the $S_T$, which depends heavily on the jet energy.

Electron energy uncertainty is estimated to be less than $1\%$ in the barrel and approximately $3\%$ in the endcap, which leads to a change in the signal efficiency of $\pm 1\%$, a change in the $t\bar{t}$ efficiency of approximately $\pm 5\%$, and a change in the $Z/\gamma^* + \text{jets}$ efficiency of approximately $\pm 8\%$.

The uncertainties on the jet and electron energy scales are combined for $Z/\gamma^* + \text{jets}$ and $t\bar{t}$ events taking into account their relative contributions to the total background and assuming these uncertainties are correlated for the two backgrounds.

2. **Integrated luminosity of the data** - Luminosity is calculated by dividing the number of events registered in the very forward region of HF (Sec. 2.2.3) by the total theoretical cross section of all SM processes and the MC estimated fraction of events recovered in that region ("efficiency") (see Eq. 1.2). Both the theoretical cross section and the efficiency have uncertainties associated with them, leading to an overall uncertainty in the calculated integrated luminosity.

The uncertainty on this calculation is estimated by the CMS Luminosity group...
to be 11% for the period of data taking considered [79]. This effect is taken into account on the signal but not on the background as the MC estimates for the dominant backgrounds are scaled to data and the uncertainties derived from the scaling incorporate the uncertainty on the luminosity.

3. **Statistical uncertainty on the MC samples** -

The statistical uncertainty on MC LQ events passing the full selection criteria is summarized in Table 5.9. For $t\bar{t}$ contributions the statistical uncertainty associated with the number of MC events is 7%, while for $Z/\gamma^* +\text{jets}$ events it is 8%.

4. **Electron reconstruction, identification and isolation efficiencies** -

The uncertainty on the electron reconstruction efficiency has been estimated by the CMS EGamma working group by selecting $Z$ boson events with one electron passing tight identification criteria and a supercluster in the ECAL passing loose isolation criteria. The reconstruction efficiency is the probability that the supercluster will be reconstructed as an electron. The uncertainty on the efficiency is found to be 0.5% in the barrel and 0.8% in the endcap [80]. The uncertainties on the HEEP identification and isolation efficiencies have been estimated by the HEEP group using the tag and probe method described in 5.2.2. They are currently estimated to be 0.5% for the barrel and 0.9% for the endcap [81]. MC studies suggest this efficiency decreases with the addition of jets in the events. A conservative estimate is taken on the total reconstruction efficiency uncertainty (reconstructed electron + HEEP criteria).
to be 5% per electron.

5. **Uncertainties from the data-driven background estimates** - The data-driven techniques for QCD multi-jet background estimates are discussed in Sec. 5.3.3. A closure test performed on a data sample enriched in QCD multi-jet events suggests a 46% uncertainty on the intrinsic precision of the method, which contributes a 2% uncertainty to the total background as the QCD estimate is approximately 5% of the total number of background events.

The uncertainties on scale factors for the $Z/\gamma^*\text{+jet}$ and $t\bar{t}$ events are discussed in Secs. 5.3.1 and 5.3.2, respectively, and are taken to be $\pm 12\%$ and $\pm 20\%$.

<table>
<thead>
<tr>
<th>Systematic Uncertainty</th>
<th>Magnitude</th>
<th>Effect on Signal Efficiency</th>
<th>Effect on $N_{t\bar{t}}$</th>
<th>Effect on $N_{Z/\gamma^*\text{+jet}}$</th>
<th>Effect on $N_{AllBkg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Energy Scale</td>
<td>$\pm 10%$</td>
<td>$\pm 5%$</td>
<td>$\pm 28%$</td>
<td>$\pm 7%$</td>
<td>$\pm 14%$</td>
</tr>
<tr>
<td>Electron Energy Scale</td>
<td>$\pm 1%(3%)$</td>
<td>$\pm 1%$</td>
<td>$\pm 5%$</td>
<td>$\pm 8%$</td>
<td>$\pm 7%$</td>
</tr>
<tr>
<td>Integrated Luminosity</td>
<td>$\pm 11%$</td>
<td>$\pm 11%$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MC Statistics</td>
<td>$\pm 1%$</td>
<td>$\pm 7%$</td>
<td>$\pm 8%$</td>
<td>$\pm 8%$</td>
<td></td>
</tr>
<tr>
<td>Electron Reco/ID/Iso</td>
<td>$\pm 5%$ per e</td>
<td>$\pm 10%$</td>
<td>$\pm 10%$</td>
<td>$\pm 10%$</td>
<td>$\pm 10%$</td>
</tr>
<tr>
<td>Data Driven Estimates</td>
<td>-</td>
<td>$\pm 20%$</td>
<td>$\pm 11%$</td>
<td>$\pm 15%$</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>$\pm 16%$</td>
<td>$\pm 37%$</td>
<td>$\pm 21%$</td>
<td>$\pm 25%$</td>
</tr>
</tbody>
</table>

Table 5.8: Sources and effects of systematic uncertainties on background and signal events. Effects are combined based on relative contributions of SM processes after selection criteria corresponding to a 300 GeV LQ signal.
5.5 Results

Selection criteria have been defined and optimized in order to minimize the possible excluded cross section for LQ pair production. The number of SM background events passing the full selection criteria has been estimated with a combination of MC and data driven techniques, and uncertainties have been estimated for all contributions. Systematic uncertainties have been evaluated for both the data and the MC predictions. Table 5.9 lists the number of data and estimated MC events passing the full selection criteria for various LQ mass hypothesis, along with the estimated number of signal events from MC. No significant deviation from SM predictions are found in the data.

<table>
<thead>
<tr>
<th>$M_{LQ}$ (GeV)</th>
<th>Events in Selection</th>
<th>Events in MC samples</th>
<th>Events in Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MC Signal Efficiency</td>
<td>$t\bar{t}$ + jets</td>
<td>$Z/\gamma$ + jets</td>
</tr>
<tr>
<td>300</td>
<td>18.1±0.09 0.430±0.002</td>
<td>0.46±0.04 0.77±0.07</td>
<td>0.10±0.02 1.3 ±0.1</td>
</tr>
<tr>
<td>320</td>
<td>12.9±0.06 0.451±0.002</td>
<td>0.38±0.04 0.67±0.07</td>
<td>0.09±0.02 1.1 ±0.1</td>
</tr>
<tr>
<td>340</td>
<td>9.28±0.04 0.469±0.002</td>
<td>0.28±0.03 0.57±0.07</td>
<td>0.08±0.02 0.94±0.08</td>
</tr>
<tr>
<td>370</td>
<td>5.80±0.03 0.496±0.002</td>
<td>0.23±0.03 0.48±0.06</td>
<td>0.07±0.02 0.79±0.07</td>
</tr>
<tr>
<td>400</td>
<td>3.71±0.02 0.522±0.002</td>
<td>0.17±0.03 0.42±0.06</td>
<td>0.06±0.02 0.65±0.07</td>
</tr>
</tbody>
</table>

Table 5.9: Number of events for 34.7 pb$^{-1}$ MC LQ signal, MC background and data samples after the full analysis selection. “Other Bkgs” includes QCD multi-jet, $W$ + jets and di-boson MC samples. Uncertainties are statistical.
5.6 LQ Cross Section and Mass Exclusion

Given the results from Sec. 5.5, one would like to establish the probability that a number of signal events was produced as a function of the number of observed events and the number of background events expected. This translates to establishing the probability that the production cross section, $\sigma$, falls within a certain range, given a number of observed events, $n_{\text{obs}}$, within a given integrated luminosity, $L_{\text{int}}$, with a given number of expected background events, $n_{\text{Bkgd}}$. In Bayesian statistics this is expressed as the integral of the cross section probability density function over the range $\sigma_{\text{low}}$ to $\sigma_{\text{high}}$, as shown in Eq. 5.7.

$$\int_{\sigma_{\text{low}}}^{\sigma_{\text{high}}} p(\sigma | n_{\text{obs}}, L_{\text{int}}, n_{\text{Bkgd}}) \, d\sigma \quad (5.7)$$

Bayesian statistical methods have been employed, as opposed to frequentist methods, in order to take into account the prior knowledge of the cross section, namely that it can not take on values less than 0.

In Bayesian statistics one assigns a probability density function, a “prior”, that is a reflection of the belief in the true value of the parameter under investigation, here $\sigma$. The prior used here, $\pi(\sigma)$ is defined in Eq. 5.8.

$$\pi(\sigma) = \begin{cases} 1 & : \sigma > 0 \\ 0 & : \sigma < 0 \end{cases} \quad (5.8)$$

One must also consider how likely the measured result is given a certain value of the parameter, $L(n_{\text{obs}} | \sigma, A, L_{\text{int}}, n_{\text{Bkgd}})$. The Poisson distribution, shown in Eq. 5.9, describes the probability of a fixed number of independent events, $k$, occurring given
an expected number of occurrences, $\lambda$.

$$f(k, \lambda) = \frac{\lambda^k e^{-\lambda}}{k!} \quad (5.9)$$

Here it is assumed that the likelihood probability density function of the data is a Poisson distribution with the expected number of events equal to the predicted number of signal and background events, as shown in Eq. 5.10.

$$L(n_{obs}|n_{signal}, n_{Bkgd}) = \frac{(n_{signal} + n_{Bkgd})^{n_{obs}}}{n_{obs}!} e^{-(n_{signal} + n_{Bkgd})} \quad (5.10)$$

The number of observed events is given by the signal cross section, $\sigma$, the probability of a signal event to pass the full analysis criteria, $A$ (efficiency $\times$ acceptance), and the integrated luminosity, $L_{int}$. Inserting this into Eq. 5.10 results in Eq. 5.11.

$$L(n_{obs}|\sigma, A, L_{int}, n_{Bkgd}) = \frac{(\sigma A L_{int} + n_{Bkgd})^{n_{obs}}}{n_{obs}!} e^{-(\sigma A L_{int} + n_{Bkgd})} \quad (5.11)$$

Bayes’ theorem for continuous probability density functions states that the conditional probability density function of the parameter (the “posterior”), given the measured conditions, is the normalized product of the likelihood of the measured result and the prior of the parameter, as shown in Eq. 5.12.

$$p(\sigma|n_{obs}, L_{int}, n_{Bkgd}) = \frac{L(n_{obs}|\sigma, A, L_{int}, n_{Bkgd})\pi(\sigma)}{\int_{-\infty}^{+\infty} p(\sigma|n_{obs}, L_{int}, n_{Bkgd}) d\sigma} \quad (5.12)$$

To determine an upper limit on the cross section, $\sigma_{up}$, with a 95% confidence level the integral from 0 to $\sigma_{up}$ of the posterior is required to be 0.95, as shown in Eq. 5.13.

$$\int_{0}^{\sigma_{up}} p(\sigma|n_{obs}, L_{int}, n_{Bkgd}) d\sigma = 0.95 \quad (5.13)$$
Uncertainty on the parameters in the likelihood function, $L(n_{\text{obs}}|\sigma, A, L_{\text{int}}, n_{\text{Bkgd}})$, can be taken into account by using a modified Poisson distribution, $L'$, defined in Eq. 5.14, where the functions $f(A')$, $g(L')$, and $h(n'_{\text{Bkgd}})$ are probability density functions of the parameters using the uncertainty on the parameters. In this analysis the distributions are assumed to be Gaussian centered at $A$, $L_{\text{int}}$ and $n_{\text{Bkgd}}$, with a standard deviation set by the uncertainty on the respective parameter.

$$L'(n_{\text{obs}}|\sigma, A, L_{\text{int}}, n_{\text{Bkgd}}) = \int_0^{+\infty} \int_0^{+\infty} \int_0^{+\infty} L(n_{\text{obs}}|\sigma, A', L_{\text{int}}', n_{\text{Bkgd}}') f(A') g(L_{\text{int}}') h(n_{\text{Bkgd}}') \, dA' dL_{\text{int}}' dn_{\text{Bkgd}}' \quad (5.14)$$

An upper limit on the leptoquark cross section is calculated using this approach for each leptoquark mass hypothesis, using the uncertainties discussed in Section 5.4. Figure 5.13 shows the observed 95% confidence level upper limit, the expected 95% confidence level upper limit, and the theoretical cross section as a function of leptoquark mass. The uncertainty band on the theoretical cross section corresponds to the uncertainty due to renormalization and factorization scale, and the choice of PDF. The magnitude of these uncertainties are shown in Tab. 5.1. The observed cross section limit is calculated using the number of observed data events passing the full selection criteria. The expected limit is calculated by taking a weighted average over $n$ possible observed events, where the weight is the likelihood that $n$ events will be observed, as described in Sec. 5.6. The intersection of the smooth curve connecting observed cross section limits and the theoretical cross section at 388 GeV is used as a lower limit on the LQ mass.

The observed upper limit cross section corresponds to the cross section for
Figure 5.13: 95% confidence level upper limit on the leptoquark production cross section as a function of hypothesized leptoquark mass.
leptoquark pair production and the decay of both leptoquarks to an electron and a quark. If the branching fraction is less than one this measurement corresponds only to the fraction of the cross section that describes the two electron and two jet channel. To calculate the minimum $\beta$ excluded at each leptoquark mass point the observed 95% confidence level upper limit cross section for $\beta=1$ ($\sigma_{obs}$) is compared to the theoretical cross section ($\sigma_{theory}$), as shown in Eq. 5.15. This ratio is equal to $\beta^2$, one application of the branching fraction for each of the two leptoquarks produced.

$$\beta^2 = \frac{\sigma_{obs}}{\sigma_{theory}}$$  \hspace{1cm} (5.15)

The excluded mass region is calculated as a function of $\beta$ and shown in Fig. 5.14, along with the region previously excluded by the D$\phi$ Collaboration. At low values of $\beta$ the D$\phi$ Collaboration is able to exclude larger values of leptoquark mass due to the combination of searches specific to the low $\beta$ channels (see Fig. 1.6). At values of $\beta$ close to one the exclusion from the D$\phi$ Collaboration covers smaller values of leptoquark mass due to the smaller theoretical cross section at lower center of mass energy.
Figure 5.14: Minimum branching ratio, $\beta$ of leptoquark into charged lepton as a function of leptoquark mass hypothesis based on the measurement of the two charged lepton and jet channel.
Chapter 6

Conclusion and Future Prospects

6.1 Cross section and leptoquark mass limit

A search for first generation scalar leptoquarks with a branching fraction into charged leptons $\beta = 1$ has been presented here. The analysis has been completed with 34.6 pb$^{-1}$ of data collected during LHC operation during 2010 at a center-of-mass energy of 7 TeV. The single data event passing the full selection criteria is consistent with the expected number of SM background events for all considered LQ masses. A 95% confidence level upper limit on the cross section is established at each leptoquark mass hypothesis using the Bayesian methods described in Sec. 5.6. Comparison with theoretical cross section values allows a 95% confidence level exclusion of first generation scalar leptoquarks up to a mass of 388 GeV, an improvement of 89 GeV on the most recent limit from the DØ Collaboration [82].

This analysis does not address limits on the model parameter $\lambda$, the Yukawa coupling at the lepton-quark-leptoquark vertex, as this vertex is not included in the dominant production mechanism at the LHC.
6.2 Future prospects

MC studies have shown that the exclusion potential at CMS for first generation scalar LQ with an integrated luminosity of 100 pb$^{-1}$ at a center of mass energy of $\sqrt{s} = 7$ TeV is approximately a LQ mass of 480 GeV. At a center of mass energy of $\sqrt{s} = 10$ TeV the potentially excluded LQ mass increases to approximately 590 GeV with an integrated luminosity of 100 pb$^{-1}$.

If $\beta < 1$ each leptoquark would have a non-zero probability to decay to a neutrino and quark, a search that warrants a slightly different analysis approach, as the neutrino is not directly reconstructed but appears as missing transverse energy ($E_T$). This analysis is currently being pursued by another group within the CMS collaboration. In the absence of a signal, results from both analysis can be combined to improve the excluded mass region shown in Fig. 5.14.

A similar analysis strategy as the one employed here has been applied to a search for second generation scalar leptoquarks at CMS [84]. Searches for third generation leptoquarks requires significantly more data than needed for first or second generation searches due to the difficult reconstruction of the tau. Such a search is foreseen in CMS once adequate data are available.

Searches for vector leptoquarks have been conducted at previous experiments [85]. The analysis strategy employed by the DØ Collaboration for vector LQ was identical to that for scalar LQ. Signal samples were produced with a modified version of PYTHIA to include vector LQ decays. Similar results may be derived at CMS in the future to complete the search for the variety of theorized leptoquark models.
Appendix A

Additional standard model mathematical formalism

A.1 $\gamma$ Matrices

The $\gamma$ matrices are 4x4 matrices that satisfy the following conditions:

- $(\gamma^0)^2 = 1,$
- $(\gamma^i)^2 = -1$ for i=1,2,3,
- $\gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 0$ for $\mu \neq \nu$

There are several equivalent sets of $\gamma$ matrices that satisfy these conditions. The following are the “Bjorken and Drell” convention:

$$\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

$$\gamma^i = \begin{pmatrix} 0 & \sigma^i \\ \sigma^i & 0 \end{pmatrix}$$

where 0,1 and -1 are the 2x2 zero and unity matrices, and $\sigma^i$ are the 2x2 Pauli matrices, defined as:

$$\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$
\[ \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \]

\[ \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]

A.2 Massless $A_\mu$ Field

The Dirac Lagrangian for a spin 1/2 field, as shown in Equation A.1 is not locally gauge invariant.

\[ L = i(\hbar c)\bar{\psi}\gamma^\mu \partial_\mu \psi - (mc^2)\bar{\psi}\psi \]  \hspace{1cm} (A.1)

It can be made invariant by the addition of a vector field, $A_\mu$, and the substitution of the covariant derivative, Equation A.2, for the standard derivative.

\[ \partial_\mu \rightarrow D_\mu = \partial_\mu + i \frac{q}{\hbar c} A_\mu \]  \hspace{1cm} (A.2)

The additional $A_\mu$ field warrants the addition of a free term to the full Lagrangian. The standard Proca Lagrangian for a free vector field is shown in Equation A.3, where $F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu$.

\[ L = \frac{-1}{16} F^{\mu\nu} F_{\mu\nu} + \frac{1}{8\pi} \left( \frac{mA^2 c^2}{\hbar} \right)^2 A^\nu A_\nu \]  \hspace{1cm} (A.3)

This addition to the full Lagrangian must also be invariant under local gauge
transformations. Consider the transformation of $F^{\mu\nu}$. The vector field $A_\mu$ transforms as shown in Equation A.4.

$$A_\mu \rightarrow A_\mu - \frac{\hbar c}{q} \partial_\mu \theta$$  \hspace{1cm} (A.4)

Thus, $F^{\mu\nu}$ transforms as shown in Equation A.5.

$$\partial^\mu (A^\nu - \frac{\hbar c}{q} \partial^\nu \theta) - \partial^\nu (A^\mu - \frac{\hbar c}{q} \partial^\mu \theta)$$  \hspace{1cm} (A.5)

$$= \partial^\mu A^\nu - \frac{\hbar c}{q} \partial^\mu \partial^\nu \theta - \partial^\nu A^\mu + \frac{\hbar c}{q} \partial^\nu \partial^\mu \theta$$

$$= (\partial^\mu A^\nu - \partial^\nu A^\mu) - \left( \frac{\hbar c}{q} \partial^\mu \partial^\nu \theta - \frac{\hbar c}{q} \partial^\nu \partial^\mu \theta \right)$$

$$= F^{\mu\nu} - \frac{\hbar c}{q} \left( \partial^\mu \partial^\nu \theta - \partial^\nu \partial^\mu \theta \right)$$

$$= F^{\mu\nu}$$

Therefore the first term in the Proca Lagrangian (Eq. A.3) is invariant. The second term, however, is not invariant. In order to retain the invariance of the full Lagrangian the mass of the vector field, $m_A$, must be set to zero.
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CMS data set names

<table>
<thead>
<tr>
<th>Data Sample</th>
<th>Run range</th>
<th>Luminosity (pb$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>/EG/Run2010A-Sep17Reco-v2/RECO</td>
<td>132440–144114</td>
<td>3.07</td>
</tr>
<tr>
<td>/Electron/Run2010B-PromptReco-v2/RECO</td>
<td>146428–149294</td>
<td>31.67</td>
</tr>
<tr>
<td>Total integrated luminosity</td>
<td></td>
<td>34.7 pb$^{-1}$</td>
</tr>
</tbody>
</table>

Table B.1: The dataset name, the run range considered, and the integrated luminosity of the sample.
Appendix C

Selection Efficiencies

Selection efficiencies for MC signal samples and dominant MC background scaled to 34.7 pb$^{-1}$.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$N_{\text{events}}$ Pass LQ (M=300 GeV)</th>
<th>Relative Efficiency</th>
<th>Total Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron criteria</td>
<td>27.14 ± 0.09</td>
<td>0.65 ± 0.00</td>
<td>0.65 ± 0.00</td>
</tr>
<tr>
<td>Jet criteria</td>
<td>25.88 ± 0.09</td>
<td>0.95 ± 0.00</td>
<td>0.62 ± 0.00</td>
</tr>
<tr>
<td>$\Delta R(\text{ele} - \text{jet}) &gt; 0.7$</td>
<td>24.56 ± 0.09</td>
<td>0.95 ± 0.00</td>
<td>0.59 ± 0.00</td>
</tr>
<tr>
<td>$M_{ee} &gt; 125$ GeV</td>
<td>21.12 ± 0.09</td>
<td>0.86 ± 0.00</td>
<td>0.50 ± 0.00</td>
</tr>
<tr>
<td>$S_T &gt; 470$ GeV</td>
<td>18.06 ± 0.09</td>
<td>0.86 ± 0.00</td>
<td>0.43 ± 0.00</td>
</tr>
</tbody>
</table>

Table C.1: Sequence of selection criteria and the number of 300 GeV LQ MC events passing each, scaled to 34.7 pb$^{-1}$. Efficiency is quoted with respect to the original MC sample process listed in Sec. 5.1.
### Table C.2: Sequence of selection criteria and the number of 400 GeV LQ MC events passing each, scaled to 34.7 pb$^{-1}$. Efficiency is quoted with respect to the original MC sample process listed in Sec. 5.1.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$N_{\text{events}}$ Pass</th>
<th>Relative Efficiency</th>
<th>Total Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron criteria</td>
<td>4.78 ± 0.02</td>
<td>0.67 ± 0.00</td>
<td>0.67 ± 0.00</td>
</tr>
<tr>
<td>Jet criteria</td>
<td>4.63 ± 0.02</td>
<td>0.97 ± 0.00</td>
<td>0.65 ± 0.00</td>
</tr>
<tr>
<td>$\Delta R(\text{ele} - \text{jet}) &gt; 0.7$</td>
<td>4.41 ± 0.02</td>
<td>0.95 ± 0.00</td>
<td>0.62 ± 0.00</td>
</tr>
<tr>
<td>$M_{ee} &gt; 125$ GeV</td>
<td>4.06 ± 0.02</td>
<td>0.92 ± 0.00</td>
<td>0.57 ± 0.00</td>
</tr>
<tr>
<td>$S_T &gt; 470$ GeV</td>
<td>3.96 ± 0.02</td>
<td>0.98 ± 0.01</td>
<td>0.56 ± 0.00</td>
</tr>
</tbody>
</table>

### Table C.3: Sequence of selection criteria and the number of $t\bar{t}$ MC events passing each, scaled to 34.7 pb$^{-1}$. Efficiency is quoted with respect to the original MC sample process listed in Sec. 5.1.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$N_{\text{events}}$ Pass</th>
<th>Relative Efficiency</th>
<th>Total Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron criteria</td>
<td>23.32 ± 0.30</td>
<td>(4.07 ± 0.05) x 10$^{-3}$</td>
<td>(4.07 ± 0.05) x 10$^{-3}$</td>
</tr>
<tr>
<td>Jet criteria</td>
<td>17.70 ± 0.26</td>
<td>(7.6 ± 0.02) x 10$^{-1}$</td>
<td>(3.09 ± 0.05) x 10$^{-3}$</td>
</tr>
<tr>
<td>$\Delta R(\text{ele} - \text{jet}) &gt; 0.7$</td>
<td>16.30 ± 0.25</td>
<td>(9.20 ± 0.20) x 10$^{-1}$</td>
<td>(2.85 ± 0.04) x 10$^{-3}$</td>
</tr>
<tr>
<td>$M_{ee} &gt; 125$ GeV</td>
<td>6.61 ± 0.16</td>
<td>(4.06 ± 0.01) x 10$^{-1}$</td>
<td>(1.15 ± 0.03) x 10$^{-3}$</td>
</tr>
<tr>
<td>$S_T &gt; 470$ GeV</td>
<td>0.46 ± 0.04</td>
<td>(6.95 ± 0.66) x 10$^{-2}$</td>
<td>(8.02 ± 0.74) x 10$^{-5}$</td>
</tr>
</tbody>
</table>
Table C.4: Sequence of selection criteria and the number of $Z/\gamma^*+\text{jets}$ MC events passing each, scaled to 34.7 pb$^{-1}$. Efficiency is quoted with respect to the original MC sample process listed in Sec. 5.1.
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Trigger Tables for Primary Datasets

D.1 Electron PD Trigger Tables


<table>
<thead>
<tr>
<th>Trigger Name</th>
<th>L1 condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_Ele17_SW_TighterEleIdIsol_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele22_SW_TighterEleId_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TightCaloEleId_Ele8HE_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_DoubleEle17_SW_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele32_SW_TighterEleId_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele13_HT70</td>
<td>L1 EG8</td>
</tr>
<tr>
<td>HLT_Ele8_HT100</td>
<td>L1 HTxx</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trigger Name</th>
<th>L1 condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_Ele12_SW_TighterEleIdIsol_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TightEleId_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele27_SW_TightCaloEleIdTrack_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TightCaloEleId_SC8HE_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_DoubleEle15_SW_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TightEleIdIsol_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TighterEleId_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele17_SW_TighterEleIdIsol_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Ele32_SW_TightCaloEleIdTrack_L1R</td>
<td>L1_SingleEG8</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Trigger Name</th>
<th>L1 condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_Ele12_SW_EleIdIsol_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele17_SW_LooseEleId_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele17_SW_CaloEleId_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele22_SW_CaloEleId_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_DoubleEle10_SW_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_Ele12_SW_EleIdIsolNoDEtaInEE_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele17_SW_EleId_L1R</td>
<td>L1_SingleEG5</td>
</tr>
</tbody>
</table>
### D.2 EGamma PD Trigger Tables

Table D.4: Trigger menu for 3.5E30 EGamma primary dataset, deployed Aug. 3rd, 2010.

<table>
<thead>
<tr>
<th>Trigger Name</th>
<th>L1 condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_Photon15_Cleaned_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Photon20_Cleaned_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_Jpsi_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_Upsilon_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_eeeRes_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton5_Jpsi_L1R</td>
<td>L1_SingleEG8 OR L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_DoublePhoton5_Upsilon_L1R</td>
<td>L1_SingleEG8 OR L1_DoubleEG5</td>
</tr>
<tr>
<td>OpenHLT_DoublePhoton15_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele10_SW_EleId_L1R</td>
<td>SingleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele15_SW_L1R</td>
<td>SingleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele15_SW_EleId_L1R</td>
<td>SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele15_SC10_LW_L1R</td>
<td>SingleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele20_SW_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>OpenHLT_DoubleEle10_LW_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
</tbody>
</table>
Table D.5: Trigger menu for 1.6E30 EGamma primary dataset, deployed July 13th, 2010.

<table>
<thead>
<tr>
<th>Trigger Name</th>
<th>L1 condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLT_DoubleEle5_SW_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_DoublePhoton10_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_Jpsi_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_Upsilon_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton4_eeRes_L1R</td>
<td>L1_DoubleEG2</td>
</tr>
<tr>
<td>HLT_DoublePhoton5_Jpsi_L1R</td>
<td>L1_SingleEG8 OR L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_DoublePhoton5_L1R</td>
<td>L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_DoublePhoton5_Upsilon_L1R</td>
<td>L1_SingleEG8 OR L1_DoubleEG5</td>
</tr>
<tr>
<td>HLT_Ele10_JW_EleId_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele10_JW_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele10_JW_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>OpenHLT_Ele10_SW_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele15_JW_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele15_SC10_JW_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele15_SiStrip_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Ele20_JW_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Photon10_Cleaned_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Photon15_Cleaned_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Photon15_LooseEcalIso_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Photon15_TrackIso_L1R</td>
<td>L1_SingleEG5</td>
</tr>
<tr>
<td>HLT_Photon20_Cleaned_L1R</td>
<td>L1_SingleEG8</td>
</tr>
<tr>
<td>HLT_Photon30_L1R_8E29</td>
<td>L1_SingleEG5</td>
</tr>
</tbody>
</table>
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