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Previous work has suggested that residential space heating and cooling control 

strategies that partition the structure into individual zones using wireless sensor 

networks might result in lower energy consumption compared to systems using a 

single-sensor thermostat. Questions have been posed as to whether these strategies 

can achieve the same level of performance in a variety of geographic locations and 

climates. This study compared four control strategies that utilized a wireless 

temperature and humidity sensor network to regulate the comfort of a residence in the 

mid-Atlantic region of the United States during the summer and winter. In particular, 

the energy consumption and comfort levels of each multi-sensor strategy were 

compared to a baseline strategy that mimicked a single thermostat.  The difference in 

energy usage measured by each control strategy was found to be statistically 

insignificant. However, experiments indicated that these strategies may nevertheless 

result in improvements in thermal comfort.  
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1. Chapter 1: Introduction 

1.1 Background and Motivation 

The energy revolution of the early twenty-first century is underway and energy 

technology is drawing interest from academia, industry, and even the rest of society. 

This revolution encompasses renewable and sustainable power sources, energy 

conservation, efficiency improvements, and integrated information sharing. An 

increasing number of people are realizing that current energy resources are limited, and 

are taking steps to search for alternatives and reduce consumption. Political leaders are 

calling for reductions in Carbon emissions and budgeted over 60 billion dollars for 

energy projects in the American Recovery and Reinvestment Act of 2009 (Recovery 

2010).   

According to the United States Department of Energy (DOE 2009), 21.6 

quadrillion BTUôs (quads) of total energy were consumed in the residential sector of the 

USA in 2008 (22% of the countryôs total).  Of this, only about 0.6 quads came from 

renewable energy sources. Although renewable energy use is on the rise, reducing site 

energy consumption through low-energy building technologies will have the most 

significant contribution to balancing sustainable energy production with national 

consumption. Space heating and cooling accounts for the largest portion of residential 

primary energy end use at 39.4 percent, and has the potential to see the most significant 

reduction in energy consumption. In particular, 13 percent of the sectorôs energy goes to 

powering air conditioning and 26.4 percent is used to heat homes (2.9 % and 5.8% of the 

total national consumption respectively). Improving the efficiency of homes and finding 
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methods to cut-back the usage of heating and cooling systems can noticeably reduce the 

nationôs energy consumption. A one percent efficiency improvement or energy 

reduction in residential systems would save 86 trillion BTUôs or over 25 billion kWh a 

year, which is roughly the yearly capacity of Palo Verde Nuclear, Americaôs largest 

power plant (US Nuclear 2009). There are also over 111 million existing homes in 

America, with only a few million being built each year; therefore, retrofitting constitutes 

the vast majority of the market.  

There are several paths that research has taken to improve the efficiency and 

reduce the consumption of residential heating, ventilating, and air conditioning (HVAC) 

systems. Limiting energy waste during periods of light or no occupation can save 

substantial amounts of energy; however, designing programs and products that 

homeowners want to use has proven to be challenging. Higher efficiency components 

also show promise, but instillation and capital costs are often too high for homeowners 

to make the investment to improve existing systems. Wireless sensor network 

technology continues to become easier to install and operate while the price and 

operating power consumption is decreasing. This technology may provide HVAC 

control systems with more information, and detailed thermal environments can be used 

to optimize the thermal comfort and energy consumption to fit the needs of occupants.  

1.2 Problem Statement  

 This thesis sets out to develop, test, and analyze residential HVAC control 

strategies that are designed to reduce energy consumption without sacrificing thermal 

comfort. Wireless sensor technology is used in an attempt to create a low-cost system 
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that will be easily deployable for the retrofit market. The greater the energy savings and 

ease of installation, the greater the impact it will have on national energy consumption.  

This thesis is a collection of two residential energy system studies: one performed in the 

summer for cooling systems, and another performed in the winter for heating systems. 

Conventional and contemporary heating and cooling systems are evaluated, and the 

existing literature is reviewed in Chapter 2. This background investigation identifies the 

most promising technology in the field and the need for new information. Chapter 3 

explains the experimental design and setup, and the analytical methods used. Results for 

residential air conditioning are discussed in Chapter 4 and results for heating are 

discussed in Chapter 5. Chapter 6 summarizes the conclusions drawn from each 

individual study and their combination, and proposes what needs to be done in the future 

to reduce the countryôs residential energy consumption.  
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2. Chapter 2: Background and Literature Review 

2.1 Brief Overview of Residential HVAC 

2.1.1 Thermal Comfort 

The main goal of a residential HVAC system is to control the thermal comfort of 

an indoor environment; therefore, it is important to establish metrics to quantify various 

levels of comfort. ASHRAE Standard 55 (ASHRAE 2004) describes thermal comfort as 

the ñcondition of mind that expresses satisfaction with the thermal environment.ò 

Intentionally vague, this loose definition captures more of the judgment call aspects of 

the sensation than an exact, rigid classification ever could.  P. Ole Fangerôs work over 

the last 40 years was successful in bringing the scientific world numerical values to 

count objective feelings such as ñHotò and ñColdò (Fanger 1972). ASHRAE and similar 

organizations worldwide have adopted Fangerôs comfort metrics as the standard for 

thermal comfort (ASHRAE 2004 and ISO 7730 1994), and recommend considering 

them when designing all HVAC systems and components.  

While the sensation is influenced by physical, physiological, and psychological 

inputs, it is an energy balance across the human body that offers the starting point for 

quantification. This balance can be described as equating the metabolic activity minus 

external work to the heat transferred to the environment. Equation 1 shows this energy 

balance, and Table 2.1 lists the thermoregulatory terms involved (all units can be 

expressed in W/m
2
).  
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     (1) 

 

Table 2.1 Thermoregulatory Components 

 

Symbol Component Definition  

M Rate of metabolic heat production 

W Rate of mechanical work accomplished 

 Total rate of heat loss from the skin 

 Total rate of heat loss through respiration  

C + R Sensible heat loss from skin 

 Total rate of evaporative heat loss from skin 

 Rate of convective heat loss from respiration 

 Rate of evaporative heat loss from respiration 

 Rate of heat storage in skin compartment 

 Rate of heat storage in core compartment  

 

 These components, a clothing insulation factor, and environmental variables (air 

temperature and speed, mean radiant temperature, and water vapor pressure) reduce to 

equations defining Fangerôs thermal comfort metrics the Predicted Mean Vote (PMV) 

and Predicted Percent Dissatisfied (PPD).  Predicted Mean Vote uses a 7-point scale to 

rate levels of comfort experienced ñhotterò or ñcolderò than the optimal level where the 

energy equation is balanced (PMV score of 0). Positive PMV values correspond to 

ñhotterò conditions, while negative values equate to ñcolderò conditions. A slightly 

modified version of PMV ranges from -3.5 indicating ñvery coldò to 3.5 indicating ñvery 

hotò and can be explained using Table 2.2. 
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Table 2.2 Predicted Mean Vote 

 

PMV  Thermal Sensitivity 

< -3.5   very cold 

-2.6 Ƅ -3.5   cold 

-1.6 Ƅ -2.5   cool 

-0.6 Ƅ -1.5   slightly cool 

-0.5 Ƅ 0.5   neutral (comfortable) 

0.6 Ƅ 1.5   slightly warm  

1.6 Ƅ 2.5   warm 

2.6 Ƅ 3.5   hot 

> 3.5   very hot 

 

Equations 2 and 3 are used to calculate the PMV, with the new terms introduced 

in Table 2.3, and solving for the clothing temperature iteratively.  

 

ɀ       (2)

  

 

 +273 4+ Ὤ ( ī )     (3) 

 

  

Table 2.3 Predicted Mean Vote Parameters  

 

Symbol Parameter Definition  

L Thermal load on the body  

 Clothing temperature  

 Clothing thermal resistance  

 Clothing area factor 

 Mean radiant temperature  

 Clothing heat transfer coefficient  

 Air temperature  

 



 

 7 

 

Predicted Percent Dissatisfied relates the percentage of a population dissatisfied 

with a particular thermal comfort level to the PMV that comfort level is assessed. 

Minimal PPD is achieved at the neutral comfort level of 0 PMV, and is predicted to be 5 

percent dissatisfied. Nearly one hundred percent of the population is predicted to be 

dissatisfied with the extreme comfort levels experienced at the edge of the range of 

PMV. Equation 4 relates PPD to PMV, with Figure 2.1 visualizing this relationship.  

 

  (4) 

 

 
 

Figure 2.1 Predicted Percent Dissatisfied Verses Predicted Mean Vote 

 

 

 Research involving thermal comfort has continued since the 1970ôs and Fangerôs 

PMV-PPD model. Fangerôs original experiments in climate chambers did not show a 

discrepancy in the thermal comfort between the genders; however, the work of Parsons 

(2002) and Karjalainen (2007) found statistically significant differences in their test 

groups. At neutral conditions both studies observed slight differences in the thermal 

comfort between the genders, with women reporting cooler sensations than men in 
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cooler conditions. Karjalainen also observed that women experienced higher levels of 

discomfort in the summer due to being both cold and hot.  

 Studies have been conducted to characterize the transient and adaptive aspects of 

thermal comfort. Shorter time intervals between comfortable and uncomfortable 

conditions produced higher levels of measured discomfort, and triggered more adaptive 

responses by individuals (e.g., adding or removing clothing or opening a window) 

(Nicol 2002). Seasonal conditions are also shown to impact how an individual reports 

their thermal comfort. The PMV model accounts for different clothing levels 

(individuals would wear more clothes in the winter and less in the summer), but in the 

summer an individual is more acclimated to the heat and likely to elect a warmer 

temperature as being the most comfortable. de Dear and Brager (1998) assembled a 

large database of thermal comfort field studies comprised of over 21,000 observations, 

and correlated an adaptive PMV model with outdoor temperature. The study did suggest, 

however, that the model should mainly be used for naturally ventilated buildings, and 

that the results could be misleading for buildings with central systems because of the 

control. Humphreys and Nicol (2002) disagreed that the ability to control an 

environment should have an impact in assessing the actual comfort, and that PMV is 

successful in assessing conditions in buildings with central systems because they are 

often kept within a narrow range of comfort.  

 The thermal comfort models defined by Fanger and ASHRAE Standard 55 are 

still accepted in research, and recent studies have shown they are valid for application 

with central energy systems. The PMV-PPD model is used in this dissertation to assess 

thermal comfort for comparison and actuation purposes. The details about the particular 
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inputs and calibration associated with each individual study are presented in Section 

3.4.1.  

2.1.2 Conventional Technologies and Applications 

Residential HVAC systems are implemented to provide general levels of thermal 

comfort to the occupants of a home. There are several conventional technologies used in 

a variety of applications to deliver the comfort. Central forced-air and hydronic, and 

zoned systems account for nearly 90 percent of the residential energy system usage 

(EERE 2009) with window/wall systems accounting for the majority of what remains 

(ASHRAE 2007). The most common energy sources, distribution medium and system, 

and terminal devises used in these main systems are given in Table 2.4. 

 

Table 2.4 Residential Heating and Cooling Systems (ASHRAE 2007) 

 

 Central Forced Air Central Hydronic Zoned 

Most common 

energy sources 

Gas 

Oil 

Electricity  

resistance and heat 

pump 

Gas 

Oil 

Electricity  

resistance and heat 

pump 

Gas 

Electricity  

resistance and heat 

pump 

Distribution 

medium 

Air  Water 

Steam 

Air  

Water 

Refrigerant  

Distribution 

systems 

Ducting Piping Ducting 

Piping or Free 

Delivery 

Terminal devices Diffusers 

Registers 

Grilles 

Radiators 

Radiant panels 

Fan-coil units 

Included with 

product or same as 

forced-air or 

hydronic systems 

 

 Central forced-air systems condition spaces in the residence by delivering heated 

or cooled air. Figure 2.2 provides a condensed version of a typical central forced-air 

system, and the corresponding numbers can be used to identify the objects in the figure.  
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Figure 2.2 Typical Residential Installation of Heating, Cooling, Humidifying, and 

Air Filtering System (ASHRAE 2007) 

 

Air is pulled into the system thought he return ducts (1) and an air filter (2) using 

the circulating blower (3). The conditioning air is generated in the air handling unit 

(AHU) (4) by forcing the air though a heat exchanger (evaporator for cooling 5 or 

furnace or electrical resistance coils for heating 11). When cooling is involved using the 

evaporator, refrigerant is cycled through the refrigerant pipe lines (6) to an outdoor 

condensing unit (7). The moisture that condenses from supply air onto the evaporator 

coil and is drained using the trap (8). Moisture can be added to the air when heating 

using the humidifier (10) before being distributed in the ductwork (9) to the space being 

conditioned in the house. Dampers, diffusers, registers and grills are used to balance and 

deliver the air flow to the various spaces being conditioned. Usually there exist one to 

two air delivery outlets per room and only one to two return inlets per floor or zone. The 
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cooling capacity of the heat exchanger is often expressed in refrigeration tons (1 RT  = 

enthalpy of fusion of 1 ton of ice to water at 32°F = 12,000 Btu/hr = 3.517 kW). Heating 

capacity is expressed in Btuôs per hour.  

 The cooling energy in the evaporator is generated using a vapor compression 

cycle (VCC) and is explained in detail in any thermodynamics textbook (e.g., Çengel 

2008). The basic premise of the cycle revolves around the ability of refrigerants to 

absorb large quantities of heat during phase change processes.  

The energy from the return air is removed by the evaporator of the VCC sensibly 

in lowering the air temperature and latently in condensing the water vapor in the air. The 

cooled conditioned air is then blown through the duct work, out individual registers, and 

into the space being conditioned. The air in the conditioned space picks up energy from 

the sun radiated through windows, occupants, appliances, lights, and infiltrated 

convection and conduction through the building envelope (caused by a temperature 

difference between the outdoor and indoor conditions, wind velocity, and incident solar 

radiation). Figure 2.3 shows the energy flow for cooling applications with a VCC. In the 

figure, solid red lines correspond to warmer air temperatures and blue represents lower 

temperatures. Dashed lines represent the energy loads the air in the conditioned space 

experiences. The AHU in the figure represents where the heat exchange between the 

warmer return air and evaporator occurs to produce cooler conditioned air.  
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Figure 2.3 Cooling System Energy Cycle 

 

Absorption cycle driven systems can be implemented instead of the VCC but 

often have too low of a coefficient of performance (COP) to warrant their use in 

residential systems; exceptions can be found when majorities of the input energy 

required is in the form of waste or cheap heat (Phillips 1984). Combining techniques to 

improve efficiency will be discussed in section 2.2.2. Evaporative cooling can also be 

advantageous in dry climates to cool air for space conditioning (Watt 1986).  

There are several popular techniques employed to provide the heating energy in a 

central forced air system. Natural gas, oil, wood, and other combustible fueled furnaces 

provide the heat exchanger with high temperature air to heat the cool return air.  A 
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detailed explanation about the combustion process can be found in any combustion 

textbook (eg. Turns 2000). Once passed through the heat exchanger the combusted air is 

ventilated out of the AHU and house. Heating can also be provided using an electric heat 

pump; these systems are designed to utilize the equipment of a VCC cooling system, 

only in reverse. Instead of the system rejecting heat to the outdoor environment, it is 

dumped into the air of the AHU. These heat pumps can also have the 

evaporator/condenser unit installed below ground to offer a different heat sink/source 

than the outdoor ambient air and are known as ground-source geothermal heat pumps. 

Figure 2.4 depicts the energy flow in a central forced air heating system with several of 

the popular heating method options. In the figure, the red dashed lines also correspond to 

the warm air energy sources and the blue dashed line is an energy sink.  

 
 

 

Figure 2.4 Heating System Energy Cycle 
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 The primary distribution system used in central forced air system involves a 

constant speed blower fan. Constant speed fans deliver a constant volume of air (CAV) 

to the house. The fan is sized to balance the pressure drop in the duct network in an 

attempt to distribute air flow evenly. Opening and closing dampers, diffusers, and 

registers can redirect the air to produce alternate flow patterns; however, these are more 

effective with a variable speed fan system (VAV), but are less common residentially 

(Traister 1990).  

 Hydronic systems, also referred to as radiant heating systems, use conditioned 

water and piping instead of the air and duct work with forced air systems for the 

distribution medium and system. These systems involve similar heating sources to the 

central air with the water being heated in a boiler; one additional popular source for heat 

is to use radiation from the sun. Evacuated tubes or concentrated collectors can be used 

to heat either the supply water directly or a refrigerant that is passed through a heat 

exchanger to heat the supply water. The hot water is pumped to terminal radiators and 

baseboard convectors throughout the house where radiation and natural convection 

transfer the heat to the surrounding air in the space being conditioned. Figure 2.5 shows 

the energy flow found in a hydronic system with several of the heating energy sources. 

In the figure, the red and blue dotted lines show the flow of the hot or cool water in the 

supply and return pipes. The boiler in the figure is where the cool return water is heated 

using the heat source, stored, and pumped to the components.  
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Figure 2.5 Hydronic Heating System Energy Cycle 

 Most modern homes are no long built with heat source such as a fireplace or 

furnace that only heat a single area (such as a living room) and not distribute the heat to 

other spaces in the house. These are powered by burning natural gas, oil, wood, coal, 

and other combustibles, and mostly serve as supplemental sources of heat or back-ups. 

This convention of only conditioning a small area can be seen with window mounted air 

conditioning units as well. More details about dividing up the home into individual 

spaces (zones) will be discussed in section 2.3.  

Determining what capacity the heating and cooling system can deliver (sizing) is 

an important decision that can have a very large effect on the comfort capabilities and 

energy consumption of the system throughout its lifetime. Systems are properly sized by 

calculating the potential loads following local building codes for insulation, ASHRAE 

standards, and by using typical meteorological year (TMY) weather data. The system is 
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usually sized to be able to work most efficiently during the most common weather 

conditions, while still being able to be sufficient during almost any expected conditions 

(ASHRAE 2009).  

2.1.3 Single Sensor Control  

The previous section highlighted the basic technologies used to heat and cool 

residences to yield acceptable levels of thermal comfort, but there needs to be a control 

scheme in place to deliver the proper amounts of heating and cooling.  With more 

primitive heating and cooling systems such as fireplaces and blocks of ice, the control 

was all user based. The user would perform the roles of many of the components in a 

control system, and at this level of simplicity, is able to perform them well. If modern 

systems are considered, such as a VCC driven cooling system with compressors, fans, 

and flow rates, performing all the same control system tasks would be quite daunting. 

Thermostats integrated with automated circuitry were invented to take the place of 

several of the occupantôs tasks in these systems. The occupant provides the thermostat 

with their preferred comfort level (traditionally based on temperature) and the device 

performs all the tasks required to maintain it. This includes observing how the system is 

behaving, comparing that to the reference given by the occupant, determining the actions 

needed, and applying that input. The temperature observation is usually made by only 

one, local sensor. Depending on the energy system the thermostat is controlling (heating 

system in the winter or cooling system in the summer), the thermostat will decide an 

action for the system based on the measured temperature being lower or higher than the 

set point. If the system only has two modes of operation, ON and OFF, it is classified as 

a ñtwo-positionò system. The thermostat will trigger the heating system to turn on if the 
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sensor temperature is measured to be lower than the set point (during heating season) or 

trigger the cooling system to turn on if the sensor temperature is measured to be higher 

than the set point (during cooling season). Dead-bands and time delays are also utilized 

to keep the thermostat from actuating the system at too high of a frequency. Figure 2.6 

visualizes this controlling scheme in a block diagram. The black colored text represents 

elements from the physical system and the blue text represents the controls terminology 

(Chen 1999). 

 

Figure 2.6 Block Diagram for Thermostat Controlled Heating 

Thermostats used in residential heating and cooling systems have evolved from 

mechanical systems that measure temperature through the thermal expansion of metals, 

liquids, and gasses to electronic thermistors and resistance temperature devices (RTDs) 

(Haines 2006). Mechanical sensors operate with a continuous analog signal, while 

electronic sensors use digital signals. Sampling the temperature in intervals helps digital 

thermostats filter out noise and reduce the chance of requesting actuation when the true 

conditions do not dictate it.   
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2.2 Methods for Reducing Energy Consumption 

2.2.1 Energy Conservation 

Reducing the amount of energy a heating or cooling system consumes is a goal 

that benefits both the occupants of the residence (lower energy bills) and the energy 

providers (lower peak demands). Two major aspects of energy consumption in these 

systems that can be addressed are to increase energy conservation and to improve the 

energy efficiency. Meyers et al. (2009) determined that the average American house 

wastes 39 percent more energy than needed, with close to 23 percent involving the 

HVAC systems. They reviewed modern energy conservation techniques and believe the 

most amount of energy can be conserved by preventing heating and cooling an 

unoccupied rooms and houses and oversetting the thermostat. 

Conventional heat transfer properties indicate smaller temperature differences 

between the indoor and outdoor environments require lower amounts of energy to 

maintain; therefore, lowering the thermostat set point during heating season and raising 

it during cooling season should reduce energy consumption. Vine (1986) examined 

several of the determinants associated with occupantôs thermostat set points by 

analyzing self reported data. His findings suggested that individuals that understood the 

benefits of adjusting the set points (better educated individuals and occupants from 

household that have received an energy audit to be specific) reported lower levels of 

energy consumption than their counterparts. Lowering or raising the set point has energy 

benefits, but will obviously translate to lower levels of comfort.  Research has been 

conducted in a wide variety of climates throughout the world and over several decades 

to determine settings that optimize comfort and energy conservation. Nassif et al. (2004) 
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used a genetic algorithm search to optimize the monthly set points for a building on the 

campus of École de technologie supérieure in Montreal, Canada. An evolutionary-

programming technique was used by Fong et al. (2005) to find the set points for 

different weather conditions throughout a year in China.  

Further energy conservation can be achieved by setting the comfort level in the 

house significantly lower during the nighttime and periods when the house is 

unoccupied. This practice is known as thermostat setback, and has been around for many 

years. Ingersoll and Huang (1985) investigated how much energy was saved using a 

combination of setbacks during the night and day in four major U.S. climate zones 

during the heating season. The base temperature set point was 21.1°C and setback to 

15.6°C, 10°C, and -6.7°C , as well as, using a higher set point of 22.2°C. Table 2.5 

shows the annual heating energy consumptions for multiple schemes of setback tests in 

the four climates. The energy consumption is listed in gigajoules and the percents relate 

the energy consumption of that strategy to the base case of an all-day 21.1°C set point.   

Table 2.5 Annual Energy Savings for Single-Zone Setback Options for Tight 

Houses (Ingersoll and Huang 1985) 

 

        Setback     

           Strategy 

 

 

 

Climate Zone 

Base case 

(21.1°C 

all Day) 

Night setback 

(21.1°C 

setback to 

15.6°C at 

night) 

Night and day 

setback 

(21.1°C setback 

to 15.6°C at 

night and day) 

High thermo-

stat temperature 

(22.2°C all day) 

Cool (MN) 84.87  81.29 (-4.2%) 75.75 (-10.7%) 81.29 (+7.2%) 

Temperate (NY) 46.64  43.82 (-6.0%) 39.84 (-14.6%) 52.61 (+12.8%) 

Hot-humid (TX) 16.04  14.43 (-10.0%) 12.76 (-20.5%) 17.54 (+21.6%) 

Hot-arid (AZ) 12.33  10.57 (-14.3%) 9.62 (-22.0%) 13.81 (+30.6%) 
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They found the energy savings was dependent on the climate zone and 

characteristics of the house. Houses with looser construction and lower levels of 

insulation were classified as having ñlower thermal integrityò and saw more relative 

energy savings using the setbacks than tight and well insulated houses. This does not 

suggest that looser construction and lower insulation will save more energy; rather, that 

if those conditions already exits, using setback will have more of an impact. The energy 

conserved in having the house float down from a base point to the setback point is 

usually equivalent to the energy require to reverse the process and return from the lower 

setback to the base levels; the energy is saved while the system operates at the lower 

setback point due to a lower temperature difference between the indoor and outdoor 

temperatures. The lower thermal integrity houses would reach the setback temperatures 

faster, and have a longer opportunity to operate at the lower demanding setback 

conditions, resulting in up to 22 percent energy savings in the case of the hot-arid 

climate with day and nighttime setbacks to 15.6°C from 21.1°C. Energy savings were 

still seen for the houses with tight construction and sufficient insulation, but the authors 

cautioned that using setbacks could be counterproductive because they shifted the peak 

load and degraded efficiency because of periods of overwork. Although energy can be 

saved using setbacks, most occupants would not find the gains enough to outweigh the 

uncomfortable period experienced while the temperature returns to the normal set point 

if they had to manually perform the setting change.  

Programmable thermostats were designed to reap the benefits of thermostat 

setback while preventing daily periods of discomfort by scheduling the setback periods 

to end before the occupants would wake-up in the morning and return from work/school 
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and extended periods away from the house. The DOEôs Residential Energy 

Consumption Survey (EERE 2009) reported that 30 percent of American homes have 

programmable thermostats; however, only 56 percent of those (17% of American 

homes) utilize their setback programming potential. Irregular occupant schedules and 

difficulty with the programming interface are two problems noted in explaining why 

such a large percentage of programmable thermostats are not used properly.  

Preliminary work at the Massachusetts Institute of Technology using the global 

positioning system (GPS) features of mobile phones has been done to improve 

scheduling issues with programmable thermostats (Gupta 2008). Instead of having a set 

time for the thermostat to return setback temperatures to normal conditions, the return is 

triggered by the occupantôs distance from home and estimated arrival time. The 

investigators observed up to 12.2 percent energy savings in their pilot study. An 

improved interface for the programmable thermostat using a graphical user interface 

(GUI) program on a personal computer has also been tested (Williams 2006). Occupants 

were able to monitor their indoor conditions and electricity usage throughout the day. 

This information guided users in their cooling system decisions and, with the adoption 

of precooling to shift loads, energy and money were saved. Home occupancy can be 

monitored to develop statistical models that predict when the house will be occupied in 

the future, and need heating or cooling.  

Recent work at the University of Virginia with self-programming thermostats has 

yielded positive results (Gao 2009). These thermostats observe the occupancy patterns in 

a home and automatically optimize the heating and cooling schedule based on statistical 

occupancy. The occupant can set the level of occupancy that translates to an energy 
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system being activated by turning a comfort knob. An example would be if the house is 

occasionally occupied at 14:00 and the optimized schedule does not provide heating or 

cooling at that time. If the occupant wanted to make sure that the house would be 

comfortable at 14:00, in case one of those rare occasions occurred, they could adjust the 

comfort knob to have the system consider that level of occupancy worth controlling the 

comfort. The costs for this added comfort are reductions in the energy savings, but a 

balance can be tuned by the occupants to reach the best comfort / energy consumption 

ratio.  In the most cost efficient mode, the test researchers reported 15 percent energy 

savings on top of the EnergyStar recommended setback schedule (EnergyStar 2010).  

Hydronic heating systems can also be improved to reduce energy waste that 

occurs during low demand periods. Instead of keeping the hot water reservoir at a 

constant high temperature throughout the course of a day, a process that requires energy 

even if the water is not circulated for heating use, the reservoir temperature can be 

lowered during these observed periods when heating is not needed. Butcher et al. (2006) 

observed energy savings on the order of 25 percent when they adopted temperature 

reductions to fit with an annual load pattern model.  

2.2.2 Improving Energy Efficiency 

 Energy conservation strategies save energy by reducing the benefits of the 

energy system (such as not providing optimal comfort at certain periods of the day); 

energy efficiency improvements are able to save energy and provide equal, if not 

greater, benefits. These efficiency gains can be reached by improving both the physical 

hardware and how the system operates.  
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 Improving the performance of individual components in the heating and cooling 

system can improve energy efficiency by requiring less electricity and running in shorter 

intervals. For central forced air heating and cooling systems, energy can be saved by 

using a more efficient blower fan. Studies conducted at Lawrence Berkley National 

Laboratory have investigated several high efficiency motors used for blowers (Walker 

and Lutz 2005; Lutz et al. 2006)). Two prominent technologies are permanent split 

capacitor (PSC) single-phase induction and brushless permanent magnet (BPM) motors. 

Under field conditions, natural gas furnaces fitted with PSC motor driven blowers 

consumed 10 percent less electricity than the DOE test procedure results; BPM 

consumed 36 percent less electricity. Note that these percentages are only the electricity 

savings for the fan motors, actual energy savings would be less.  

 The heat source / sink used in heat pump and VCC cycles offer an area to 

improve the system efficiency. Lower outdoor temperatures for heat pump evaporator 

units translate to higher pressure ratios if the condenser coils are to deliver the same 

temperatures for heat exchange. Higher pressure ratios require more compressor work, 

and lower overall system efficiency. The ground around a house can be used as the heat 

source for heat pump systems and the heat sink for VCC cooling systems. These 

geothermal ground source heat pump (GSHP) systems can predominantly use the soil or 

water in the aquifer to exchange heat with depending on the size and demand of the 

system. Sanner et al. (2003) and Lund et al. (2003) evaluated the world utilization of 

geothermal heat pumps. In 2003 they reported only over one million worldwide units, 

but observed a 10 percent increase each year. Omer (2008) reviewed the current 

technology and configurations of GSHP and recommends them based on improved 
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energy efficiency and reductions to CO2 emissions. Energy savings are seen in almost all 

systems; however, the high installation costs are still limiting widespread adoption.  

 The Center for Environmental Energy Engineering (CEEE) at the University of 

Maryland observed promising results using evaporative cooling in the condenser unit 

(Hwang et al. 2001). The experiment was performed in two environmentally controlled 

test chambers to control both the indoor and outdoor conditions a cooling system would 

see. The tube sizing and wheel speed were optimized to maximize the evaporative 

condenserôs benefits, and a higher capacity, COP, and seasonal energy efficiency ratio 

(SEER) were seen compared to a standard air cooled unit.  

Energy is often lost by systems overshooting their set points; overshoot occurs 

when the house continues to cool down below the set point after the system has been 

turned off.  This is detrimental because it introduces a larger, unwanted temperature 

difference. Often this triggers a manual re-set of the temperature controls by the 

occupants in an effort to maintain comfort. Occupants even overset the thermostat 

setting, believing that the system will respond similarly to an automobile throttle. They 

believe the conditions will arrive at a comfortable position faster than simply setting it at 

that comfortable position.  Use of proportional, integral, and/or derivative (P, I, and/or 

D) controllers has been shown to eliminate overshoot and save energy in simulations 

(Kolokptsa 2003) and environmental chambers testing (Kolokotsa et al. 2006) on the 

order of 20 percent. While these have been shown to work, applying improper gains 

often results in instability, and predictive modeling is needed to account for large 

disturbances such as elevated solar and human loading (Dounis 2009).   
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Multiple-stage furnaces and compressors are used to improve the efficiency of 

heating and cooling systems. A specific load can be met with the most efficiency by a 

particular capacity. The multi-stage systems are able to deliver different levels of 

capacity at the different stages. Lower loads might only require a little bit of heat, so the 

low setting on a multi-stage furnace might only combust the natural gas at a fraction of 

what it is capable of. In 2006 both the DOE and ASHRAE performed studies on 

residential two-stage furnaces with traditional fan motor technology; interestingly, each 

test arrived at a different conclusion. The Lawrence Berkley National Laboratory 

compared the two tests and results reported by other field tests (Lekov et al. 2006). 

When combining the reduction in fuel with the increase in electricity consumption in 

two-stage furnaces, the DOE test yielded a three percent reduction in energy. The 

ASHRAE test showed almost no difference in the energy consumption compared to a 

single-stage system in the same efficiency class. The reviews cited ASHRAEôs better 

methodology for calculating the energy consumption as the reason for the discrepancy 

because the field tests also were unable to show energy savings. Two-stage furnaces 

with BPM blower fan motors are shown to improve the energy efficiency, so these 

results suggest savings is due primarily to the motor.  

2.3 Multiple Sensor Control 

2.3.1 Room Variations and Zoning  

Another source of energy loss in residential heating and cooling systems is in 

large temperature differences between rooms; individual rooms or areas in a house can 

be several degrees cooler or warmer than the remainder of the house and even the area 
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surrounding the thermostat. Occupants can experience large periods of discomfort and 

again try to compensate by treating the thermostat like an ñON/OFF switchò by 

manually adjusting the set point to a temperature higher or lower than the comfort level 

desired. The system then heats or cools constantly until the occupant achieves localized 

comfort; consequently, other areas of the house become uncomfortable and an unstable 

cycle of overshooting the set points ensues. A solution that has been explored is to have 

multiple sensors distributed throughout the house so the controller will know about any 

large temperature differences. The ASHRAE Handbook (ASHRAE 2009) recommends 

the use of multi-zone control when a single thermostat is not able to properly 

characterize the house due to zone-to-zone temperature differences.  

Simulations have been conducted that yield energy savings in central, single 

position systems that use multiple sensors to construct a more detailed environment. Lin 

et al. (2002) found savings in control strategies that averaged the conditions in the house 

so heating or cooling was not initiated if it would push a room further away from the set 

point. Though rare for residential use due to the price, multi-zoning and using a VAV 

system to deliver variable amounts of air can save energy by only providing heating or 

cooling to zones that need it. Oppenheim (1992) developed several multi-zone setback 

strategies and compared them to a single zone strategy with an 8-hour 12°F setback. He 

was able to see fuel savings of 12 percent with a multi-zone strategy using  22-hour 

setbacks in two of the zones, but saw six percent additional fuel consumption when the 

bedroom zone was set back 18 hours and the rest of the house only 12. An extensive 

comfort and outdoor condition analysis was not performed with this study. This analysis 

could show the sources for the unexpected results of increasing the fuel consumption. 



 

 27 

 

Temple (2004) also showed that energy consumption increased slightly in a home 

installed with a zoned system because rooms that were originally uncomfortable from 

not receiving enough cooling energy, were provided with it. This cost the system more 

energy but provided more overall and uniform comfort.  

Systems can also be zoned that are CAV by opening and closing the registers in 

the zones. Manually adjusting the registers would be a daunting task if variable loads 

and demands were always being imposed on the house. The Demand Response Enabling 

Technology Development (DRETD) group at the University California Berkeley has 

performed some preliminary work in the field of automating dampers to zone houses 

(Brown 2007). The research project divided a two-story home into four zones, and used 

an occupancy schedule to dictate the set points for individual zones during heating 

season. The original thermostat was located in the zone that would always report the 

lowest temperatures, so without the multi-zone system this house saw over heating in 

every other zone. This observation and the occupancy schedule are two important details 

that can explain the high 26 percent energy savings. Another factor that register 

automation systems need to be cautious of is restricting too much airflow. Walker 

(2003) determined that closing registers translates to increased energy usage by the fan. 

He warned that closing 60 percent of the registers could lead to frozen evaporator coils 

(not enough heat transfer) and other pressure related issues.  

2.3.2 Wireless Sensor Networkôs Opportunity 

Many articles in the ASHRAE Journal discussed using wireless technology to 

develop sensor networks for building monitoring and control applications. Wireless 

sensor networks are becoming easier to install and operate while decreasing in price and 
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operating power consumption (Wills 2004; Healy 2005). Questions about the cost 

effectiveness in retrofit and new construction applications and the reliability of wireless 

sensor networks are still being asked (Roth 2008).  

Akyildiz et al. (2002; 2005) review current wireless technology trends and explain 

how sensor networks operate. A simple network is comprised of sensor nodes (motes) 

that can transmit and receive information, a gateway, and a server to store information 

collected by the network (sink). The motes contain sensors, a microprocessor, a radio 

transceiver, and a power supply.  TinyOS (2009) is the standard operating system motes 

are programmed in. Most networks are set up as ad-hoc so that a preexisting routing 

infrastructure does not need to be in place. This allows for new sensors to join the 

network or ones to be removed (self healing mesh). Motes can also transmit their 

information through other motes by multi-hopping. Figure 2.7 shows a basic diagram to 

explain the different features found in wireless sensor network communication.   

 

Figure 2.7 Wireless Sensor Network Communication 

 The Center for Environmental Design Reach at UC Berkeley conducted a study 

in a simulated office building with under floor air distribution (UFAD) (Wang 2002). 

Several single and multi-senor control strategies were developed to test different sensor 

locations. One simulation used two sensors (one located at foot level and one located at 

chest height) and showed both an eight percent energy savings and improved thermal 

comfort. The second, floor level sensor allowed the supply air temperature to be 
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optimized to reduce stratification. Placing only one sensor at non-standard height can 

also improve the thermal comfort with UFAD systems.  

Research by the Center for the Built Environment (CBE) at UC Berkeley has 

yielded cooling system energy savings through control strategies that employed a 

wireless sensor network (Ota et al. 2008). The testing was performed on a single story 

residence with a central, two position cooling system in Pleasanton, California during 

the late summer. Three multi-sensor strategies, two of which used Fangerôs PMV-PPD 

comfort metric, were compared to single-sensor strategies. Figure 2.8 presents a figure 

from the study showing the average energy consumption of each control strategy 

normalized by the cooling degree hours. The error bars estimate the range of energy 

consumption from periods where data was missing from the test.  

 

Figure 2.8 Normalized Average Energy Consumption (Ota et al. 2008) 

 

These results show simultaneous comfort improvements and normalized energy 

savings of up to 79 percent. One can speculate that reported energy savings this large 
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could not be entirely due to these innovative control strategies. Several concerns that 

come to mind are the Standard OEM strategy used to benchmark the other strategies. 

The error bars for StandardOEM(24C) on Figure 2.8 show that there was a large amount 

of lost data. Figure 2.9from the study shows the temperature traces for each of the 

strategies on days with similar outdoor conditions.  

 

Figure 2.9 Daily Temperature Traces (Ota et al. 2008) 

 

The StandardOEM strategy on this figure also behaved quite differently than the 

other strategies. It appears that StandardOEM kept the entire house at a much cooler 

temperature during the day and even one room reaches 20°C, at least 5°C cooler than the 

corresponding point on the other strategiesô plots. These cooler conditions in the 






















































































































































































































