## ABSTRACT
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Design of mechanisms is an important branch of the theory of mechanical design. Kinematic structural studies play an important role in the design of mechanisms. These studies consider only the interconnectivity pattern of the individual links and hence, these studies are unaffected by the changes in the geometric properties of the mechanisms. The three classical problems in this area and the focus of this work are: synthesis of all non-isomorphic kinematic mechanisms; detection of all non-isomorphic pairs of mechanisms; and, classification of kinematic mechanisms based on type of mobility. Also, one of the important steps in the synthesis of kinematic mechanisms is the elimination of degenerate or rigid mechanisms. The computational complexity of these problems increases exponentially as the number of links in a mechanism increases. There is a need for efficient algorithms for solving these classical problems. This dissertation illustrates the successful use of techniques from graph theory and combinatorial optimization to solve structural kinematic problems.

An efficient algorithm is developed to synthesize all non-isomorphic planar kinematic mechanisms by adapting a McKay-type graph generation algorithm in combination with a degeneracy testing algorithm. This synthesis algorithm is about 13 times faster than the most recent synthesis algorithm reported in the literature.

There exist efficient approaches for detection of non-isomorphic mechanisms based on eigenvalues and eigenvectors of the adjacency or related matrices. However these approaches may fail to detect all cases. The reliability of these approaches is established in this work. It is shown, for the first time, that if the number of links is less than 15 , the eigenvector approach detects all non-isomorphic mechanisms. A matrix is also proposed whose characteristic polynomial detects non-isomorphic mechanisms with a higher reliability than the adjacency or Laplace matrix.

An erroneous assumption often found in structural studies is that the graph of a planar kinematic chain is a planar graph. It is shown that all the existing algorithms for degeneracy testing and mobility type identification, except those by Lee and Yoon, have this error. Further, Lee and Yoon's algorithms are heuristic in nature and were not rigorously proved. Several structural results and implicit assumptions for planar kinematic chains are proved in this work without relying on the erroneous assumption. These new results provide the mathematical justification for Lee and Yoon's algorithms, thereby validating the adoption of the Lee and Yoon's algorithms for practical applications. A polynomial-time algorithm based on combinatorial optimization techniques is proposed for degeneracy testing. This polynomial-time algorithm is the first degeneracy testing algorithm that works for both planar and spatial kinematic mechanisms with different types of joints.
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## Chapter 1

## Introduction

### 1.1 Motivation

The study of mechanisms began as early as the Iron age when people started building simple machines. Today mechanisms are encountered everywhere from nanomechanical devices to the space shuttle. Due to the overwhelming need for novel mechanisms, automated design of mechanisms from a given set of functional requirements is advantageous. During the conceptual design phase some of the functional requirements can be transformed into structural requirements of the mechanisms.

The structural studies of kinematic mechanisms are broadly divided into structural synthesis and structural analysis. The structural synthesis of kinematic chains involves enumerating all possible kinematic chains having a specified number of links, degrees of freedom and types of joints. One of the important steps in this process is the detection of degenerate kinematic chains using Gruebler's degrees of freedom equation (1]. In structural analysis, the major problems are isomorphism detection and identification of type of mobility. Figure 1.1 shows the hierarchy of structural studies of kinematic mechanisms.

Structural synthesis usually involves generation of the list of several, possibly redundant, kinematic chains followed by explicit elimination of isomorphs. Due to the computational inefficiency of isomorph detection, efficient kinematic synthe-


Figure 1.1: Hierarchy of kinematic structural studies.
sis algorithms must minimize the explicit isomorph detection step. Researchers in the mechanisms community follow different approaches to enumerate the nonisomorphic kinematic chains. However, most of the existing methods are not computationally efficient and hence only generation of non-isomorphic kinematic chains with fewer links was possible. Furthermore there are several discrepancies in the results obtained by researchers [2] in the mechanisms community.

Hence there is a need for an efficient and reliable algorithm for the synthesis of kinematic chains and a reexamination of the existing results on kinematic synthesis to validate the existing methods. This forms the first objective of this dissertation.

The structural isomorphism problem is an age old problem which has long been taunting researchers in the mechanisms community. Researchers developed
different kinds of codes and indices that would indicate if a pair of kinematic chains is isomorphic. However most of these codes or indices are either computationally inefficient or unreliable. Much research has also been devoted in graph theory to the more general graph isomorphism problem. This problem was so popular that in 1977 it was named "The Graph Isomorphism Disease" [3]. In graph theory, researchers were able to find efficient solutions for certain classes of highly structured graphs. However, there is widespread skepticism about finding polynomial-time algorithms for all kinds of graphs (1) 5

Since the graph of a kinematic chain has a well defined recursive structure, it can be hoped that one may develop a polynomial-time algorithm for kinematic chains. One approach would be to use spectral methods. Spectral methods use properties that are a function of the eigenvalues of graph matrices of a kinematic chain to identify isomorphism. These properties include the characteristic polynomial, eigenvalues and eigenvectors. Since the algorithms for finding spectral properties can be solved in polynomial-time, finding a spectral invariant which distinguishes non-isomorphs would result in finding a polynomial-time algorithm for the isomorphism problem. This motivated Objective 2 of this study to establish efficiency and reliability of spectral methods.

Researchers in graph theory have used another matrix, called the Laplace matrix, for similar structural results. This motivated the work of Objective 3, which is to evaluate the reliability of the characteristic polynomial of the Laplace matrix and also to develop a graph matrix of a kinematic chain that could be used to detect structural isomorphism with high reliability.

One of the common methods for structural classification of kinematic chains is based on the type of mobility a kinematic chain possesses. Broadly, a kinematic chain can possess partial or total mobility. A kinematic chain is called degenerate or rigid if any one of its closed subchains has less than one degrees of freedom (meaning the subchain cannot move). The problems of mobility type identification and degeneracy testing, when translated onto the graph of the kinematic chain, involves checking if a linear inequality involving the vertices and edges of the graph is valid for each induced closed subgraph. Several algorithms have been proposed for degeneracy testing but almost all of them are either computationally inefficient or valid for only certain types of chains.

In the structural analysis of planar kinematic chains one common error is to assume that the graph of a planar kinematic chain is a planar graph [6]. It was pointed out recently [7] that the main cause for this is the misuse of the word 'planar'. In mechanisms it means to lie in one or more parallel planes but in graph theory it means to lie on a single plane. Several algorithms for structural analysis, including the algorithms for degeneracy testing, isomorphism testing and mobility type identification, work under the assumption that the graph of a planar kinematic chain is a planar graph. In contrast Lee and Yoon's [8, 9] algorithms for degeneracy testing and mobility analysis are claimed to be valid for all planar kinematic chains with revolute joints but their published work does not include proper and complete mathematical proofs. So the need exists to develop structural results for planar kinematic chains without using the planarity assumption. This is taken up as Objective 4 and these structural results are used to provide justification
for the algorithms of Lee and Yoon.
The extension of Lee and Yoon's algorithms to planar mechanisms with different types of joints results in certain problems. For the case of spatial mechanisms that satisfy Gruebler's degrees of freedom equation, none of Lee and Yoon's algorithms are applicable. This is because the graph structure of spatial mechanisms is different from that of planar mechanisms due to differences in the corresponding degrees of freedom equations. Also the theoretical complexity of the existing degeneracy testing and mobility type identification algorithms is not known. So the need exists to consider the problem of finding efficient algorithms for degeneracy testing and mobility type identification that are valid for both planar and spatial kinematic mechanisms. This is the last objective of this dissertation.

### 1.2 Research Theme and Objectives

Structural studies of kinematic mechanisms have not fully utilized the recent and more sophisticated techniques of graph theory. The overarching research theme of this work is to solve the structural problems of kinematic mechanisms using the techniques from graph theory and combinatorial optimization. This work illustrates the success of these approaches.

The following research objectives were formulated during the course of research.

Objective 1: To validate the results of structural synthesis of planar kinematic chains using McKay-type algorithms.

Objective 2: To evaluate the reliability and efficiency of spectral methods for isomorphism detection.

Objective 3: To evaluate the reliability of the characteristic polynomial of the Laplace matrix and to develop a graph matrix of a kinematic chain that detects structural isomorphism with high reliability.

Objective 4: To develop structural results for kinematic chains that do not rely on the planarity assumption and use these results to provide justification for the structural analysis algorithms of Lee and Yoon [8, 9].

Objective 5: To develop an algorithm for degeneracy testing that works for both spatial and planar kinematic chains, with planar or non-planar graphs and with different kinds of joints. (This algorithm will assume the validity of Gruebler's degrees of freedom equation for spatial kinematic chains.)

Figure 1.2 shows the relation of the research objectives to the hierarchy of structural studies of kinematic mechanisms.

### 1.3 Methodology

This section briefly describes the methodology applied to each of the research objectives stated above.

Objective 1: Structural synthesis of planar kinematic chains:

The discrepancies in the structural synthesis results in literature are either due to invalid isomorphism checking or invalid degeneracy testing. Tuttle [10], us-


Figure 1.2: Research objectives in relation to the hierarchy of structural studies.
ing group theoretic techniques, was able to develop an efficient method for synthesis of kinematic chains. The success of Tuttle's application of group theoretic methods motivated the use of efficient exhaustive isomorph-free generation algorithms from the field of graph theory. These algorithms apply group theoretic techniques to minimize the explicit isomorphism checking. The exhaustive isomorph-free generation algorithms have never been used for the synthesis of kinematic mechanisms prior to this work. In this dissertation an algorithm belonging to one particular class of exhaustive isomorph-free generation algorithms, called McKay-type, in combination with an efficient degeneracy testing algorithm is used for the synthesis of planar mechanisms.

The results are elaborated in Chapter 4.

Objective 2: Reliability and efficiency of spectral methods for isomorphism detection:

This work establishes, for the first time, the reliability of the existing spectral techniques - characteristic polynomial and eigenvector approaches-for isomorphism detection. The reliability of the use of the characteristic polynomial of the adjacency matrix is established by computationally determining the number of pairs of non-isomorphic chains with up to 14 links and 1,2 and 3 degrees of freedom. The most recent eigenvector approach [11, 12, 13] is critically reviewed and the correct mathematical proof is provided for the statement which forms the basis for this approach. Chapter 5 contains the details of this objective.

Objective 3: Novel graph matrices for isomorphism detection:

The Laplace matrix of a graph is used extensively in the field of algebraic graph theory to characterize a graph by its spectral properties. This work establishes the reliability of the characteristic polynomial of the Laplace matrix for isomorphism detection of a kinematic chain through computational means. In the search for a matrix whose characteristic polynomial unfailingly detects isomorphism, novel matrices called the extended adjacency matrices are developed and examined. The results are discussed in Chapter 6.

Objective 4: Reevaluation of algorithms for degeneracy testing and mobility type identification:

Mobility analysis is one of the fundamental problems of structural studies of
kinematic chains. Degeneracy testing, an important step in structural synthesis, can be considered as a part of the mobility analysis due to the similarity of the two problems. One common shortcoming in the algorithms for solving these two problems is the assumption that the graph of a planar kinematic chain is a planar graph. This dissertation shows that almost all the mobility type identification and degeneracy testing algorithms, except those of Lee and Yoon, are based on the assumption that the graph of a planar kinematic chain is a planar graph. The two most efficient algorithms on degeneracy testing (those by Hwang and Hwang, and Lee and Yoon) are investigated and reappraised with respect to this assumption. Further details on this objective are given in Chapter 7 .

Objective 5: Polynomial-time algorithm for degeneracy testing:

This work develops an original, polynomial-time, algorithm for degeneracy testing that is applicable for both planar and spatial mechanisms with different types of joints. This is done by first reducing the degeneracy testing problem to a 0-1 quadratic optimization problem with a single constraint. Next the $0-1$ quadratic optimization problem is further reduced to minimizing $|E| 0-1$ quadratic functions, where $|E|$ is the number of edges of the graph. Chapter 8 contains the details of the research done to achieve this objective.

## 1．4 Organization of the Dissertation

Chapter 2 presents basic results from mechanisms literature to serve as a back－ ground for problems addressed in this work．Chapter 3 reviews the existing literature in the areas of kinematic synthesis and analysis，including the isomorphism and de－ generacy detection problems．Chapter $⿴ 囗 十 ⺝ 丶$ describes the different types of exhaustive non－isomorphic generation methods for combinatorial structures．This chapter also describes the adaptation of a McKay－type algorithm for structural synthesis and discusses the results obtained．Chapter 5 establishes the efficiency and reliability of different existing spectral methods for isomorphism detection．Chapter 6 describes the methods and results of the use of the characteristic polynomial of the Laplace matrix for isomorphism detection．Chapter 6 chapter also presents a novel matrix whose characteristic polynomial detects isomorphism with high reliability．Chapter 7 presents the inadequacies of existing degeneracy testing algorithms and the jus－ tifications for the validity of Lee and Yoon＇s［8］algorithms．Chapter 8 describes a polynomial－time algorithm for degeneracy testing using combinatorial optimization methods．Lastly，Chapter 9 discusses the contributions and future directions of the work．The mathematical concepts from graph theory and group theory that are used in this work are briefly described in the Appendices．

## Chapter 2

## Background

This chapter presents basic definitions relevant to the study of kinematic chains and mechanisms. This chapter can be skipped by the readers with mechanisms background and is included for the sake of completeness of the work. Using the graph theoretic concepts, different equivalent representations of kinematic chains are presented. Finally, different types of mobility are defined for use in Chapters $\mathrm{T}^{7}$ and 8 .

### 2.1 Kinematic Chains and Mechanisms

A kinematic chain consists of links which are connected pairwise by joints. Each link in a valid kinematic chain should have at least two distinct joints which are in turn connected to two other distinct links. If a link has $k$ joints, it is called a $k$ nary link. Similarly, if a joint connects $k$ links then it is called a $k$-nary joint. Figures 2.1 and 2.2 show different kinds of links and joints where the links are represented by a hatched polygon. (This representation is the structural representation as defined in the next section.) A $k$-nary link is also said to be a link with valency or degree equal to $k$. Any $k$-nary joint connecting $k$ links can be equivalently represented by $k$ links and $k-1$ binary joints as shown in Figure 2.3. A kinematic chain is said to closed if the degree of each link is at least two and is said to be open otherwise.

A mechanism is obtained from a kinematic chain when one of the links is fixed. All the mechanisms that can be obtained from a given kinematic chain form kinematic inversions of the chain. A basic kinematic chain is a kinematic chain such that each joint connects exactly two distinct links. Throughout the reminder of this dissertation, unless otherwise explicitly stated, a kinematic chain means a basic kinematic chain. A kinematic chain or mechanism is called planar if all the links of the chain or mechanism are in one plane or parallel planes.


Figure 2.1: (a) Binary Link, (b) Ternary Link, and (c) Quaternary Link


Figure 2.2: (a) Binary joint and (b) Ternary joint

The degrees of freedom of a mechanism are the number of independent parameters required to completely specify the configuration of the mechanism in space.

(a)

(b)

Figure 2.3: Binary joint equivalents of (a) Ternary joint as shown in Figure 2.2(b) and (b) Quaternary joint

The number of degrees of freedom, $f$, of a mechanism, $M$, is

$$
\begin{equation*}
\operatorname{DOF}(M)=\lambda(l-1)-\sum_{i=1}^{j} c_{i} \tag{2.1}
\end{equation*}
$$

where $l$ is the number of links, $j$ is the number of joints, $\lambda$ is the motion parameter and $c_{i}$ is the degrees of constraints on relative motion imposed by a joint. $\lambda$ is 3 (2 translations and 1 rotation) for planar mechanisms and is 6 (3 translations and 3 rotations) for spatial mechanisms. Considering only planar mechanisms with revolute joints, for which $c_{i}=2$, we can rewrite the equation (2.1) as follows

$$
\begin{equation*}
3 l-2 j=f+3 \tag{2.2}
\end{equation*}
$$

This is called the Gruebler equation [1]. The number of degrees of freedom $(f)$ of a kinematic chain, $K$, is also called the mobility of $K$. This is different than the types of mobility defined later in Section 2.3. In this work, a higher pair for planar kinematic mechanism means a joint with more than one degrees of freedom.

A kinematic chain, $K^{\prime}$, contained within or equal to a given kinematic chain, $K$, is called a subchain of $K$. If the containment of $K^{\prime}$ in $K$ is proper $\left(K^{\prime} \neq K\right)$, then $K^{\prime}$ is called a proper subchain of $K$. A kinematic chain, $K$, is called degenerate or rigid if any one of its subchains has less than one degrees of freedom. Hence a degenerate kinematic chain contains a subchain that cannot move. The kinematic chain shown in Figure 2.4(a) is an example of a degenerate chain, where links $a, b$ and $c$ form a structure or subchain of zero degrees of freedom. A kinematic chain, $K$, is called a basic rigid chain if the degrees of freedom of $K$ are equal to 0 and the degrees of freedom of every proper subchain are greater than zero. In other words, a basic rigid chain is a degenerate kinematic chain such that all of its proper subchains are non-degenerate. Figure 2.4(b) shows an example of a basic rigid chain.

(a)

(b)

Figure 2.4: (a) 8-link degenerate mechanism and (b) 5-link basic rigid chain

### 2.2 Representations of Kinematic Chains

There are three main representations of kinematic chains: Structural Representation; Graph Representation; and Contracted Graph Representation.

1. Structural Representation: In structural representation, each link of a kinematic chain is denoted by a polygon whose vertices represent the joints. In the case of a binary link the polygon reduces to a line between two joints. Figure 2.1 shows different types of links (represented by cross-hatched polygons) and Figure 2.6(a) shows a structural representation of a kinematic chain. This is the most intuitive representation.
2. Graph Representation: In graph representation, any kinematic chain can be uniquely represented by a simple graph, called the graph of the kinematic chain. The links of the chain correspond to the nodes of the graph and the joints correspond to the edges. Figure 2.5 shows the correspondence of the links and joints in the structural representation to the vertices and edges, respectively, in the graph representation of a 5-link kinematic chain. Figure $2.6(\mathrm{a})$ and $2.6(\mathrm{~b})$ show the structural and graph representation respectively of another kinematic chain.
3. Contracted Graph Representation or Franke's Notation: Given a graph, $G$, one can form a contracted graph, $C G . C G$ along with the lengths of the binary strings corresponding to the each edge of $C G$ uniquely represents $G$. Hence, the kinematic chain can be uniquely represented by $C G$. Figure 2.6 shows the contracted graph representation of a kinematic chain. This contracted graph representation is historically called Franke's notation for kinematic chains. Classically, in Franke's notation each polygonal link is represented by a circle and the string of binary links by lines. The degree of the link is placed within
the circle and the numbers corresponding to the number of consecutive binary links (including zero) in each binary string is placed next to the corresponding lines (14].

(a)

(b)

Figure 2.5: One-one correspondence between the links and joints of the structural representation to the vertices and edges of the graph representation (e.g. $l_{1} \leftrightarrow v_{1}$ and $j_{23} \leftrightarrow e_{23}$ ) (a) Structural Representation and (b) Graph Representation

Since most of the analysis done in this work is based on graph theory, from this point forward, a kinematic chain will be represented by its graph. The words link and vertex and joint and edge are used interchangeably. All the invariants or functions of a given kinematic chain, like degrees of freedom, are considered to be the invariants or functions of the corresponding graph.

### 2.3 Mobility type of Kinematic Chains

In structural analysis the mechanisms are analyzed based on functional requirements. This mainly involves determining:

1. The type of freedom or mobility of the kinematic chain.


Figure 2.6: (a) Structural Representation, (b) Graph Representation and (c) Contracted Graph or Franke's Representation of a 12 -link planar mechanism
2. The structurally distinct mechanisms that can be obtained from the chain.
3. The structurally distinct driving mechanisms that can be obtained from the chain.

Of the three, analysis based on the type of mobility is most common. The other two are not addressed in this work and hence only types of mobility are defined in this section.

A kinematic chain can possess one or more of the four types of mobility.

1. Non-degenerate mobility: A kinematic chain is said to posses non-degenerate mobility if it is not degenerate, that is, if all its subchains have more than zero degrees of freedom.
2. Fractionated mobility: A kinematic chain is said to posses fractionated mobility if it has a separation link or joint which, when cut into two splits the chain into separate (closed) kinematic chains. The graph of a non-fractionated kinematic chain is a block, as the term is defined in graph theory.
3. Partial mobility: A kinematic chain with $f>0$ degrees of freedom is said to posses partial mobility if it has at least one subchain with degrees of freedom, $f^{\prime}$, such that $0 \leq f^{\prime}<f$.
4. Total mobility: A kinematic chain with $f>0$ degrees of freedom is said to posses total mobility if all its subchains have degrees of freedom $f^{\prime} \geq f$.

In Chapter $\sqrt{7}$ a more general mobility type, called $\alpha$-mobility, is introduced. $\alpha$ mobility encompasses the definitions of non-degenerate, partial and total mobility.

Further details on structural studies of kinematic mechanisms can be found in [1].

## Chapter 3

## Literature Review of Structural Studies

This chapter presents the review of the literature in methods of structural synthesis and analysis of kinematic mechanisms. Studies on structural synthesis and analysis of kinematic mechanisms are together called structural studies of kinematic mechanisms.

### 3.1 Introduction

First, kinematic synthesis means obtaining a mechanism satisfying certain requirements by applying a systematic procedure. In general, kinematic synthesis is performed in three steps [14]: problem definition, type synthesis and dimension synthesis.

1. Problem definition: The design problem is formulated in terms of topological, functional and geometric requirements or constraints that must be achieved by the mechanism. Topological requirements mainly include a desired type of motion and degrees of freedom. Functional requirements include number of outputs and the functions to be performed by each of these outputs. Geometric requirements include dimensional constraints, and force and time response constraints.
2. Type synthesis: Type synthesis is the determination of the structure of the
mechanism from its desired kinematic performance as defined by Freudenstein and Dobrjanskyj [15]. The structure of a mechanism is generally specified by the number and type of links including input links and ground links, the number and type of joints and their connectivity. Type synthesis is generally done in two steps: structural synthesis and structural analysis which are discussed in more detail in the next section.
3. Dimension synthesis: This type of synthesis involves finding the necessary physical dimensions for all parts of the mechanism. The mechanisms obtained after type synthesis are further refined by imposing the geometric constraints.

Figure 3.1 displays the broad schematic of the steps of kinematic synthesis. Figure 3.2 shows the detailed schematic of the kinematic synthesis. The following sections will present a review of existing literature in structural synthesis and analysis of kinematic mechanisms.

### 3.2 Structural Synthesis

In structural synthesis all possible mechanical structures satisfying a given set of requirements like degrees of freedom, number of links, are determined. More precisely, mechanisms are enumerated based on topological requirements. Classically, structural synthesis has concentrated on planar revolute jointed chains 16, 17, 18, 19, 20, 21, 22]. The earliest attempt at synthesis by enumeration was performed by Gruebler [23, 24]. The approaches for structural synthesis of kinematic chains usually fall into one of two classes: by link assortments or by building up from simpler


Figure 3.1: Kinematic Synthesis Process.


Figure 3.2: Detailed Kinematic Synthesis Process.
chains [14, 2].

### 3.2.1 Link Assortment

In the link assortment approach, kinematic chains are enumerated by first determining different assortments of (polygonal) links subject to the Gruebler's degree of freedom (DOF) equation (2.2). A kinematic chain can be uniquely represented by the graph whose vertices correspond to the links of the chain and whose edges correspond to the joints of the chain. In graph theoretic terms, the structural synthesis of kinematic chains corresponds to enumeration of graphs subjected to a linear constraint (DOF equation) between vertices and edges of each sub-graph.

Many researchers have applied the link assortment approach to synthesize kinematic chains. The first step in the link assortment synthesis is to generate all the possible contracted graphs for a given number of links and degrees of freedom from the link assortments. Then for each such contracted graph, binary links are inserted in all possible ways to generate the desired chains. Finally the graphs of the chains obtained are checked for the presence of rigid (i.e., degenerate) chains and isomorphs.

Using Franke's notation, Davies and Crossley 25] enumerated the 230 one DOF chains with 10 links, and 40 two DOF chains with 9 links. Freudenstein and Dobrjanskyj [15] and then Crossley [16] using a graph-theoretic approach verified the 16 one DOF chains with 8 links. Woo [17] generated the adjacency matrices of the contacted graphs using the interchange method from each of the degree se-
quences satisfying the DOF requirements. In his paper, he used permutation group techniques involving the Burnside lemma to enumerate the number of possible ways of adding consecutive binary vertices to the contracted graphs. Woo also sketched all the 230 single DOF chains with 10 links and substantiated Davies and Crossley's (25) count.

Freudenstein [26] emphasized the usage of Polya's theory of enumeration of colored graphs in structural synthesis of kinematic chains. Using Polya's theory one transforms the problem of enumerating distinct colorings with a group action to finding the cyclic index of that group. A typical application in structural synthesis would be to count the number of non-isomorphic kinematic chains that can be obtained from a contracted graph as this can be treated as a standard labelling problem in graph theory. This would involve finding the cyclic index of the automorphism group of the contracted graph which can be equally difficult for graphs with a large number of vertices. Using graph theory and Polya's theory of counting Huang and Soni [20] enumerated kinematic chains with kinematic elements (joints) such as revolute pairs, cam pairs, springs, belt-pulley, piston-cylinder and gears. Huang and Soni represented a chain with different kinds of joints as an edge- $n$-colored graph, where $n$ represents the different kinds of joints, and hence they reduced the structural synthesis problem to the problem of enumeration of edge- $n$-colored graphs.

Using the same approach, Tuttle et al. 21, 27] enumerated the kinematic chains systematically, which reduced the need for isomorphism testing to a large extent. Up until now, the work of Tuttle and coworkers, is the best synthesis approach in terms of computational speed. In the spirit of Davies and Crossley's 25]
representation, the contracted graphs in Tuttle's work are called bases and edges are called bonds. Tuttle's procedure can be summarized in graph theoretic terms as follows:

1. Determine all possible partitions (numbers and types) of higher links.
2. Find all non-isomorphic bases corresponding to a partition.
3. Determine the symmetry group of the base.
4. Determine all possible combinations of obtaining kinematic chains from a base.
5. Find the list of non-isomorphic chains for each combination by applying the symmetric group of the base.
6. Eliminate all degenerate chains.

Using this approach Tuttle et al. [21, 27] also enumerated distinct inversions of kinematic chains. Tuttle 10 further refined and automated the approach for finding non-isomorphic bases to enumerate the kinematic chains with 4 through 12 links and 1 through 3 DOF. Up until now, this is the most comprehensive enumeration found in mechanisms literature. Classifying the bases into distinct non-isomorphic classes and using the symmetric group of each base considerably reduces the need for isomorphism testing. One drawback to Tuttle's approach is that the synthesis is done as a function of the number of loops, which is a characteristic that is not clearly defined for mechanisms with non-planar graphs.

### 3.2.2 Building up from Simpler Chains

A different approach in synthesizing kinematic chains is to start building them from simpler kinematic chains. An element of an Assur group is a kinematic chain with free or unpaired joints on the links that, when connected to a stationary link, will have zero DOF. A basic rigid chain is a chain of zero DOF and all of whose subchains have DOF greater than zero. So in other words, an element of an Assur group is a basic rigid chain with one of its links deleted. In the approach of building from simpler chains an Assur group is added to a given chain and the resulting DOF is the same as that of the starting chain. One should observe that degenerate chains will not result from this process if the starting chain is non-degenerate and if the free joints of the Assur group are not all added to a single link. Manolescu and others [28, 29, 30, 18, 19] have used this method extensively in enumerating kinematic chains.

Tischler et al. 31, 32], use a modified version of an orderly generation algorithm of Colbourn and Read [33], called the Melbourne method, for the synthesis of kinematic chains. Tischler et al., first obtain all possible degree partitions for a given number of links and DOF. For each degree partition, starting from a link with highest degree, links are added in all possible ways. This imposes a tree-like structure where a branch exists when there is more than one choice of connection to an intermediate structure. The isomorphs are eliminated by defining a canonical connection using a canonical labelling of the kinematic chains. It has been claimed that this procedure results in very few isomorphs [31, 32]. Even though the method
of Tischler et al., claims to minimize explicit isomorphism testing they were only able to generate kinematic chains with a lower number of links compared to other approaches. One of the possible reasons might be the complicated but not canonical rules used to produce canonical connection.

### 3.2.3 Other Methods

There are few other synthesis methods besides link assortment and building up methods. Mruthyunjaya [34 has used the approach of transformation of binary chains for the synthesis of chains. The first step in this approach is to enumerate the chains with binary links and with single and multiple joints. Then the multiple joints are successively replaced by two simple joints and the binary link is replaced with a polygonal link resulting in different types of kinematic chains with simple and multiple joints. Thus all simple kinematic chains are enumerated.

Hwang and Hwang [35] uses a contracted link adjacency matrix (CLAM) of the kinematic chain for enumeration. CLAM is the modified adjacency matrix of a specific contracted chain where the binary strings of length greater than zero are contracted into one binary string. The off-diagonal entries of CLAM are the same as the corresponding entries of the adjacency matrix. The principle diagonal elements of CLAM corresponding to the polygonal link are the valencies and those corresponding to the contracted link are the negative of the size of the binary chains before contraction. All possible CLAMs are generated by solving linear equations, the degenerate chains are eliminated and finally the isomorphs are detected.

Schmidt et al. [36] use a general graph grammar methodology for the synthesis of kinematic mechanisms. The grammar rules add vertices and loops to intermediate graphs to obtain a graph with desired structural properties. A grammar adaptation of the linear time algorithm of Hopcroft and Wong [37] is used to eliminate the isomorphic copies. The graphs are contracted for isomorphism testing to improve the efficiency. As the grammar rules are based on planar graphs their synthesis only generates kinematic chains with planar graphs. This method was proven to be accurate but was not practical for generation of kinematic chains with larger number of links as all the structures are stored in memory.

Recently Rao and Deshmukh [38] developed a method based on loop formation for structural synthesis which eliminates explicit isomorphism detection. The loop formation techniques are valid only for kinematic chains whose graphs are planar and hence are seriously restricted.

### 3.3 Structural Analysis

In structural analysis the mechanisms are analyzed based on functional requirements. This mainly involves determining:

1. The type of freedom or mobility of the kinematic chain.
2. The structurally distinct mechanisms that can be obtained from the chain.
3. The structurally distinct driving mechanisms that can be obtained from the chain.

The concepts of total, partial and fractional mobility were introduced by Manolescu [28]. Davies [39] used graph theory to generalize the Manolescu's ideas on total, partial and fractional mobility. Davies also stated several theorems relating the types of mobility to the size of simple loops of the mechanism. These results were used extensively in most of the subsequent papers on structural analysis. However most of Davies' theorems are only valid for planar mechanisms whose graphs are planar.

Sen and Mruthyunjaya [6] presented several counterexamples to Davies' theorems. They, in fact, analyzed the causes for failure of Davies' theorems, one of which being the assumption that the graphs of planar mechanisms are always planar graphs. Surprisingly, even after Sen and Mruthunjaya's work in 1996 many researchers continued to use results based on incorrect planarity assumptions in their analysis. Earlier, Mruthyunjaya and Raghavan (40 used the Davies' theorems and obtained algebraic procedures based on a link-link adjacency matrix representation of kinematic chains for the detection of fractionated and partial mobility of chains. Mruthyunjaya and Raghavan [40] also used the graph representation to characterize fractionated mobility by the presence of a cut-vertex. They developed a criterion for partial mobility by finding the minimum sized loops from the powers of the adjacency matrix. Unfortunately, these results have the same drawbacks as those in Davies' theorems. Mruthyunjaya and Raghavan [41] also presented computer implementations for detecting the type of mobility and for deriving distinct mechanisms and driving mechanisms, from a kinematic chain. Detection of type of mobility relied on the procedures that were developed earlier by Mruthyunjaya and

Raghavan [40]. So the work done by Mruthyunjaya and Raghavan [40, 41] is based on the planarity assumption.

Agrawal and Rao 42 proposed methods for detection of fractionated mobility using the path loop connectivity matrix (Path LOCM). They presented the properties of the loop freedom matrix for fractionated chains. In a subsequent paper Agrawal and Rao 43], presented a method for the analysis of the mobility properties of a kinematic chain by its loop freedom matrix and its permanent function. The DOF equation for a general mechanism in terms of its independent loops and connecting mechanisms was also derived by Agarwal and Rao [44]. Next, they developed a hierarchical classifying scheme of kinematic chains and mechanisms using loop connectivity properties of multi-loop kinematic chains 44. All the work done by Agarwal and Rao is valid only for the kinematic chains whose graphs are planar as they also use loop based arguments.

Harary and Yan [45] gave a precise definition for a kinematic chain in terms of hypergraphs satisfying certain axioms. These hypergraphs of kinematic chains possess a unique dual which is a simple graph. This simple graph is the conventional graph of a kinematic chain. Harary and Yan stated that the planar block graphs and the planar kinematic chains with simple joints are in a one-to-one correspondence. As presented this statement is incorrect but will be correct if one imposes two more restrictions on the kinds of graphs considered. First, the rigid sub-structures should be eliminated, so each induced sub-graph satisfies the DOF $>0$ criteria. Second, the graph need not be planar as it is well known that a graph of planar mechanism can be non-planar [39, 17, 46]. Hence, the correct statement would be, all block
graphs satisfying the DOF $>0$ for all its induced sub-graphs are in one to one correspondence with the planar kinematic chains with simple joints.

Liu and Yu 47] presented a procedure for identifying and classifying multiDOF and multiple loop mechanisms. They introduced the basic loop as an independent loop with certain properties. To determine the type of mobility, they used the information obtained by calculating the basic loops and their DOF. Rao and Pathapati 48 presented a loop based detection of isomorphism of chains. Their method is reported to give the information on mobility without extra computational effort.

Tischler et al. [32] introduced the notion of variety of a kinematic chain. A kinematic chain with $f$ degrees of freedom is said to be of variety, $V$, if it does not contain any loop, or subsets of loops, with degrees of freedom less than $f-V$, but contains at least a loop, or a subset of loops, that has $f-V$ degrees of freedom. As such Tischler et al. formulated the concepts of total, partial and fractionated mobility in terms of the variety of a chain. The previous three works 47, 48, 32] are based on the loop analysis which is valid only in the case when the graph of the chain is planar.

Belfiore [7] reviewed the concept of planarity and pointed out that the lack of a correct and unambiguous meaning of the concept of a planar kinematic chain has caused serious misunderstandings. He suggested the usage of the adjective 'plane' when the plane motion is involved and the adjective 'planar' to mean embedability of a structure on a two dimensional plane. This usage conflicts with the usage of the adjective 'plane' in graph theory, where it means a particular embedding of a planar graph on plane. Since a planar graph can have multiple embeddings in a
plane, a plane graph is one such embedding.
Interestingly, in 1996 Lee and Yoon (9] developed an algorithm for identifying the mobility type of a planar mechanism that is valid even when the graph of the mechanism is non-planar. Their algorithm first reduces the given chain by removing all pendant links and binary strings of length $>1$ until only the isolated binary vertices remain. The same procedure is applied to all the subchains obtained by deleting the isolated binary vertices. To date, Lee and Yoon's is the only algorithm which can identify the mobility type of kinematic chains with both planar and nonplanar graphs. While Lee and Yoon provide a working approach, the underlying mathematical reasoning for the algorithm's validity was not published in their work [9], limiting the credibility of the algorithm. The missing reasoning will be presented in Chapter 7, leaving no doubt as to the correctness of the steps of the algorithm.

### 3.3.1 Structural Isomorphism

One of the most important and extremely difficult problems in structural studies of kinematic chains is to check if two given kinematic chains are isomorphic. Two kinematic chains $K_{1}$ and $K_{2}$ are said to be isomorphic if there exists a one-to-one correspondence between the links of $K_{1}$ and $K_{2}$ such that a pair of links of $K_{1}$ are jointed if and only if the corresponding pair of links of $K_{2}$ are jointed. A function defined on a kinematic chain is called an index of isomorphism if any given pair of kinematic chains are isomorphic if and only if the corresponding values of the function are identical. In literature many attempts have been made to find an accurate
and computationally efficient test for isomorphism. The methods for isomorphism detection can be broadly classified into spectral methods and canonical code-based methods.

## Spectral Methods

The eigenvalues of a matrix are called its spectrum. Spectral methods use the properties that are a function of the eigenvalues of graph matrices of a kinematic chain to identify isomorphism. These properties include the characteristic polynomial, eigenvalues and the eigenvectors. Since the algorithms for finding spectral properties can be solved in polynomial-time, finding a spectral invariant which distinguishes non-isomorphs would amount to finding a polynomial-time algorithm for the isomorphism problem.

Uicker and Raicu [49] first used the characteristic polynomial of the adjacency matrix of a kinematic chain to distinguish non-isomorphic kinematic chains. Yan and Hwang 50] defined a new matrix called the structural matrix of a kinematic chain with $n$ links and $j$ joints as an $(n+j) \times(n+j)$ matrix and proposed to use the characteristic polynomial of this matrix as an index for isomorphism. Mruthyunjaya [51. 52, 53] used the characteristic polynomial of the adjacency matrix as the index for isomorphism in structural synthesis of 10 link, 1 degrees of freedom kinematic chains. He synthesized 229 chains instead of 230 as determined previously in literature. This finding resulted in the discovery of a pair of non-isomorphic kinematic chains with the same characteristic polynomial of the adjacency matrix [54, 555.

Discovery of counterexamples for the existing characteristic polynomial based indices motivated the creation of several new matrices whose characteristic polynomial could be used as an index for isomorphism. Mruthyunjaya and Balasubramanian [54] proposed a vertex-vertex degree matrix whose $i j^{\text {th }}$ entry is the sum of degrees of links $i$ and $j$ if $i$ and $j$ are adjacent and is equal to 1 otherwise. The characteristic polynomial of this matrix successfully identified all the 10-link kinematic chains with up to 3 degrees of freedom. Dubey and Rao [56] defined a distance matrix for a kinematic chain whose $i j^{\text {th }}$ entry corresponds to the path distance between the links $i$ and $j$ and zero if $i=j$.

Chang et al. [11 proposed a method already used in graph theory based on eigenvalues and eigenvectors to identify isomorphism of kinematic chains. The method works only for kinematic chains whose eigenvectors corresponding to the simple eigenvalues have sufficiently distinct coordinates. The proof given in their paper is incorrect. It is invalid for the case when the eigenvalues are repeated. He et al. [12] independently proposed a similar method for identifying isomorphism. Even though He et al. consider the case of repeated eigenvalues, testing the corresponding eigenvectors for equivalence can take exponential-time in the worst case and some simplification is needed. More recently, Cubillo and Wan [13] corrected some of the errors in the work by Chang et al. [11] and proposed results similar to He et al. [12] on using the eigenvector approach for isomorphism detection. Even when considered together these works do not clearly specify the inadequacies and the possible modes of failure of the eigenvector approach. These are described in Chapter 廻.

## Canonical Code-based Methods

In canonical code-based methods a kinematic chain is assigned a unique code. Among all the codes of the kinematic chains which are mutually isomorphic a unique code, called the canonical code, is chosen. Hence checking two given kinematic chains for isomorphism reduces to checking the corresponding canonical codes for equality and the canonical code can be an index of isomorphism. In most of the cases the codes will have an ordering which makes it easier to check for inequality.

Ambekar and Agarwal [57, 58] adopted an approach from graph theory to obtain a canonical code for kinematic chains called the MAX code. The $0-1$ sequence obtained from the adjacency matrix of a kinematic chain by reading the upper triangular part row by row from left to right and from top to bottom can be considered its adjacency code. The MAX code of a kinematic chain can be defined as the code which is maximum among all the adjacency codes of kinematic chains obtained by relabelling the links. In the worst case it takes $n$ ! computations to obtain a canonical code.

Tang and Lui [59] suggested the use of the degree code, which is the increasing sequence of the degrees of the links of kinematic chain together with the code which is maximum among all the adjacency codes of kinematic chains obtained by relabelling the links only with labels of the same degree [1]. If the degree codes are identical then this is similar to calculating the MAX code. Several others, in particular Kim and Kwak 60] and Shin and Krishnamurthy 61, extended the above approaches to obtain more computationally efficient codes.

Rao [62, 63] introduced the concept of Hamming distance to the structural studies of kinematic chains. The row of the adjacency matrix corresponding to a link is called the Hamming code of that link. The Hamming distance between two links is defined to be number of places where the Hamming codes for the two links differ. The Hamming matrix is the matrix of the same size as the adjacency matrix when the $i j^{\text {th }}$ entry corresponds to the Hamming distance between the links $i$ and $j$. Then the link Hamming number is the sum of the corresponding row of the Hamming matrix. Similarly the chain Hamming number is the sum of all the link Hamming numbers. Let the number of links of a chain be $n$. Rao and Varadaraju [63] defines the link Hamming string as the concatenation of the link Hamming number with the frequency of the occurrence of all the integers from $n$ down to zero. The chain Hamming string is then defined as the concatenation of the chain Hamming value and all the link Hamming strings arranged in decreasing order. This chain Hamming string is proposed as a canonical code for testing isomorphisms. However, there are examples of non-isomorphic chains with identical chain Hamming strings [2].

There are many other codes for the detection of isomorphism. Of these, codes by Quist and Soni [64] and Rao and Rao [65] use loop based approaches that will be mostly applicable to chains with planar graphs. Other types of codes include linkage path codes by Yan and Hwang [66] and distance matrix based codes of Yadev et al 67.

### 3.3.2 Degeneracy Testing

The problem of identification of degenerate kinematic chains can be considered as part of structural analysis owing to its similarity to other problems. Degeneracy testing is most often performed during structural synthesis where one of the important steps is to eliminate the degenerate kinematic chains. Identification of degenerate kinematic chains involves verifying each subchain for rigidity. If one proceeds by brute force, $2^{n}$ calculations are needed where $n$ is the number of links. However, using the structural results on planar kinematic chains, one can reduce the computation in most of the cases.

Hwang and Hwang [35] proved a set of theorems on structural results of kinematic chains, and used them to develop an algorithm for detection of basic rigid subchains in a kinematic chain. However, a step in their algorithm needs modification as it contains an incorrect usage of their theorems. The results of Hwang and Hwang's work are reviewed in detail later in this work (Chapter 7). Tuttle [10], generalizing some of the Hwang and Hwang's [22] theorems, reduced the problem of identifying degenerate kinematic chains with 10 or less links to that of detecting the basic rigid subchains of 7 links or less. Patterns of the basic rigid chains of 7 links or less were obtained and these patterns were used in the detection of basic rigid subchains. Tuttle's method will not be practical to apply to kinematic chains with greater than 10 links as the number of such patterns increases exponentially.

Lee and Yoon [8] independently developed an algorithm for degeneracy testing similar to Hwang and Hwang [35]. Lee and Yoon's work on degeneracy testing
was done prior to their work on the identification of the mobility type of a planar mechanism. Lee and Yoon's algorithm for degeneracy testing performs reduction of binary chains recursively, similar to their algorithm on identification of mobility type [9]. To date, this is the most efficient algorithm for checking degeneracy. One drawback of this algorithm (and of their algorithm for mobility type identification) is that it is applicable only for planar mechanisms with revolute joints.

Hsu and Wu [68] developed an algorithm for the detection of a rigid structure in planetary gear trains. Using the notion of a fundamental circuit of the graph of planetary gear trains, they list the vertex sets formed by a collection of the fundamental circuits. A gear train was proposed to be degenerate if there exists a vertex set formed by $k$ fundamental circuits with $k+1$ vertices. The existence of fundamental circuits can be guaranteed only if the graph of the gear train is a planar graph. Hence this algorithm also has limited validity.

## Chapter 4

## Structural Synthesis - Adapting a McKay-Type Algorithm

### 4.1 Introduction

Researchers in the mechanisms community follow different approaches to efficiently enumerate the non-isomorphic kinematic chains during structural synthesis. But most of the existing methods are not computationally efficient hence only generation of non-isomorphic kinematic chains with a limited number of links was possible. There are also many discrepancies in the results obtained by researchers.

Synthesis of kinematic chains can be viewed as the enumeration of a certain class of graphs. Very efficient algorithms, using group theoretic techniques, exist for exhaustive isomorph-free generation of certain classes of combinatorial objects, which either eliminate or restrict the explicit isomorphism detection. An algorithm belonging to one particular class called McKay-type, in combination with an efficient degeneracy testing algorithm, is used for the synthesis of planar mechanisms. This chapter provides the details of this approach. The results from the literature are reexamined and the discrepancies are reconciled.

### 4.2 Background on Generation of Non-Isomorphic Combinatorial Structures

The difficulty of the exhaustive generation of non-isomorphic combinatorial objects or structures is characterized by the difficulty of the corresponding isomorphism problem. Hereinafter, 'generation' of objects will be assumed to mean generation of non-isomorphic objects. Some easier generation problems include generation of subsets, partitions and trees, but generation of graphs is difficult as the graph isomorphism problem is extremely challenging. Generation of kinematic chains is also difficult because of the corresponding isomorphism problem.

The most efficient generation algorithms either completely eliminate the explicit isomorph detection or restrict it to a small subset. Any generation algorithm generates a single representative from the set or class of all the objects (called the labelled objects) isomorphic to it. This set is called the isomorphism class of the representative. In terms of group theory, a set of combinatorial objects corresponds to a set along with an action of a group. The isomorphism classes would correspond to the orbits of the set under the group action, and the generation of non-isomorphic objects would correspond to generating an orbit representative for each of the orbits. The relevant group theoretic concepts are presented in Appendix A.2.

The generation algorithms, following the approach of McKay 69 and the presentation of Brinkmann [70], can be classified into three broad classes, namely, Homomorphism principle-type, Read/Faradev-type and McKay-type algorithms.

### 4.2.1 Homomorphism Principle-Type Algorithms

Using the Homomorphism principle method, the isomorphism class representatives are generated as follows (70]:

Step 1: A coarser structure is first identified such that any isomorphism between two structures induces an isomorphism on the corresponding coarser structures.

Step 2: All the non-isomorphic coarser structures are generated.

Step 3: All the finer structures of each of the non-isomorphic coarser structures are generated.

Example 4.1 (Colored Graph Enumeration). A $k$-colored graph on $n$-vertices can be represented by $(G, \pi)$ where $G$ is the graph and the partition $\pi=\left(V_{1}, V_{2}, \ldots, V_{k}\right)$ is a $k$-tuple of non-empty disjoint subsets of $\mathrm{V}(\mathrm{G})$. An isomorphism between two $r$-colored graphs, $\left(G_{1}, \pi_{1}\right)$ and $\left(G_{2}, \pi_{2}\right)$ induces an isomorphism betweeen $G_{1}$ and $G_{2}$. Hence, the enumeration of the non-isomorphic $k$-colored graphs on $n$-vertices can be done in two steps as follows:

1. Enumerate all the non-isomorphic graphs on $n$ vertices.
2. Enumerate all the non-isomorphic $k$-colored graphs for each of the graphs generated in the previous step.

A similar method can be used to enumerate distinct mechanisms and mechanisms with different joints.

Example 4.2 (Kinematic Chain Enumeration). Any basic kinematic chain can be represented by Franke's (or contracted graph) notation as discussed earlier. Any
isomorphism between two kinematic chains induces an isomorphism between the corresponding contracted graphs. Here the contracted graph will be a multi-graph. Any kinematic chain (in fact any simple graph) can be considered as a colored multigraph. Hence the enumeration of the non-isomorphic kinematic chains with $n$-links and $f$-DOF can be done in two steps as follows:

1. Enumerate all the non-isomorphic contracted graphs of kinematic chains with $n$-links and $f$-DOF.
2. Enumerate all the non-isomorphic kinematic chains for each contracted graph generated in the previous step.

This approach or a slight variation of it has been used in almost all the kinematic synthesis algorithms which use the link assortment approach [17, 10, 1]. The main reason for high computational speed achieved by Tuttle 10] is the removal of all the isomorphic copies of the contracted graphs.

The main advantages of Homomorphism Principle-type algorithms are:
(a) The enumeration of complicated objects is split into enumeration of simpler objects. Existing efficient methods for the enumeration of these simpler objects can be used.
(b) Canonical representatives need not be calculated.

The main disadvantages of Homomorphism Principle-type algorithms are:
(a) It is not always possible to find a coarser structure.
(b) It is necessary to use other methods to enumerate the structures which cannot be coarsened further.
(c) Disk space is required to store intermediate objects.

### 4.2.2 Read/Faradzev-Type Algorithms

The Read/Faradzev method is an extension of the method of generating the canonical representatives of each isomorphism class. The following are the steps in the generation of a canonical representative for each isomorphism class:

Step 1: Each labelled object is assigned a unique code.

Step 2: Among all the codes of the elements of an isomorphism class a unique code, called the canonical code, is chosen. This canonical code is usually a maximal element in that class under some ordering.

Step 3: A generated structure is accepted only if its assigned code is a canonical code.

In the case of the Read/Faradzev-type enumeration algorithms the canonical code is chosen so that it imposes restrictions on the sub-structure of the canonical object. Read/Faradzev-type enumeration algorithms have been used to implement fast generators of cubic graphs and regular graphs 69.

Example 4.3 (Graph Enumeration). Let $G$ be a labelled graph with vertices $v_{\alpha}$ and suppose there exists a total ordering on $\left\{v_{\alpha}\right\}$. Then, the $i^{\text {th }}$ row (and column) of the adjacency matrix of $G$ corresponds to the $i^{t h}$ element in the ascending order of $\left\{v_{\alpha}\right\}$.

The 0-1 sequence obtained from the adjacency matrix of graph $G$ by reading the upper triangular part row by row from left to right and from top to bottom can be considered as a code of $G$. The original graph can be reconstructed from this code in the obvious way. The canonical code of $G$ can be defined as the code which is maximal among all the codes of the isomorphism class of $G$ under the lexicographic ordering.

Let, $G$ be a graph with vertices $V=\left\{v_{1} \ldots v_{n}\right\}$ and let $G_{i}$ be $G \backslash v_{i}$. If the code of $G_{i}$ is not maximal then there exists a graph $G_{i}^{\prime}$ obtained by a permutation of the vertices of $G_{i}$ such that the code of $G_{i}^{\prime}$ is greater than the code of $G_{i}$. This implies that there exists a $G^{\prime}$ belonging to the isomorphism class of $G$ such that the code of $G^{\prime}$ is greater than the code of $G$. So if the code of $G$ is canonical then the codes of $G_{i}$ are all canonical. Hence this canonical code imposes restrictions on the sub-graphs from which it can be constructed.

Using this code for a labelled graph, all non-isomorphic graphs can be generated recursively in the Read/Faradzev sense by starting from a single vertex and adding a new vertex only to a graph with a canonical code.

Example 4.4 (Tree Enumeration). Any labelled tree $T$ with vertices $V=\left\{v_{1} \ldots v_{n}\right\}$ is in one-one correspondence with some $n-2$ tuple of integers in $\{1, \ldots, n\}$ (71]. Such a correspondence can be obtained for instance through the Prufer code. Similar to the last example, the canonical code of $T$ can be defined as the $n-2$ tuple which is maximal among all the tuples of the isomorphism class of $T$ under lexicographic ordering.

Now, since every $n-2$ tuple represents a labelled tree a restriction can be imposed to check if a tree's code is canonical. Let the $i^{\text {th }}$ element of the $n-2$ tuple $t$ be $t(i)$. If $t(i)<(n-i-1)$ then we can permute the vertices of the tree corresponding to $t$ to obtain an $n-2$ tuple, $t^{\prime}$, such that the $t^{\prime}(i) \geq n-i-1$. In fact, if $t$ is a canonical code, $t(1)=n$ and for all $i>1, t(i) \geq(\min \{t(j), j<i\}-1)$. If this criterion is not satisfied the code need not be further checked for canonicity and hence the corresponding tree can be rejected.

The main advantages of Read/Faradzev-type algorithms and any canonical representativetype algorithms, are [70]:
(a) Only the canonical code needs to be computed.
(b) Disk space is not required to store any intermediate objects.

However, identifying an early bounding criterion is not always possible as it depends on the construction process. Other disadvantages of any canonical representativetype algorithms are:
(a) The canonical form may be hard to compute.
(b) Construction process should be chosen to generate a structure corresponding to a canonical code.

### 4.2.3 McKay-Type Algorithms

Using McKay's method the isomorphism class representatives are generated by canonical construction path rather than canonical representation. Larger objects
are constructed from smaller objects recursively by well-defined operations which eliminate isomorphs at each step. Every structure will be assigned a unique parent from which it must be generated. A structure is accepted if and only if it is generated from its parent. A structure is generated only once from its parent.

This work will use a McKay-type algorithm for the synthesis of kinematic chains. Therefore, the theoretical model for McKay-type algorithms is presented in greater detail below. This description adheres closely to the notation and presentation followed by McKay [69].

Let $A$ be a group acting on a set $\mathcal{L}$. The elements of $\mathcal{L}$ are called the labelled objects, and the orbits of $\mathcal{L}$ under the action of $A$ are called the unlabelled objects. The set of unlabelled objects is denoted by $\mathcal{U}$. Each labelled object $X \in \mathcal{L}$ has an order or size $o(X)$, which is constant on each orbit of unlabelled objects $\mathcal{L}$. Hence, $o(S)$ can be defined for $S \in \mathcal{U}$.

In the case of kinematic chain synthesis, $\mathcal{L}$ will be the set of all labelled kinematic chains and $\mathcal{U}$ will be a set of non-isomorphic chains. $o(X)$ (where $X \in \mathcal{L}$ ) can be defined to be the number of links of the chain $X$. The group $A$ acting on labelled graphs can be taken to be $\prod S_{i}$, where $S_{i}$ is the symmetric group on $i$ elements.

Each labelled object $X \in \mathcal{L}$ is associated with a finite set $L(X)$ of lower objects and a finite set $U(X)$ of upper objects. A lower object contains the information needed to go backwards one step in the construction path. Similarly an upper object contains the information needed to go forward one step. Let $\check{\mathcal{L}}=\bigcup_{X \in \mathcal{L}} L(X)$ and $\hat{\mathcal{L}}=\bigcup_{X \in \mathcal{L}} U(X)$.

In the case of kinematic chains, $L(X)$ can be defined as a pair $(X, v)$, where
$X$ is a chain and $v$ a link of $X$, and the obvious way to go backward is by removing $v$ from $X$. So, the set $L(X)$ contains all such pairs, except when $X$ has size 1 as in that case going backward is not possible. Similarly, for chains, $U(X)$ can be defined to be the set of all pairs $(X, W)$, where $W$ is a set of links of $X$ that when joined to a new link will not form a degenerate structure. This gives a way to go one step forward.

The lower and upper objects are related by means of a binary relation $R \subseteq$ $\check{\mathcal{L}} \times \hat{\mathcal{L}}$. Let $f_{R}: \check{\mathcal{L}} \longrightarrow 2^{\hat{\mathcal{L}}}$ and $f_{R}^{\prime}: \hat{\mathcal{L}} \longrightarrow 2^{\check{\mathcal{L}}}$ be defined as

$$
\begin{aligned}
& f_{R}(\check{Y})=\{\hat{X} \in \hat{\mathcal{L}} \mid(\check{Y}, \hat{X}) \in R\} \\
& f_{R}^{\prime}(\hat{X})=\{\check{Y} \in \check{\mathcal{L}} \mid(\check{Y}, \hat{X}) \in R\}
\end{aligned}
$$

The group $A$ is assumed to act on $\mathcal{L} \cup \check{\mathcal{L}} \cup \hat{\mathcal{L}}$ so that certain conditions are satisfied.

The relation between the upper and lower objects is straightforward in the case of kinematic chains: $(X, v) \in L(X)$ is related to $(X-v, W)$, where $W$ is the set of links adjacent to $v$ in X . In fact, $\left\{(X-v, W)^{a} \mid a \in A\right\}$ are all taken to be related to $(X, v)$, which means the labelling is disregarded.

An unlabelled object $S \in \mathcal{U}$ is called irreducible if $L(X)=\emptyset$ for each $X \in S$, otherwise it is called reducible. The set of reducible labelled objects is denoted by $\mathcal{U}_{1}$. In case of kinematic chains $\mathcal{U}_{1}$ corresponds to all chains of size $>1$.

There exists a function $m: \mathcal{L} \longrightarrow 2^{\check{\mathcal{L}}}$ satisfying the following conditions.

1. If $L(X)=\emptyset$, then $m(X)=\varnothing$.
2. If $L(X) \neq \emptyset$, then $m(X)$ is an orbit of $\operatorname{Aut}(X)=A$ on $L(X)$.
3. Each $X \in \mathcal{L}$ and $a \in A$ we have $m\left(X^{a}\right)=m(X)^{a}$.

This means that for a labelled object, $X, m(X)$ gives a canonical way of obtaining $X$ from an unlabelled object of lower order. One way to construct $m(X)$ for kinematic chains would be to consider $X$ as a graph of size $n$, and obtain a canonical representation of $X$ as described in Example 4.3. Vertex $v^{\prime}$ corresponding to label 1 is selected. Then $m(X)$ can be defined to be $\left\{(X, v)^{a} \mid a \in \operatorname{Aut}(X)\right\}$.

The structure imposed on $\mathcal{L}, \check{\mathcal{L}}$ and $\hat{\mathcal{L}}$ and the function $m$ ensure existence of a function $p$ on reducible unlabelled objects called the parent function. For each $S \in \mathcal{U}_{1}, p(S)$ gives a unique parent in $\mathcal{U}$ from which $S$ can be obtained. This gives rise to a structure of disjoint rooted trees on $\mathcal{U}$. These trees are traversed using an algorithm similar to a depth-first search algorithm. The algorithm shown below is a McKay-type traversal algorithm.

It should be pointed out that the Melbourne method used by Tischler et al. [31, (32] resembles the McKay-type generation algorithms. But their algorithm is reported to generate a few isomorphs unlike McKay-type algorithms.

The main advantages of McKay-type algorithms, are [70, 69]:
(a) Disk space is not required to store any intermediate objects.
(b) The canonical code used to assign a unique parent need not be compatible with the construction process.
(c) The tree structure on unlabelled objects enables parallelization of the code.

```
Algorithm 4.1 McKay-type algorithm
    procedure \(\operatorname{sCAN}(X\) : labelled object, \(n\) : integer)
        for all orbits \(A\) of the action of \(\operatorname{Aut}(X)\) on \(U(X)\) do
            select any \(\hat{X} \in A\)
            comment: Augment \(X\) to obtain a child
            if \(f^{\prime}(\hat{X}) \neq \varnothing\) then
                    select any \(\check{Y} \in f^{\prime}(\hat{X})\), and let \(\check{Y} \in L(Y)\)
                    comment: \(Y\) is an augmented object of \(X\)
                    if \(o(Y) \leq n\) and \(\check{Y} \in m(Y)\) then
                    comment: Check if \(Y\) is a valid child of \(X\)
                    \(\operatorname{SCAN}(Y, n)\)
                    end if
                end if
            end for
    end procedure
```


### 4.3 Approach

The discrepancies in the reported results on structural synthesis in the literature have been either due to invalid isomorphism checking or invalid degeneracy testing. Tuttle [10], using group theoretic techniques was able to find an efficient method for synthesis of kinematic chains. The success of Tuttle's application of group theoretic methods motivated the use of the efficient exhaustive isomorph-free generation algorithms from the field of graph theory. These algorithms apply group theoretic techniques to minimize the explicit isomorphism checking. Enormous gains in computational efficiency can be obtained by the use of group theoretic methods in generation of combinatorial structures, which include kinematic mechanisms. Many such exhaustive isomorph-free generation algorithms have been developed in the field of graph theory. These are being applied to fields like chemistry to generate non-isomorphic molecular structures. These exhaustive isomorph-free generation algorithms have never been used explicitly for the synthesis of kinematic mechanisms. This work adapts one particular class of exhaustive isomorph-free generation algorithms called the McKay-type algorithms.

The structural synthesis of basic kinematic chains is the generation of a certain subclass of simple graphs. This has been achieved by using a McKay-type algorithm in combination with an efficient degeneracy testing algorithms. Lee and Yoon's [8] algorithm for degeneracy testing and another similar degeneracy testing algorithm were used. Using this McKay-type kinematic synthesis algorithm, the non-isomorphic planar mechanisms with up to four degrees of freedom and with
up to 14 links were generated. Since the number of non-isomorphic planar mechanisms with one degree of freedom and with six, eight and ten links are very well established, these numbers were used to test the basic validity of the algorithms.

### 4.4 Methodology and Results

Given a class of combinatorial objects $\mathcal{C}$, the extra structure required to use a McKay-type algorithm for generation of non-isomorphic objects is, the existence of the functions $L, U, m$ and relation $R$ on $\mathcal{C}$. Let $\mathcal{G}$ be the class of all simple graphs. Then, as described in the Section 4.2, one could define for $G \in \mathcal{G}$ :

1. $L(G)=\{(G, v)\}$, for all possible $v \in V(G)$.
2. $U(G)=\{(G, W)\}$, for all possible subsets $W$ of $V(G)$.
3. $R=\left\{\left((G, v),(G-v, W)^{a}\right) \mid a \in S_{n}\right\}$, for all $G \in \mathcal{G}$ where $W$ is set of vertices joined to $v$ in $G$ and $S_{n}$ is the symmetric group on $n$ elements.

Let $\mathcal{C}$ be a class of graphs. $\mathcal{C}$ satisfies vertex hereditary property if for every $G \in \mathcal{C}$, every induced subgraph of $G$ also belongs to $\mathcal{C}$. Now let $\mathcal{C}$ satisfy the vertex hereditary property then one could define for $G \in \mathcal{C}$ :

1. $L(G)=\{(G, v)\}$, for all possible $v \in V(G)$.
2. $U(G)=\{(G, W)\}$, for all possible subsets $W$ of $V(G)$ such that the graph obtained by joining the vertices of $W$ to a new vertex belongs to $\mathcal{C}$.
3. $R=\left\{\left((G, v),(G-v, W)^{a}\right) \mid a \in S_{n}\right\}$, for all $G \in \mathcal{C}$ where $W$ is set of vertices joined to $v$ in $G$.

Due to the vertex hereditary property of $\mathcal{C}$, the definitions of the function $L$ and relation $R$ are the same as the corresponding definition for $\mathcal{G}$. Let $m$ satisfying the properties listed in previous section be defined on $\mathcal{G}$. Now again, due to the vertex hereditary property of $\mathcal{C}, m$ can be restricted to $\mathcal{C}$ like $L$ and $R$.

Suppose that a McKay-type algorithm to generate non-isomorphic graphs is given with $L, U$ and $R$ as defined above for $\mathcal{G}$. From the discussion above, by just imposing an extra constraint on the definition of $U$, that same algorithm can be used to generate non-isomorphic objects of $\mathcal{C}$.

The class of graph representatives of kinematic chains satisfies the vertex hereditary property. Hence, by imposing a constraint on the definition of $U$ in McKay's algorithm, it can be used to synthesize kinematic chains. This constraint would be an algorithm to check if a given graph represents a kinematic chain. This algorithm is the standard degeneracy testing algorithm, which checks if the DOF criterion is satisfied for all closed subchains of a kinematic chain.

McKay [69, (72] wrote an algorithm in C language for generation of graphs using the above techniques. McKay's program was adapted by using the degeneracy testing algorithms for synthesizing planar kinematic chains. This program has been implemented on an Intel Pentium III computer running the Linux operating system. The planar kinematic chains with up to 14 links and up to 4 degrees of freedom are enumerated using Lee and Yoon's [8] algorithm and also a similar reductionbased degeneracy testing algorithm detailed in Chapter 7 . The latter degeneracy testing algorithm is computationally slower than Lee and Yoon's algorithm. More specifically, the latter algorithm removes all the links one at a time, after removing
all the binary chains of length greater than 1 . In contrast, Lee and Yoon's algorithm just removes the binary links one at a time, after removing all the binary chains of length greater than one [8]. In both cases the same results were obtained. The Tables 4.1 through 4.4 show the results. The computational efficiency of the algorithm can be seen from the fact that the 318,162 14-link and 1-DOF planar kinematic chains were generated in 37.28 seconds on a Pentium III 1.7 GHz personal computer with 512MB RAM. This is approximately 13 times faster than the recent planar synthesis algorithm by Butcher and Hartman [73], even when considering the differences in CPU speeds.

Table 4.1: 1-DOF non-isomorphic kinematic chains.

| Links | Chains | Confirms | Contradicts |
| :--- | :--- | :--- | :--- |
| 6 | 2 | Well established result |  |
| 8 | 16 | Well established result |  |
| 10 | 230 | 6856 | Tuttle <br> Lee \& Yoon |
| 12 | 318,162 | Hwang \& Hwang (6862) |  |

Table 4.2: 2-DOF non-isomorphic kinematic chains.

| Links | Chains | Confirms | Contradicts |
| :--- | :--- | :--- | :--- |
| 7 | 3 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (4) |
| 9 | 35 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (40) |
| 11 | 753 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (839) |
| 13 | 27,496 | Tuttle | Hwang \& Hwang (29,704) |
| 15 | $1,432,730$ | Lee \& Yoon |  |

Table 4.3: 3-DOF non-isomorphic kinematic chains.

| Links | Chains | Confirms | Contradicts |
| :--- | :--- | :--- | :--- |
| 8 | 5 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (7) |
| 10 | 74 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (98) |
| 12 | 1962 | Tuttle <br> Lee \& Yoon | Hwang \& Hwang (2442) |
| 14 | 83,547 | Tuttle |  |
| 16 | $4,805,764$ | Lee \& Yoon |  |

Table 4.4: 4-DOF non-isomorphic kinematic chains.

| Links | Chains | Confirms | Contradicts |
| :--- | :--- | :--- | :--- |
| 9 | 6 | Lee \& Yoon | Hwang \& Hwang (10) |
| 11 | 126 | Lee \& Yoon | Hwang \& Hwang (189) |
| 13 | 4356 | Lee \& Yoon | Hwang \& Hwang (5951) |
| 15 | 216,291 | Lee \& Yoon |  |
| 17 | $13,743,920$ | New result |  |

### 4.5 Discussion

It should be noted that the number of non-isomorphic chains reported by Hwang and Hwang [22] are consistently higher than those obtained here. In the case of Tuttle and Lee and Yoon the results matched for most of the cases. In the case of unmatched result their results were lower than those obtained here. The reasons for the discrepancies of the existing comprehensive results for structural synthesis by Tuttle [10], Lee and Yoon [74] and Hwang and Hwang [22], with the present work are proposed here.

All the three unmatched results of Tuttle were smaller than the results presented here. One possible explanation is that the degeneracy testing algorithm of Tuttle is eliminating some of the valid kinematic chains. The degeneracy testing algorithm of Tuttle [10] is based on eliminating certain structural patterns from the list of contracted graphs generated in the process. Also, degeneracy testing based on recognizing valid patterns of contracted graphs becomes computationally intensive as the number of links increases.

Lee and Yoon's list of results [74] was not as complete as Tuttle's [10] for larger numbers of links even though they followed Tuttle's enumeration approach. Since the present work obtained similar results using the degeneracy testing algorithm of Lee and Yoon, the only place for error, if any, would be in the generation algorithm. The generation algorithm might be eliminating some valid non-isomorphic chains. Since there is only a single unmatched result more information is needed for further analysis.

The main reason for descrepancy between the present results and Hwang and Hwang's [22] is their degeneracy testing algorithm. It can be seen that all the unmatched results of Hwang and Hwang are larger than those reported here. This might imply that the degeneracy testing algorithm sometimes includes a degenerate chain, leading to an overstatement of the number of possible kinematic chains. In fact, counterexamples to the degeneracy testing algorithm have been obtained as shown in Chapter 7.

Once the database of all the planar kinematic chains with a given number of links and degrees of freedom is obtained, the graph algorithms for finding the number of loops, degrees of vertices etc., can be used to further classify the planar mechanisms based on number and type of links, number of loops etc.

### 4.6 Summary

Synthesis of kinematic chains can be viewed as the enumeration of a certain class of graphs. An enormous gain in computational efficiency can be obtained by the use of group theoretic methods in generation of combinatorial structures of which kinematic mechanisms form a part. These algorithms need to be adapted for efficient synthesis of kinematic mechanisms, as shown here. An algorithm belonging to one particular class, called McKay-type, in combination with an efficient degeneracy testing algorithm is used for the synthesis of planar mechanisms. It appears that the McKay-type generation of planar kinematic chains is a very efficient and reliable method. The current generation algorithm is approximately 13 times faster than the
recent planar synthesis algorithm by Butcher and Hartman [73] after considering the differences in CPU speeds. The computational speed at which the kinematic chains are generated can largely be attributed to the fact that the McKay-type algorithms greatly minimize the explicit isomorphism detection. Using the results obtained, the existing results are reexamined and the discrepancies are reconciled. Due to the broad applicability of McKay-type algorithms, they can be used in generation of other mechanical structures like epicyclic gear trains, spatial kinematic mechanisms and many types of truss structures.

## Chapter 5

## Efficiency and Reliability of Spectral Methods

### 5.1 Introduction

Reliability of an index or method for isomorphism detection of kinematic chains with a given number of links and degrees of freedom can be defined, in the usual sense. That is, defining reliability as the percentage of the number of distinct pairs of non-isomorphic chains identified by the index or the method out of the total number of distinct pairs of non-isomorphic chains. But, since the total number of pairs of non-isomorphic chains increases exponentially, reliability defined this way will be a number approaching $100 \%$ and will be impractical to use. A more practical indicator of reliability for isomorphism detection would be the number of distinct pairs of non-isomorphic chains that are not identified by the index or the method. Hence, the smaller the number of distinct pairs of non-isomorphic chains that are not detected by a method, the greater will be the reliability of that method, and vice versa. Given two methods or indices, $A$ and $B$, we say that the reliability of $A$ is higher than $B$, if the number of non-isomorphic chains not identified by the index $A$ is lower than that of $B$.

The efficiency of an index or method for isomorphism detection is the computational efficiency of the index or the method. Computational efficiency can be quantified by the number of computations being performed. Similarly, given two
methods or indices, $A$ and $B$, we say that the efficiency of $A$ is higher than $B$, if the number of computations taken by the index $A$ is lower than that of $B$. There exist many methods or indices for isomorphism detection that are completely reliable, but these indices can be computationally very inefficient. One such example is the binary string obtained by concatenating the rows of the upper triangular part of an adjacency matrix. Many attempts have been made in the literature to find a reliable and computationally efficient index. The methods for isomorphism detection can be broadly classified into canonical code-based methods and spectral methods.

This chapter critically reviews the existing spectral methods in the mechanisms literature for the isomorphism detection of kinematic chains. The reliability of these methods has been established for kinematic chains with a given number of links and degrees of freedom, by determining the number of pairs of non-isomorphic chains with similar spectral properties. Kinematic chains with as many as 14 links and one, two and three degrees of freedom are considered.

### 5.2 Reliability of the characteristic polynomial method for isomorphism detection

For the remainder of this chapter, a kinematic chain refers to a non-degenerate planar kinematic chain, i.e., a planar kinematic chain with no rigid or immobile subchains. Given a graph $G, A(G)$ denotes the adjacency matrix of $G$. When distinction between $A(G)$ and $G$ is immaterial $A(G)$ and $G$ are used interchangeably. Graphs $G_{1}$ and $G_{2}$ are isomorphic, if and only if there exists a permutation matrix
$P$, such that $A\left(G_{2}\right)=P A\left(G_{1}\right) P^{T}$. This is usually written as

$$
\begin{equation*}
G_{2}=P G_{1} P^{T} \tag{5.1}
\end{equation*}
$$

Matrices $M_{1}$ and $M_{2}$ are called similar matrices if there exists an invertible matrix $Q$, such that $M_{2}=Q M_{1} Q^{-1}$. Since the determinant is a multiplicative function, we have the following proposition.

Proposition 5.1. The characteristic polynomials of similar matrices are identical. Equivalently, the sets of eigenvalues of similar matrices are identical.

Since $P^{T}=P^{-1}$ we have the following corollary.

Corollary 5.2. If two graphs are isomorphic then their characteristic polynomials are identical.

Corollary 5.2 gives only a necessary condition for the graphs to be isomorphic. Taken together, the eigenvalues of a matrix are called its spectrum. Hence a pair of graphs with the same adjacency characteristic polynomial are called adjacency isospectral graphs. There are several pairs of adjacency isospectral and non-isomorphic graphs. For the graphs of kinematic chains it is also well known that there exists pairs of adjacency isospectral and non-isomorphic graphs [54]. The number of such pairs of kinematic chains for a given number of links and degrees of freedom was unknown prior to this work. Table 5.1 lists the number of adjacency isospectral and non-isomorphic kinematic chains for a given number of links and degrees of freedom. The number of pairs of non-isomorphic chains is obtained by choosing two distinct non-isomorphic chains at a time, which is the same as the

2-combinations of the number of non-isomorphic chains. The total number of pairs of non-isomorphic chains are also listed to show the impracticality of applying the standard definition of reliability, and to show the computational overhead of the method. Table 5.1 shows that the reliability of adjacency characteristic polynomial decreases drastically as the number of links increases.

### 5.3 Reliability of the eigenvector method for isomorphism detection

Given a pair of graphs, if the eigenvalues of the adjacency matrix are distinct, then, most of the time, the eigenvectors can be used to detect if the graphs are non-isomorphic [11, [2, 13]. The statement and its proof are incorrect as published in [11, [12, [13], and hence is proved here rigourously. First, a preliminary lemma is proved.

Lemma 5.3. Let $A_{1}$ and $A_{2}$ be the adjacency matrices of the isomorphic graphs $G_{1}$ and $G_{2}$ respectively. Let $\lambda$ be a simple (non-repeated) eigenvalue of $A_{1}$ (and hence of $A_{2}$ ). Let $x_{1}^{\lambda}$ and $x_{2}^{\lambda}$ be a unit eigenvector corresponding to $\lambda$ for $A_{1}$ and $A_{2}$, respectively. Then there exists a permutation matrix $P$ such that $P x_{1}^{\lambda}= \pm x_{2}^{\lambda}$.

Proof. Since $G_{1}$ is isomorphic to $G_{2}$,

$$
\begin{equation*}
A_{2} P=P A_{1} \tag{5.2}
\end{equation*}
$$

for some permutation matrix $P$. From the hypothesis,

$$
\begin{equation*}
A_{2} P x_{1}^{\lambda}=P A_{1} x_{1}^{\lambda}=P \lambda x_{1}^{\lambda}=\lambda P x_{1}^{\lambda} \tag{5.3}
\end{equation*}
$$

Table 5.1: Table of non-isomorphic adjacency isospectral kinematic chains.

| DOF | Links | Number of non-isomorphic chains generated by <br> McKay-type synthesis | Number of pairs <br> of non-isomorphic chains | Number of pairs of adjacency isospectral non-isomorphic chains |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 1 | 0 |
|  | 8 | 16 | 120 | 0 |
|  | 10 | 230 | 26,335 | 2 |
|  | 12 | 6856 | 23,498,940 | 225 |
|  | 14 | 318,162 | 50,613,370,041 | 10,451 |
| 2 | 7 | 3 | 2 | 0 |
|  | 9 | 35 | 595 | 0 |
|  | 11 | 753 | 283,128 | 17 |
|  | 13 | 27,496 | 378,001,260 | 746 |
| 3 | 8 | 5 | 10 | 0 |
|  | 10 | 74 | 2701 | 2 |
|  | 12 | 1962 | 1,923,741 | 30 |
|  | 14 | 83,547 | $3,490,008,831$ | 1916 |

Since the eigenvalue, $\lambda$, is simple, the dimension of the eigenspace corresponding to $\lambda$ is exactly 1 . Hence, the unit eigenvectors corresponding to $\lambda$ can be chosen uniquely up to a sign. This implies that $P x_{1}^{\lambda}$ is also a unit eigenvector corresponding to $\lambda$ for $A_{2}$. Hence

$$
\begin{equation*}
P x_{1}^{\lambda}= \pm x_{2}^{\lambda} \tag{5.4}
\end{equation*}
$$

Based on this lemma, one can derive a corollary similar to the main claim made by Chang et al. [11], He et al. [12], and Cubillo and Wan [13].

Corollary 5.4. Let $A_{1}$ and $A_{2}$ be the adjacency matrices of the graphs $G_{1}$ and $G_{2}$, respectively, and let $O_{1}$ and $O_{2}$ be the matrices whose columns are the orthonormal eigenvectors of $A_{1}$ and $A_{2}$, respectively, arranged in the increasing order of the corresponding eigenvalues. If all the eigenvalues of $G_{1}$ and $G_{2}$ are simple, then there exists a permutation matrix $P$ such that $P O_{1}=O_{2} Z$, if and only if $G_{1}$ is isomorphic to $G_{2}$, where $Z$ is a diagonal matrix with entries $\pm 1$.

In their claims and/or proofs Chang et al. [11] do not mention the fact that all the eigenvalues must be simple. Chang et al. [11], He et al. [12], and Cubillo and Wan [13] do not state the correct inference that $P O_{1}=O_{2} Z$, instead they claim only that $P O_{1}=O_{2}$. It should be noted that in their subsequent discussion of the same work He et al. [12] and Cubillo and Wan [13 mentioned this possibility.

Proof. Suppose $G_{1}$ is isomorphic to $G_{2}$ and hence $A_{2}=P A_{1} P^{T}$. Since all the eigenvalues are simple, Lemma 5.3 can be applied. Hence, $P o_{1}^{\lambda_{i}}= \pm o_{2}^{\lambda_{i}}$ for all
eigenvalues $\lambda_{i}$ of $A_{1}$ (and hence of $A_{2}$ ) and some permutation matrix P. This can be rewritten as $P O_{1}=O_{2} Z$.

The converse just follows by definition.

A stronger corollary whose proof is similar to the Corollary 5.4 is as follows,

Corollary 5.5. Let $A_{1}$ and $A_{2}$ be the adjacency matrices of a pair of isomorphic graphs $G_{1}$ and $G_{2}$, respectively. Let $X_{1}$ and $X_{2}$ be the matrices whose columns are the unit eigenvectors of $A_{1}$ and $A_{2}$ corresponding to the simple eigenvalues. Let these vectors be arranged in the increasing order of the corresponding eigenvalues. Then there exists a permutation matrix $P$ such that $P X_{1}=X_{2} Z$ if $G_{1}$ is isomorphic to $G_{2}$, where $Z$ is square diagonal matrix with entries $\pm 1$.

Even though the Corollary 5.4 appears stronger than Corollary 5.5 due the 'if and only if' condition, it is, in fact, weaker than Corollary 5.5 as the hypothesis of Corollary 5.4 is very restrictive. Hence, Corollary 5.5 should be used for isomorphism detection. It should be noted that Corollary 5.5 gives only a necessary condition for isomorphism (similar to the Corollary 5.2 involving the characteristic polynomial). This fact was not emphasized completely in the previous works [11, [3]. In fact, there exist a class of graphs called strongly regular graphs for which the eigenvalues and eigenvectors of the adjacency matrix provide no information for isomorphism detection. In other words, for the strongly regular graphs the converse of the Corollary 5.5 is not true.

A graph $G$ is said to be $k$-regular if every vertex has degree exactly equal to $k$. A graph $G$ on $n$ vertices is said to be strongly regular with parameters $(n, k, a, c)$ if it
is $k$-regular, every pair of adjacent vertices has $a$ common neighbors and every pair of distinct non-adjacent vertices has $c$ common neighbors [75]. A simple example is a 4-cycle (a simple loop with 4 vertices), which is a ( $4,2,0,1$ ) strongly regular graph as it is a 2-regular graph such that adjacent vertices have no common neighbor and distinct nonadjacent vertices have exactly 1 common neighbor.

For strongly regular graphs, there exist exactly 3 distinct eigenvalues. The distinct eigenvalues of a strongly regular graph, say, $\lambda_{1}<\lambda_{2}<\lambda_{3}$ can be expressed in terms of the parameters $(n, k, a, c) . \lambda_{3}=k$ and a corresponding eigenvector is the column vector consisting of all ones. The repeated eigenvalues $\lambda_{1}$ and $\lambda_{2}$ are the roots of $\lambda^{2}-(a-c) \lambda-(k-c)=0$. This implies that a pair of non-isomorphic strongly regular graphs with the same parameters will have the same eigenvalues and also the same unit eigenvectors (up to a sign) corresponding to the simple eigenvalue. There exist two non-isomorphic strongly regular graphs with parameters (16,6,2,2). Hence, this implies that these two non-isomorphic graphs satisfy the hypothesis of the converse of the Corollary 5.5. For further details, readers are referred to books on algebraic graph theory like Godsil and Royle [75], Biggs [76] and Cvetkovic et al. (77).

To determine if the converse of the Corollary 5.5 is false for kinematic chains, all the pairs of non-isomorphic kinematic chains with a given number of links and degrees of freedom can be checked to determine if they satisfy the hypothesis of the converse. Table 5.2 lists the number of pairs of non-isomorphic kinematic chains satisfying the hypothesis of the converse of Corollary 5.5. The pairs of adjacency isospectral and non-isomorphic chains are also listed for comparison. No pair of
non-isomorphic kinematic chains with 14 links or less and with 1, 2 and 3 degrees of freedom satisfies the hypothesis of the converse of Corollary 5.5. Hence for the kinematic chains with not more than 14 links and with not more than 3 degrees of freedom, the eigenvector approach can be used to detect isomorphism with complete reliability. The results in the Table 5.2 give us confidence on the converse of Corollary 5.5. As a cautionary note the same confidence in the converse of Corollary 5.2 would remain if Table 5.1 was constructed for only up to 9 links and 1, 2 and 3 degrees of freedom. Hence, the converse of the Corollary 5.5 need not be true in general for all kinematic chains.

### 5.4 Efficiencies of the spectral methods for isomorphism

The biggest advantage of using spectral properties for isomorphism detection is that they can be computed in polynomial-time. If a characteristic polynomial could identify isomorphism with complete reliability, then it implies that a polynomialtime algorithm exists for isomorphism detection. Since eigenvalues are the roots of the characteristic polynomial, verifying the equality of characteristic polynomials for a pair of adjacency matrices is equivalent to verifying the equality of the set of eigenvalues of that pair. Computing eigenvalues involves fewer computations than computing the characteristic polynomial. Hence using eigenvalues instead of a characteristic polynomial for isomorphism detection is computationally more efficient.

Eigenvectors can be computed in polynomial-time even though just computing the eigenvalues takes fewer computations. However, in some cases, the eigenvector

Table 5.2: Table of non-isomorphic kinematic chains satisfying the hypothesis of converse of the Corollary 5.5.

| DOF | Links | Non-isomorphic chains generated by McKay-type synthesis | Pairs of adjacency isospectral non-isomorphic chains | Pairs of non-isomorphic kinematic chains satisfying the converse of Corollary 5.5. |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 | 0 |
|  | 8 | 16 | 0 | 0 |
|  | 10 | 230 | 2 | 0 |
|  | 12 | 6856 | 225 | 0 |
|  | 14 | 318,162 | 10,451 | 0 |
| 2 | 7 | 3 | 0 | 0 |
|  | 9 | 35 | 0 | 0 |
|  | 11 | 753 | 17 | 0 |
|  | 13 | 27,496 | 746 | 0 |
| 3 | 8 | 5 | 0 | 0 |
|  | 10 | 74 | 2 | 0 |
|  | 12 | 1962 | 30 | 0 |
|  | 14 | 83,547 | 1916 | 0 |

approach for isomorphism detection requires exponential time since one not only needs to compute eigenvectors but also needs to verify if $P X_{1}=X_{2} Z$ where $P, X_{1}$ and $X_{2}$ be as defined in Corollary 5.5. Consider the following example, $X_{1}=\left(\begin{array}{cc}a & d \\ b & d \\ c & d \\ a & e \\ b & e \\ c & e \\ a & f \\ b & f \\ c & f\end{array}\right)$ and $X_{2}=\left(\begin{array}{cc}b & d \\ a & d \\ c & e \\ a & e \\ b & e \\ b & f \\ a & f \\ c & f\end{array}\right)$ where $a, b$ and $c$ are some real numbers.
There exists a unique permutation, namely $(2,3,1,6,4,5,8,7,9)$, which takes each column of $X_{1}$ to $X_{2}$. But each column of $X_{1}$ can be individually permuted to the corresponding column of $X_{2}$ in (3! $)^{3}$ ways. Hence at least (3!) $)^{3}$ permutations must be examined. Similarly, for a given $n$, one could construct two matrices $X_{1}$ and $X_{2}$ consisting of two columns of length $n^{2}$ and which would require $(n!)^{n}$ permutations for comparison. The underlying reason for this is that the stabilizers of each column, under the action of the symmetric group on $n^{2}$ elements, $S_{n^{2}}$, have a trivial intersection. Each of the stabilizers has $(n!)^{n}$ elements. More general examples can be constructed such that the individual column stabilizers have a large size and that their combined intersection is very small. However, in general, we do not have a theorem that guarantees the existence of such eigenvectors. Figure 5.1 shows the
eigenvalue (Figure 5.1(a) and eigenvector matrices (Figures 5.1(b) and 5.1(c)) of a pair of non-isomorphic kinematic chains with 12 links and 1 degrees of freedom. This is an example of a case that requires a lot of comparisons.

To improve the computational efficiency of the eigenvector approach, one could only verify if the individual eigenvectors corresponding to the simple eigenvalues can be permuted into one another. In other words, instead of verifying $P X_{1}=X_{2} Z$ one could check if there exists permutation matrices $P^{i}$ such that $P^{i} x_{1}^{i}= \pm x_{2}^{i}$ for each pair of $i^{\text {th }}$ columns, $\left(x_{1}^{i}, x_{2}^{i}\right)$, of $X_{1}$ and $X_{2}$ respectively. If $Q x= \pm y$ then $x$ and $y$ are said to be similar.

The efficiency can be further improved by only checking if the eigenvectors corresponding to the largest eigenvalue are similar. The mathematical justification for this comes from Theorem 5.6 which guarantees that the largest eigenvalue is simple. Table 5.3 lists the number of pairs of non-isomorphic kinematic chains with similar eigenvectors corresponding to the largest eigenvalue and also the number of pairs of non-isomorphic kinematic chains with similar eigenvectors corresponding to all simple eigenvalues.

Theorem 5.6 (Weak Perron-Frobenius). Suppose $A$ is a real symmetric nonnegative $n \times n$ matrix whose underlying graph $X$ is connected. Then, the spectral radius, $\rho(A)$, is a simple eigenvalue of $A$. If $x$ is its corresponding eigenvector, then none of the entries of $x$ are zero and all the entries have the same sign.

For more details on Theorem 5.6, readers are referred to Godsil and Royle 75] or any other book on algebraic graph theory.

$$
(-2.7321-2.0000-1.4142-1.4142-0.7321+0.0000+0.0000+0.7321+1.4142+1.4142+2.0000+2.7321)
$$

(a)

| ( 0.3140 | 0.3536 | 0.2945 | 0.1957 | 0.1625 | 0.0008 | -0.5000 | 0.1625 | -0.0073 | 0.3535 | $-0.35$ | $-0.3140$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3140 | 0.3536 | $-0.2945$ | 0.1957 | -0.1625 | 0.0008 | 0.5000 | 0.1625 | 0.0073 | $-0.3535$ | -0.35 | $-0.3140$ |
| 0.2299 | 0.0000 | -0.2768 | -0.4164 | 0.4440 | 0.0000 | 0.0000 | -0.4440 | 0.4999 | 0.0103 | 0.000 | $-0.2299$ |
| 0.2299 | 0.0000 | 0.2768 | 0.4164 | 0.4440 | 0.0000 | 0.0000 | $-0.4440$ | -0.4999 | $-0.0103$ | 0.000 | $-0.2299$ |
| -0.2299 | 0.0000 | -0.4164 | 0.2768 | 0.4440 | 0.0000 | 0.0000 | 0.4440 | -0.0103 | 0.4999 | 0.000 | $-0.2299$ |
| -0.2299 | 0.0000 | 0.4164 | -0.2768 | 0.4440 | 0.0000 | 0.0000 | 0.4440 | 0.0103 | -0.4999 | 0.00 | $-0.2299$ |
| $-0.3140$ | 0.3536 | 0.1957 | 0.2945 | 0.1625 | $-0.5000$ | 0.0008 | $-0.1625$ | 0.3535 | 0.0073 | 0.3536 | -0.3140 |
| -0.3140 | 0.353 | . 195 | 0.2945 | 0.1625 | 0.500 | 0.000 | -0.162 | 0.3535 | -0.0073 | 0.35 | $-0.3140$ |
| -0.3140 | -0.3536 | 0.195 | 0.2945 | 0.1625 | 0.50 | 0.000 | -0.1625 | 0.3535 | 0.007 | 0.353 | -0.3140 |
| -0.3140 | -0.3536 | -0.1957 | 0.2945 | 0.1625 | -0.5000 | 0.000 | $-0.1625$ | -0.3535 | -0.0073 | $-0.3536$ | -0.3140 |
| 0.3140 | -0.3536 | 0.2945 | $-0.1957$ | -0.1625 | 0.0008 | 0.5000 | 0.1625 | -0.0073 | 0.3535 | 0.3536 | -0.3140 |
| ( 0.3140 | 0.3536 | -0.2945 | 0.1957 | -0.1625 | -0.0008 | -0.5000 | 0.1625 | 0.0073 | $-0.3535$ | 0.3536 | -0.3140 |


| ( 0.3140 | 0.3536 | -0.3536 | 0.0014 | 0.1625 | 0.0964 | -0.4906 | 0.1625 | -0.3534 | -0.0105 | $-0.353$ | -0.3140 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3140 | 0.3536 | 0.3536 | -0.0014 | 0.1625 | -0.0964 | 0.4906 | 0.1625 | 0.3534 | 0.0105 | -0.353 | -0.3140 |
| 0.3140 | -0.3536 | $-0.3536$ | 0.0014 | 0.1625 | -0.0964 | 0.4906 | 0.1625 | -0.3534 | -0.0105 | 0.35 | -0.3140 |
| 0.3140 | -0.3536 | 0.3536 | $-0.0014$ | 0.1625 | 0.0964 | $-0.4906$ | 0.1625 | 0.3534 | 0.0105 | 0.3 | -0.3140 |
| 0.2299 | 0.0000 | -0.0020 | $-0.5000$ | $-0.4440$ | 0.0000 | 0.0000 | -0.4440 | -0.0149 | 0.4998 | 0.00 | -0.2299 |
| 0.2299 | 0.0000 | 0.0020 | 0.5000 | -0.4440 | 0.0000 | 0.0000 | -0.4440 | 0.0149 | $-0.4998$ | 0.00 | -0.2299 |
| -0.2299 | -0.3536 | 0.0000 | 0.0000 | -0.4440 | 0.4906 | -0.0964 | 0.4440 | 0.0000 | 0.0000 | $-0.353$ | -0.2299 |
| -0.2299 | 0.3536 | 0.0000 | 0.0000 | -0.4440 | 0.4906 | 0.0964 | 0.4440 | 0.0000 | 0.0000 | 0.353 | -0.2299 |
| -0.3140 | 0.0000 | 0.5014 | 0.3515 | 0.1625 | 0.0000 | 0.0000 | -0.1625 | -0.5103 | 0.3385 | 0.000 | -0.3140 |
| -0.3140 | $-0.3536$ | -0.0014 | $-0.3536$ | 0.1625 | 0.4906 | 0.0964 | $-0.1625$ | 0.0105 | $-0.3534$ | $-0.353$ | -0.3140 |
| -0.3140 | 0.0000 | -0.4986 | 0.3556 | 0.1625 | 0.0000 | 0.0000 | $-0.1625$ | 0.4892 | 0.3683 | 0.000 | -0.3140 |
| (-0.3140 | 0.3536 | -0.0014 | $-0.3536$ | 0.1625 | -0.4906 | -0.0964 | -0.1625 | 0.0105 | $-0.3534$ | 0.353 | -0.3140 |

(c)

Figure 5.1: Eigenvalues (a) and eigenvector matrices (b) and (c) of a pair of non-isomorphic 12 link and 1 degrees of freedom obtained after Step 3

Table 5.3: Table of non-isomorphic kinematic chains with similar eigenvectors corresponding to the largest eigenvalue.

| DOF | Links | Non-isomorphic chains | Pairs of non-isomorphic kinematic chains with similar eigenvectors corresponding to |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 | 0 |
|  | 8 | 16 | 0 | 0 |
|  | 10 | 230 | 0 | 0 |
|  | 12 | 6856 | 4 | 4 |
|  | 14 | 318,162 | 41 | 34 |
| 2 | 7 | 3 | 0 | 0 |
|  | 9 | 35 | 0 | 0 |
|  | 11 | 753 | 1 | 1 |
|  | 13 | 27,496 | 6 | 6 |
| 3 | 8 | 5 | 0 | 0 |
|  | 10 | 74 | 0 | 0 |
|  | 12 | 1962 | 0 | 0 |
|  | 14 | 83,547 | 11 | 9 |

### 5.5 Implementation

For this study, all the non-isomorphic kinematic chains for a given number of links and degrees of freedom were synthesized using a McKay-type exhaustive isomorph-free generation algorithm in conjunction with Lee and Yoon's degeneracy testing algorithm. Using McKay's method the isomorphism class representatives are generated by canonical construction path where the larger kinematic chains are constructed from smaller kinematic chains recursively by well-defined operations which eliminate isomorphs at each step. More specifically, every kinematic chain will be assigned a unique parent from which it must be generated and a kinematic chain is accepted if and only if it is generated from its parent. A kinematic chain is generated only once from its parent which ensures that only non-isomorphic kinematic chains are generated in this procedure. The basic algorithm for synthesis of planar kinematic chains is presented in Chapter T. $^{6}$.

Databases of the adjacency matrices of all the possible non-isomorphic chains consisting of a given number of links and degrees of freedom for 6 to 14 links and 1 to 3 degrees of freedom were created. To establish the reliability of the characteristic polynomial method, all possible pairs of non-isomorphic kinematic chains from each database were tested to verify if they have the same set of eigenvalues. Algorithm 5.1 is an implementation of isomorphism detection using the modified eigenvector approach. The reliability of the modified eigenvector approach is established by checking if all possible pairs of non-isomorphic kinematic chains are detected by the Algorithm 5.1.

```
Algorithm 5.1 Modified eigenvector isomorphism detection algorithm
    procedure isIsoEigVEC \(\left(A_{1}\right.\) : adjacency matrix, \(A_{2}\) : adjacency matrix)
        if the sets of eigenvalues of \(A_{1}\) and \(A_{2}\) are equal then
            select the eigenvectors corresponding to the largest eigenvalue
            if the corresponding eigenvectors are similar then
            if all the eigenvectors corresponding to simple eigenvalues are similar
                then
            if \(P X_{1}=X_{2} Z\) for some permutation matrix \(P\) then
                        comment: \(X_{1}, X_{2}\) and \(Z\) are as defined in Corollary 5.5
                calculate all possible \(P\) such that \(P X_{1}=X_{2} Z\)
                if \(P A_{1} P^{T}=A_{2}\) for some \(P\) calculated above then return true
                end if
                    end if
                    end if
                end if
        end ifreturn false
    end procedure
```

Verifying two eigenvectors $x, y$ for similarity, i.e., verifying the existence of a permutation matrix $Q$ such that $Q x= \pm y$, is done efficiently by using a sort function. First, $x, y,-y$ are sorted and then the norms of $x_{s}-y_{s}$ and $x_{s}-(-y)_{s}$ (where subscript $s$ indicates that the vectors are sorted) are tested to see if they are simultaneously zero. Verifying the existence of a permutation matrix $P$ such that $P X_{1}=X_{2} Z$ (where $X_{1}, X_{2}$ and $Z$ are defined as in Corollary 5.5) is done as follows:

1. A column vector of $X_{1}$ with maximum number of distinct coordinates is first selected and the corresponding column vector of $X_{2}$ is also picked.
2. These column vectors are verified for similarity and a corresponding permutation, if exists, is calculated as described earlier.
3. The stabilizer of selected column vector of $X_{1}$ under the action of $S_{n}$ is calculated. This is used to generate all the possible permutations which make the corresponding selected columns similar.
4. Each of the permutations generated are acted on the remaining columns to verify the feasibility of the permutation.

All the algorithms were programmed in MATLAB and were implemented on personal computers with Intel Pentium 4 processor and 1GB of RAM.

### 5.6 Discussion

The results in Table 5.1 show that the reliability of the adjacency characteristic polynomial for isomorphism detection decreases as the number of links increases. It
should be noted that this is the most computationally time consuming step even for the eigenvector approach, as all the possible pairs of non-isomorphic chains are tested for equality of the eigenvalues. This work shows that the eigenvector approach is completely reliable (Table 5.2) for kinematic chain with up to 14 links and having 1, 2 and 3 degrees of freedom but is computationally less efficient in certain cases. Furthermore, one could conclude from Tables 5.2, and 5.3 that Algorithm 5.2, which is more efficient than Algorithm 5.1, detects isomorphism with complete reliability for kinematic chains with up to 14 links.

```
Algorithm 5.2 Modified eigenvector isomorphism detection algorithm with up to
14 links
    procedure IsIsoEIGVEC( }\mp@subsup{A}{1}{}\mathrm{ : adjacency matrix, }\mp@subsup{A}{2}{}\mathrm{ : adjacency matrix)
        if the sets of eigenvalues of }\mp@subsup{A}{1}{}\mathrm{ and }\mp@subsup{A}{2}{}\mathrm{ are equal then
            select the eigenvectors corresponding to the largest eigenvalue
            if the corresponding eigenvectors are similar then
                if PX X = X X Z for some permutation matrix P then
            comment: }\mp@subsup{X}{1}{},\mp@subsup{X}{2}{}\mathrm{ and Z are as defined in Corollary 5.5 re-
                turn true
            end if
            end if
            end ifreturn false
    end procedure
```

It should be noted that the computationally expensive step of Algorithms 5.1 and 5.2 is finding the permutation matrix $P$ such that $P X_{1}=X_{2} Z$. In fact, this
step can take exponential time to execute. An example is the eigenvector matrices of a pair of non-isomorphic 12 link and 1 degrees of freedom obtained after Step 3 shown in Figure 5.1(b) and 5.1(c).

### 5.7 Summary

There exist many techniques to detect if a pair of kinematic chains are isomorphic. However, most of these techniques are either computationally inefficient or unreliable. In particular, spectral methods such as the traditional characteristic polynomial method and the more recently proposed eigenvector approach, have attracted a lot of attention as there exist polynomial-time algorithms to compute the spectral properties of a matrix. The reliability of the characteristic polynomial of adjacency matrix is established and, as expected, the reliability decreased as number of links increased. Unlike the characteristic polynomial approach, the eigenvector approach can take exponential-time in the worst case. The eigenvector approach can be refined for computational efficiency by first verifying if the eigenvectors corresponding to the largest eigenvalue are similar. The eigenvector approach has detected all non-isomorphic chains with up to 14 links and 1, 2 and 3 degrees of freedom with complete reliability. It remains to be established if the eigenvector approach fails to identify a pair of non-isomorphic kinematic chains, as in the case of simple graphs.

## Chapter 6

## Laplace and Extended Adjacency Matrices for Isomorphism

## Detection

### 6.1 Introduction

In the graph theory community, researchers have used the spectra of the Laplace matrix of a graph for isomorphism detection. This chapter establishes the reliability of using the eigenvalues of the Laplace matrix of a kinematic chain for isomorphism detection. Novel matrices, called extended adjacency matrices, similar to the Laplace matrices are developed in this chapter for isomorphism detection. The reliability of the eigenvalues of the extended adjacency matrices of a kinematic chain for isomorphism detection is also established in this chapter.

### 6.2 Characteristic polynomial methods

As in the previous chapter, given a graph, $G, A(G)$ denotes the adjacency matrix of $G$. Graphs $G_{1}$ and $G_{2}$ are isomorphic if and only if there exists a permutation matrix $P$ such that $A\left(G_{2}\right)=P A\left(G_{1}\right) P^{T}$. In the previous chapter the exact number of adjacency isospectral and non-isomorphic kinematic chains for a given number of links and degrees of freedom are tabulated.

The goal remains to find a matrix, $M(G)$, such that the a pair of graphs are
isomorphic, if and only if the characteristic polynomials with respect to the matrix $M$ of the graph are equal. A pair of graphs with the same characteristic polynomial with respect to $M(G)$ are called isospectral graphs with respect to $M(G)$ or $M(G)$ isospectral graphs. Identifying such a matrix, $M(G)$, would amount to finding a polynomial-time algorithm for the graph isomorphism problem. The graph theory community is highly skeptical about finding such a matrix for general graphs.

Polynomial-time isomorphism detection algorithms exist for certain classes of graphs with inherent structure such as, planar graphs, trees and graphs with bounded degree. Unfortunately, the graphs of planar kinematic chains do not fall into any of the classes stated above, but they are closely related to planar graphs. The graphs of planar kinematic chains have a rich recursive structure due to the constraints imposed by the degree of freedom equation. Hence one can hope to develop a polynomial-time algorithm for isomorphism detection by exploiting the recursive structure.

Since the characteristic polynomial of the adjacency matrix is not a completely reliable isomorphism index, researchers have proposed several other graph matrices. In the mechanisms community the examples include the structural matrix [50], the vertex-vertex degree matrix [54] and the distance matrix [56]. However, in the graph theory community a different matrix, called the Laplace matrix, was chosen to characterize graphs using their spectral properties [78, 79].

### 6.3 Laplace matrix

The Laplace matrix or the Laplacian of a graph $G, L(G)$ is defined to be $A(G)-D(G)$ where $D(G)$ is the diagonal matrix made of the degrees of $G$. From the definition of the Laplacian, it is easy to see that, if $A=\left(a_{i j}\right)$ then $L$ can be written as

$$
L=\left(\begin{array}{cccc}
-\left(a_{11}+\cdots+a_{1 n}\right) & a_{12} & \cdots & a_{1 n} \\
a_{21} & -\left(a_{21}+\cdots+a_{2 n}\right) & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & -\left(a_{n 1}+\cdots+a_{n n}\right)
\end{array}\right)
$$

The following claim for the Laplace matrix holds true.

Claim 6.1. Graphs $G_{1}$ and $G_{2}$ are isomorphic if and only if there exists a permutation matrix $P$ such that $L\left(G_{2}\right)=P L\left(G_{1}\right) P^{T}$.

Proof. $G_{1}$ and $G_{2}$ are isomorphic if an only if there exists a permutation matrix $P$ such that $A\left(G_{2}\right)=P A\left(G_{1}\right) P^{T}$. Let $\pi$ be the permutation corresponding to the permutation matrix $P$. Then

$$
\begin{align*}
P L\left(G_{1}\right) P^{T} & =P\left(A\left(G_{1}\right)-D\left(G_{1}\right)\right) P^{T} \\
& =P A\left(G_{1}\right) P^{T}-P D\left(G_{1}\right) P^{T} \\
& =A\left(G_{2}\right)-P D\left(G_{1}\right) P^{T} \tag{6.1}
\end{align*}
$$

Let $A_{1}=\left(a_{1, i j}\right)$ and $A_{2}=\left(a_{2, i j}\right)$ then,

$$
\begin{align*}
& P D\left(G_{1}\right) P^{T}= \\
& P\left(\begin{array}{lll}
-\left(a_{1,11}+\cdots+a_{1,1 n}\right) & & \\
& \ddots & \\
& & -\left(a_{1, n 1}+\cdots+a_{1, n n}\right)
\end{array}\right) P^{T}= \\
& \left(\begin{array}{ccc}
-\left(a_{1, \pi(1) 1}+\cdots+a_{1, \pi(1) n}\right) & & \\
& \ddots & \\
& & -\left(a_{1, \pi(n) 1}+\cdots+a_{1, \pi(n) n}\right)
\end{array}\right)= \\
& \left(\begin{array}{ccc}
\left(a_{2,1 \pi^{-1}(1)}+\cdots+a_{2,2 \pi^{-1}(n)}\right) & & \\
& \ddots & \\
& & -\left(a_{2, n \pi^{-1}(1)}+\cdots+a_{2, n \pi^{-1}(n)}\right)
\end{array}\right)= \\
& \left(\begin{array}{ccc}
-\left(a_{2,11}+\cdots+a_{2,2 n}\right) & & \\
& \ddots & \\
& & -\left(a_{2, n 1}+\cdots+a_{2, n n}\right)
\end{array}\right)= \\
& P D\left(G_{2}\right) P^{T} \tag{6.2}
\end{align*}
$$

Equations 6.1 and 6.2 combined together give the required result.

The Laplacian was not used in mechanisms literature prior to this work for isomorphism detection. A list of all Laplacian isospectral and non-isomorphic kinematic chains for different number of links and degrees of freedom, was obtained by comparing the Laplacian eigenvalues for every possible non-isomorphic pair of chains. The results obtained are listed in Table 6.1. In this and subsequent tables the results of the reliability of the characteristic polynomial of the adjacency matrix
are included for comparison.
These results infer that the Laplacian characteristic polynomial is a better index than the adjacency characteristic polynomial, in most of the cases where the number of links are large. However, the opposite was observed for most of the cases where the number of links was small.

Since the reliability of the characteristic polynomial of the Laplace matrix was comparable to that of the adjacency matrix, the combination of verifying isomorphism using both the characteristic polynomials was considered. All the pairs of non-isomorphic chains were compared to enumerate the number of pairs which were isospectral with respect to both the adjacency and the Laplacian matrices. The results obtained are tabulated in Table 6.2.

Results shown in Table 6.2 infer that for kinematic chains with links less than or equal to 11 , the characteristic polynomials of both the adjacency and the Laplace matrix can simultaneously be used as the isomorphism index. In the case of kinematic chains with 12 or more links, both these polynomials together eliminated more than $96 \%$ of the adjacency isospectral and non-isomorphic chains. Unfortunately, these results also show that these polynomials cannot be used as a ideal isomorphism index.

### 6.4 Extended adjacency matrix

This section deals with the problem of finding such a matrix $M(G)$ such that a pair of kinematic chains are isomorphic, if and only if the characteristic polynomials

Table 6.1: Table of Laplacian isospectral and non-isomorphic kinematic chains.

| DOF | Links | Non-isomorphic chains | Adjacency isospectral chains | Laplacian isospectral chains |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 | 0 |
|  | 8 | 16 | 0 | 1 |
|  | 10 | 230 | 2 | 8 |
|  | 12 | 6,856 | 225 | 114 |
|  | 14 | 318,162 | 10,451 | 2,324 |
| 2 | 7 | 3 | 0 | 0 |
|  | 9 | 35 | 0 | 0 |
|  | 11 | 753 | 17 | 6 |
|  | 13 | 27,496 | 746 | 259 |
| 3 | 8 | 5 | 0 | 0 |
|  | 10 | 74 | 2 | 1 |
|  | 12 | 1,962 | 30 | 33 |
|  | 14 | 83,547 | 1,916 | 676 |

Table 6.2: Table of Laplacian and adjacency isospectral, and non-isomorphic kinematic chains.

| DOF | Links | Non-isomorphic <br> chains | Adjacency isospectral chains | Adjacency and <br> Laplacian <br> isospectral chains |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 | 0 |
|  | 8 | 16 | 0 | 0 |
|  | 10 | 230 | 2 | 0 |
|  | 12 | 6,856 | 225 | 9 |
|  | 14 | 318,162 | 10,451 | 310 |
| 2 | 7 | 3 | 0 | 0 |
|  | 9 | 35 | 0 | 0 |
|  | 11 | 753 | 17 | 0 |
|  | 13 | 27,496 | 746 | 18 |
| 3 | 8 | 5 | 0 | 0 |
|  | 10 | 74 | 2 | 0 |
|  | 12 | 1,962 | 30 | 0 |
|  | 14 | 83,547 | 1,916 | 38 |

with respect to the matrix $M$ are equal.
Given the graphs $G_{1}$ and $G_{2}$, the corresponding matrices $M\left(G_{1}\right)$ and $M\left(G_{2}\right)$ should satisfy the following conditions:

M1: If $G_{1}$ and $G_{2}$ are isomorphic, then $M\left(G_{2}\right)=P M\left(G_{1}\right) P^{T}$ for some permutation matrix $P$.

M2: If the characteristic polynomials of $M\left(G_{1}\right)$ and $M\left(G_{2}\right)$ are identical, then $G_{1}$ and $G_{2}$ are isomorphic.

Laplacian and adjacency matrices satisfy the first condition. The Laplacian matrix, $L$, by definition is $A(G)-D(G)$ and hence has $\left(a_{k 1}+\cdots+a_{k n}\right)$ as diagonal terms which are invariant under the action of the permutation group. If the diagonal elements of Laplace matrix are replaced by any symmetric functions, $\operatorname{sym}\left(a_{k 1}, \ldots, a_{k n}\right)$, of the corresponding elements of the row, the resulting matrix will also satisfy the Condition M1.

A symmetric function on $n$ elements is a function which is invariant under the action of the permutation group on the variables. Given variables $\left(u_{1}, \ldots, u_{n}\right)=u$,
the elementary symmetric polynomials, $s_{i}(u)$, are defined as

$$
\begin{aligned}
s_{0}(u) & =0 \\
s_{1}(u) & =u_{1}+u_{2} \cdots+u_{n} \\
s_{2}(u) & =u_{1} u_{2}+u_{1} u_{3}+\cdots u_{n-1} u_{n}=\sum_{i<j} u_{i} u_{j} \\
s_{3}(u) & =\sum_{i<j<k} u_{i} u_{j} u_{k} \\
& \vdots \\
s_{n}(u) & =u_{1} u_{2} \cdots u_{n}
\end{aligned}
$$

Given a permutation $\pi$ of first $n$ natural numbers, let the action of $\pi$ on $u$ be $\pi(u)=\left(u_{\pi(1)}, \ldots, u_{\pi(n)}\right)$. Then, from the definition, $s_{k}(\pi(u))=s_{k}(u)$. Hence the elementary symmetric polynomials are invariant under the action of the permutation group. Since any symmetric polynomial can be written as a polynomial of elementary symmetric polynomials, one could define an extended adjacency matrix of a graph $G$ for each such elementary symmetric polynomial. An extended adjacency matrix of order $d$ of a graph $G$ can be defined as, given adjacency matrix $A=\left(a_{i j}\right)$,

$$
A^{(d)}=\left(\begin{array}{cccc}
s_{d}\left(-a_{11}, \ldots,-a_{1 n}\right) & a_{12} & \cdots & a_{1 n} \\
a_{21} & s_{d}\left(-a_{21}, \ldots,-a_{2 n}\right) & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & \left.s_{( }-a_{n 1}, \ldots,-a_{n n}\right)
\end{array}\right)
$$

Clearly from the definition of $A^{(d)}(G), A^{(0)}(G)=A(G)$, the conventional adjacency matrix, and $A^{(1)}(G)=L(G)$, Laplace matrix. The Proposition shows that the extended adjacency matrices satisfy the Condition M1.

Proposition 6.2. Graphs $G_{1}$ and $G_{2}$ are isomorphic if and only if there exists a permutation matrix $P$ such that $A^{(d)}\left(G_{2}\right)=P A^{(d)}\left(G_{1}\right) P^{T}$.

Proof. Proof is similar to the proof of the Claim6.1. When all the diagonal entries in the proof of Claim 6.1 of form $-\left(a_{p, k 1}+\cdots+a_{p, k n}\right)$ are replaced by $s_{d}\left(a_{p, k 1}, \ldots, a_{p, k n}\right)$ we obtain the proof of this proposition.

The reliability of the characteristic polynomials of the extended adjacency matrices for isomorphism detection was computed for a given number of links and degrees of freedom. The results are listed in Table 6.3. From the results it can be seen that the reliability of the characteristic polynomials of $A^{(2)}$ and $A^{(3)}$ ranked first and second respectively, and the reliability of the characteristic polynomials of other matrices was comparable to the adjacency matrix $\left(A^{(0)}\right)$. Notably, the characteristic polynomial of the $A^{(2)}$ showed unusually high reliability compared to others.

It was shown that the characteristic polynomials of the adjacency matrix $\left(A^{(0)}\right)$ and that of the Laplace matrix $\left(A^{(1)}\right)$ together served as a better isomorphism index than the individual polynomials. This provided motivation to check if the characteristic polynomials of all the extended adjacency matrices together can serve as a completely reliable index for isomorphism. All the pairs of non-isomorphic chains were compared to enumerate the pairs which were isospectral with respect to all the extended adjacency matrices. These results are listed in Table 6.4. From the results, it can be seen that the reliability of the characteristic polynomials of all the extended matrices was slightly better than those using the characteristic polynomials of adjacency and Laplace matrices. Surprisingly, the reliability of the

Table 6.3: Table of $A^{(d)}$ isospectral and non-isomorphic kinematic chains.

| DOF | 1 |  |  |  | 2 |  |  |  | 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Links | 6 | 8 | 10 | 12 | 7 | 9 | 11 | 13 | 8 | 10 | 12 |
| Non-isomorphic <br> chains | 2 | 16 | 230 | 6856 | 3 | 35 | 753 | 27,496 | 5 | 74 | 1962 |
| $A^{(0)}$ | 0 | 0 | 2 | 225 | 0 | 0 | 17 | 746 | 0 | 2 | 30 |
| $A^{(1)}$ | 0 | 1 | 8 | 114 | 0 | 0 | 6 | 259 | 0 | 1 | 33 |
| $A^{(2)}$ | 0 | 0 | 0 | 7 | 0 | 0 | 0 | 18 | 0 | 0 | 0 |
| $\text { 権 } \quad A^{(3)}$ | 0 | 1 | 0 | 16 | 0 | 0 | 2 | 101 | 0 | 1 | 16 |
| $\quad A^{(4)}$ | 0 | 0 | 1 | 109 | 0 | 0 | 9 | 459 | 0 | 1 | 23 |
| $\quad A^{(5)}$ | 0 | 0 | 2 | 208 | 0 | 0 | 15 | 727 | 0 | 2 | 29 |
| $\quad A^{(6)}$ |  | 0 | 2 | 224 | 0 | 0 | 17 | 746 | 0 | 2 | 30 |
| E. $\quad A^{(7)}$ |  | 0 | 2 | 225 |  | 0 | 17 | 746 | 0 | 2 | 30 |
| . $\quad A^{(8)}$ |  |  | 2 | 225 |  | 0 | 17 | 746 |  | 2 | 30 |
| $\stackrel{\circ}{\circ} \quad A^{(9)}$ |  |  | 2 | 225 |  |  | 17 | 746 |  | 2 | 30 |
| 電. $\quad A^{(10)}$ |  |  |  | 225 |  |  | 17 | 746 |  |  | 30 |
| $A^{(11)}$ |  |  |  | 225 |  |  |  | 746 |  |  | 30 |
| $A^{(12)}$ |  |  |  |  |  |  |  | 746 |  |  |  |

characteristic polynomials of all the extended matrices was exactly equal to the reliability of the characteristic polynomial of the $A^{(2)}$ matrix.

Next, all the pairs of $A^{(2)}$-isospectral and non-isomorphic kinematic chains were verified to assess if they were isospectral for all other extended adjacency matrices when number of links is 14 and 1 and 3 degrees of freedom. The results are shown in the Table 6.5. This shows that the pairs of non-isomorphic chains with up to 14 links and 1 to 3 degrees of freedom that are isospectral for all extended matrices are exactly the pairs of $A^{(2)}$-isospectral chains.

### 6.5 Discussion

The reliability of the characteristic polynomial of the $A^{(2)}$ matrix was a lot higher than that of the standard adjacency matrix. The $A^{(2)}$ matrix must be used for the characteristic polynomial based isomorphism detection in kinematic chains. It remains to be seen if the pairs of non-isomorphic chains that are isospectral for all extended matrices are exactly the pairs of $A^{(2)}$ isospectral chains for any number of links and degrees of freedom. It should be noted that similar extended matrices can be constructed for the vertex-vertex degree matrix [54] and the distance matrix [56] that were defined in the mechanisms literature. It also remains to be seen if the corresponding $A^{(2)}$ extended matrices have the same characteristics.

While analyzing the data of the Laplacian isospectral and non-isomorphic graphs it was observed that all the pairs of Laplacian isospectral and non-isomorphic graphs had the same degree sequence. The results are tabulated in Table 6.6.

Table 6.4: Table of isospectral and non-isomorphic kinematic chains for all extended matrices.

| DOF | Links | Non-isomorphic chains from Chapter 5 | Adjacency $\left(A^{(0)}\right)$ isospectral chains | Isospectral chains for all extended matrices |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 | 0 |
|  | 8 | 16 | 0 | 0 |
|  | 10 | 230 | 2 | 0 |
|  | 12 | 6,856 | 225 | 7 |
| 2 | 7 | 3 | 0 | 0 |
|  | 9 | 35 | 0 | 0 |
|  | 11 | 753 | 17 | 0 |
|  | 13 | 27,496 | 746 | 18 |
| 3 | 8 | 5 | 0 | 0 |
|  | 10 | 74 | 2 | 0 |
|  | 12 | 1,962 | 30 | 0 |

Table 6.5: Table of all $A^{(d)}$ isospectral chains and $A^{(2)}$ isospectral and non-isomorphic chains.

| DOF | Links | $A^{(2)}$ isospectral chains | Isospectral chains for all extended matrices |
| :---: | :---: | :---: | :---: |
| 1 | 6 | 2 | 0 |
|  | 8 | 0 | 0 |
|  | 10 | 0 | 0 |
|  | 12 | 7 | 7 |
|  | 14 | 304 | 304 |
| 2 | 7 | 0 | 0 |
|  | 9 | 0 | 0 |
|  | 11 | 0 | 0 |
|  | 13 | 18 | 18 |
| 3 | 8 | 0 | 0 |
|  | 10 | 0 | 0 |
|  | 12 | 0 | 0 |
|  | 14 | 36 | 36 |

Table 6.6: Table of the Laplacian isospectral non-isomorphic chains with different degree sequence.

| DOF | Links | Laplacian <br> Isospectral chains | Laplacian Isospectral chains with different Degree Sequence |
| :---: | :---: | :---: | :---: |
| 1 | 6 | 0 | 0 |
|  | 8 | 1 | 0 |
|  | 10 | 8 | 0 |
|  | 12 | 114 | 0 |
| 2 | 7 | 0 | 0 |
|  | 9 | 0 | 0 |
|  | 11 | 6 | 0 |
|  | 13 | 259 | 0 |
| 3 | 8 | 0 | 0 |
|  | 10 | 1 | 0 |
|  | 12 | 33 | 0 |

It is well known that the Laplacian isospectral graphs have the same number of edges because the trace of the Laplacian is the negative number of edges [76]. To verify if there exist graphs with non-isomorphic Laplacian isospectral graphs that have a different degree sequence, all non-isomorphic graphs pairs on 7 and 8 vertices were tested. The results are listed in the Table 6.7

Table 6.7: Table of the Laplacian isospectral non-isomorphic graphs with different degree sequence.
\(\left.$$
\begin{array}{|c|c|c|}\hline \text { Vertices } & \text { Laplacian } \\
\text { Isospectral graphs }\end{array}
$$ \begin{array}{c}Laplacian Isospectral chains <br>
with different Degree <br>

Sequence\end{array}\right]\)| 36 |
| :---: |
| 7 |

From the above results, it can be observed that there exist non-isomorphic graphs that are Laplacian isospectral and have different degree sequence. This phenomenon, which seems to be unique to kinematic chains, needs further research to decide if it is valid for all kinematic chains. If this phenomenon is true in general for kinematic chains, one can hope to find more structural invariants which might eventually help in isomorphism detection of kinematic chains.

### 6.6 Summary

Kinematic chain isomorphism detection based on the characteristic polynomial of the graph matrices would imply a polynomial-time algorithm for isomorphism detection. To date, there does not a exist a graph matrix whose characteristic polynomial detects isomorphism with complete reliability. In an attempt to find such a matrix for kinematic chains, the Laplace matrix was first tested. The reliability of the eigenvalues of Laplace matrix for isomorphism detection was similar to the eigenvalue of adjacency matrix but when both were used simultaneously there was a significant increase in reliability.

Extended adjacency matrices similar to the Laplace matrix were developed. The reliability of the eigenvalues of almost all of the extended adjacency matrices was similar to that of the standard adjacency matrix. Interestingly, the eigenvalues of $A^{(2)}$ had unusually high reliability. It was also observed that the pairs of nonisomorphic chains that are isospectral for all extended matrices, are exactly the pairs of $A^{(2)}$-isospectral chains. This makes the $A^{(2)}$ matrix the best candidate for isomorphism detection of chains using the characteristic polynomial approach and also suggests the need for more research.

## Chapter 7

## Reevaluation of degeneracy testing and mobility type identification

 algorithms
### 7.1 Introduction

Structural properties derived from the graph representation of planar kinematic mechanisms have enabled the development of efficient algorithms for structural analysis tasks, such as degeneracy testing, mobility type identification, and isomorphism detection. This chapter investigates and reappraises the most effective algorithms for degeneracy testing, namely those by Hwang and Hwang [35] and Lee and Yoon [8], and Lee and Yoon's (0] successful algorithm for mobility type identification. The examination of the algorithms will include a full description of underlying assumptions that are either explicitly stated in previous work or have been assumed or implied by subsequent implementations. The limitations of Hwang and Hwang's degeneracy testing algorithm are detailed and the missing mathematical justifications for Lee and Yoon's algorithms for degeneracy testing and mobility type identification are provided.

### 7.2 Evaluation of existing degeneracy testing algorithms

To test if a given kinematic chain $G$ is degenerate one needs to check if $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all sub chains $G^{\prime}$. If the order of $G$ is $n, 2^{n}$ calculations are needed. Instead of performing $2^{n}$ calculations, one can reduce the number of calculations significantly by performing reductions based on the following theorems providing structural results about planar kinematic chains. For the rest of chapter, the distinction between a kinematic chain and its graph representation is ignored. Hence, the terms vertices and links, and edges and joints are used interchangeably.

### 7.2.1 Basic degeneracy testing algorithm

A degeneracy testing algorithm based on the structural results that do not require the planarity assumption is presented in this section. The required structural results are stated as Propositions 7.1 and 7.2 .

Proposition 7.1. Let $G$ be a kinematic chain, $H$ be a subchain of $G, G^{\prime}=G \backslash H$ and $E_{G^{\prime} H}=E(G) \backslash\left(E(H) \cup E\left(G^{\prime}\right)\right)$ i.e., the external edges between $G^{\prime}$ and $H$. Then $\operatorname{DOF}\left(G^{\prime}\right)=\operatorname{DOF}(G)-\operatorname{DOF}(H)+2\left|E_{G^{\prime} H}\right|-3$.

Proof. By definition,

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=3\left|V\left(G^{\prime}\right)\right|-2\left|E\left(G^{\prime}\right)\right|-3 \tag{7.1}
\end{equation*}
$$

From the hypothesis of the proposition it follows that $\left|V\left(G^{\prime}\right)\right|=|V(G)|-|V(H)|$ and $\left|E\left(G^{\prime}\right)\right|=|E(G)|-|E(H)|-\left|E_{G^{\prime} H}\right|$. Substituting these results in Equation
(7.1) and rearranging

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=(3|V(G)|-2|E(G)|-3)-(3|V(H)|-2|E(H)|-3)+\left(2\left|E_{G^{\prime} H}\right|-3\right) \tag{7.2}
\end{equation*}
$$

which proves the proposition.

Proposition 7.2. Let $G$ be a kinematic chain and $B$ be a binary chain of length greater than 1, which is not part of a triangle. Then $G$ is degenerate if and only if $G \backslash B$ is degenerate.

Proof. If $G$ is non-degenerate, then by definition $G \backslash B$ is non-degenerate. Hence $G \backslash B$ degenerate implies $G$ is degenerate. Suppose $G$ is degenerate, then there exists a subchain $H$ such that $\operatorname{DOF}(H) \leq 0$ and without loss of generality $H$ can be assumed to be connected. If $H \cap B=\emptyset$ then $H \subset(G \backslash B)$ which implies $G \backslash B$ is degenerate.

If $H \cap B=B_{H} \neq \emptyset$, let $H^{\prime}=H \backslash B$ and $E_{H^{\prime} B_{H}}=E(H) \backslash\left(E\left(H^{\prime}\right) \cup E\left(B_{H}\right)\right)$. $H^{\prime}=\emptyset$ implies that $H=B$ and hence $B$ is degenerate. However, a binary chain is degenerate if and only if it is a triangle and hence it can be assumed that $H^{\prime} \neq \emptyset$.

The binary chain $B$ can either be a path or a cycle, but a cycle would mean $G$ is disconnected and hence, $B$ can only be a path. Let $x_{B}$ and $y_{B}$ be the vertices to which $B$ is connected. Then, $\left\{x_{B}, y_{B}\right\} \cap H=\emptyset$ implies $H$ is disconnected. Hence, $B_{H}$ can only be of one of the following types

1. A path with exactly one end connected to $H$.
2. A path with both ends connected to $H$.
3. Union of two paths with exactly one end of each path connected to $H$.

By Lemma 7.1,

$$
\begin{equation*}
\operatorname{DOF}\left(H^{\prime}\right)=\operatorname{DOF}(H)-\operatorname{DOF}\left(B_{H}\right)+2\left|E_{H^{\prime} B_{H}}\right|-3 \tag{7.3}
\end{equation*}
$$

In all the described types of binary chains, $B_{H}$, either $\left|E_{H^{\prime} B_{H}}\right|=1$ or $\left|E_{H^{\prime} B_{H}}\right|=2$ along with $\operatorname{DOF}\left(B_{H}\right) \geq 1$ (since $\left|V\left(B_{H}\right)\right| \geq 2$ and the length of $B \geq 2$ ).

In both cases, it follows from Equation 7.3 that $\operatorname{DOF}(H) \geq \operatorname{DOF}\left(H^{\prime}\right)$. Now $\emptyset \neq H^{\prime} \subset(G \backslash B)$ which implies $G \backslash B$ is degenerate.

Using Proposition 7.2 all the binary chains of length $\geq 2$ of a kinematic chain can be removed before degeneracy testing. As a consequence, the following algorithm for degeneracy testing of a kinematic chain $G$, by reducing all the binary chains of length $\geq 2$, can be obtained. It should be noted that the proofs of the previous propositions didn't assume planarity of the graph of kinematic chain. Based on the two propositions the following degeneracy testing algorithm is proposed:

## Basic degeneracy testing algorithm (Binary chain reduction):

1. Store the given kinematic chain $G$ in a stack.
2. If stack is empty Stop procedure and $G$ is non-degenerate; otherwise pick a chain and proceed to next step.
3. If there does not exist a binary chain of length $\geq 2$ Go to Step 6 ; otherwise proceed to next step.
4. Remove all binary chains of length $\geq 2$ and that are not triangles and Go to Step 3. (Justified by the Proposition (7.2).
5. If the number of links of the reduced kinematic chain, $H$, is $>3$ Go to Step 6; otherwise,
(a) If $\operatorname{DOF}(H)>0$ then Go to Step 2 .
(b) If $\operatorname{DOF}(H) \leq 0$ then $G$ is degenerate, Stop procedure.
6. Remove one vertex at a time and store the resulting chains in the stack and Go to Step 2.

This algorithm is a good baseline for comparing other algorithms as it is based on the results that do not require planarity assumption.

### 7.2.2 Hwang and Hwang's degeneracy testing algorithm

Now the algorithm of Hwang and Hwang [35] is reappraised. Hwang and Hwang [35] presented the following six theorems providing some structural results for planar kinematic chains. However, three of them inherently assume that the graph of a planar kinematic chain is a planar graph. Hence, Theorems 7.3, 7.5 and 7.6 of Hwang and Hwang are applicable only to kinematic chains whose graphs are planar graphs. Theorems 7.7 and 7.8 are both crucial for justifying the steps of Hwang and Hwang's degeneracy algorithm. The proofs of these theorems contain some gaps or depend on the Theorems 7.3, 7.5 or 7.6 that are valid only for kinematic chains with planar graphs. The proofs of Propositions 7.2 and 7.10 presented in this work fill these gaps and do not rely on the planarity assumption.

Theorem 7.3 (Hwang and Hwang, 1991). If a binary chain of length $m$ is removed from a kinematic chain with $l$ independent loops and $f$ degrees of freedom, the new kinematic chain has $(l-1)$ independent loops and $(f+2-m)$ degrees of freedom.

Theorem 7.4 (Hwang and Hwang, 1991). A kinematic chain with $n$ links and $f$ degrees of freedom is a degenerate kinematic chain if it contains a binary chain of length $(f+2)$.

Theorem 7.5 (Hwang and Hwang, 1991). A kinematic chain with l independent loops and without binary chains of length $(f+2)$ cannot contain a basic rigid subchain with $(l-1)$ independent loops.

Theorem 7.6 (Hwang and Hwang, 1991). A kinematic chain with $n$ links and $f$ degrees of freedom and without binary chains of length $(f+2)$ cannot contain a basic rigid subchain with $n_{b}$ links if $n<f+n_{b}+4$ (An improved version of this theorem is proved by Tuttle [10] and it is stated as Theorem 7.9 later not to affect the flow of presentation).

Theorem 7.7 (Hwang and Hwang, 1991). Removing any binary chain of length $\geq 2$ from a kinematic chain will not affect the result of the detection of a degenerate kinematic chain.

This theorem is exactly the same as the Proposition 7.2, but the proof of Hwang and Hwang [35] implicitly assumes that if a kinematic chain is degenerate then there exists a subchain of the given chain which is a basic rigid chain or at least a chain with zero degrees of freedom. This is not an obvious fact and is proved in
the upcoming Proposition 7.10. The proof is presented later in order to preserve the flow of the section. Note that this theorem of Hwang and Hwang also depends on Theorems 7.3, 7.5 or 7.6 and that Proposition 7.2 does not depend on the planarity assumption.

The next theorem justifies the removal of the binary links (not binary chains) one at a time.

Theorem 7.8 (Hwang and Hwang, 1991). A kinematic chain with $f$ degrees of freedom must have at least $(f+2)$ binary links in a kinematic chain which do not belong to a basic rigid subchain.

The proof of this theorem also assumes that a degenerate chains contains basic rigid subchain and hence requires the Proposition 7.10 provided in this work.

Based on the above theorems, Hwang and Hwang [35] present an algorithm for the detection of basic rigid subchains with $n_{b}$ links in a given kinematic chain. This algorithm, described below, might have to be used several times to check if a given chain is degenerate.

Hwang and Hwang's conditionally valid $n_{b}$-link basic rigid subchain detection algorithm:

1. For a kinematic chain with $n$ links and $f$ degrees of freedom, if it contains an $(f+2)$-contracted-link, then it is a degenerate kinematic chain (Theorem 7.4), Stop the procedure; otherwise proceed to the next step.
2. If $n<f+n_{b}+4$, then the kinematic chain is not a degenerate kinematic chain
(Theorem 7.6), Stop the procedure; otherwise proceed to the next step.
3. Store the original kinematic chain in the stack and proceed to the next step.
4. If the stack is not empty, pick a chain from the stack and Go to Step 5; otherwise, Stop the procedure and the original chain is not a degenerate kinematic chain.
5. Remove all binary links of length $\geq 2$ (Theorem 7.7) and identify the number of links as $n^{\prime}$ and the degrees of freedom as $f^{\prime}$ for the new kinematic chain.
(a) If $f^{\prime} \leq 0$, then the original chain is a degenerate kinematic chain, Stop the procedure.
(b) If $f^{\prime}>0$ and $n<f^{\prime}+n_{b}+4$, Go to Step 4 .
(c) If $f^{\prime}>0$ and $n \geq f^{\prime}+n_{b}+4$, Go to Step 6 .
6. For the new chain containing only multiple links and binary chains of length 1 formed in Step 5, calculate the number of binary links $n_{2}^{\prime}$, arbitrarily select $n_{2}^{\prime}-f^{\prime}-1$ binary links to be removed (Theorem 7.8), and remove only one of them each time to generate $n_{2}^{\prime}-f^{\prime}-1$ subchains. Store these chains in the stack and Go to Step 4.

Unfortunately, this algorithm does not detect all degenerate kinematic chains. The degenerate 8-link 1-DOF kinematic chain, containing the 3-link triangular rigid structure, shown in Figure 7.1 is an example that will not be identified as a degenerate chain by the Hwang and Hwang's degeneracy testing algorithm. This incorrect
degeneracy testing algorithm of Hwang and Hwang could be the main reason for the discrepancy in their structural synthesis results [22], as all the unmatched results of Hwang and Hwang [22] are larger than those reported by Tuttle [10] and the results of Chapter 4.

Tuttle's 10] work on degeneracy testing yields the following structural result that can be used to improve Hwang and Hwang's degeneracy testing algorithm.

Theorem 7.9 (Tuttle, 1996). A basic rigid chain with $n_{b}$ links can be present only in kinematic chains of at least $f+n_{b}+2$ links and $f$ degrees of freedom.

Theorem 7.9 implies that Step 2 and Step 5 in the above algorithm can be modified by replacing $f+n_{b}+4$ with $f+n_{b}+2$ and then completely eliminating Step 1 . After modifying Step 1, Step 2 and Step 5 based on Theorem 7.9 the reduction process ends after the graph shown in Figure $7.2(\mathrm{a})$ is obtained and falsely identifies the original kinematic chain as non-degenerate. Even replacing the constraints in Step 5 by Gruebler's DOF equation yields incorrect results. The step by step reduction process after making all the above modifications to Hwang and Hwang's algorithm is shown in Figure 7.2. The final graphs as shown in Figures 7.2(b) and 7.2(c) are non-degenerate and hence the original graph would be falsely identified as nondegenerate by the modified Hwang and Hwang's algorithm.

The reason that Hwang and Hwang's algorithm fails in this case is that Step 6 of Hwang and Hwang algorithm is based on Theorem 7.8. Theorem 7.8 is valid only for closed kinematic chains. However, at an intermediate step in the reduction process there is no guarantee that the substructure obtained is a closed kinematic


Figure 7.1: Counterexample for Hwang and Hwang's algorithm.

(a)

(b)

(c)

Figure 7.2: (a) This is obtained after Step 5 from the chain in Figure 7.1 (b), (c) are obtained from Figure 7.2(a) after applying Step 6
chain. More specifically, the substructure might not have all vertices of degree $\geq 2$. This is clearly seen in the example shown in Figures 7.1 and 7.2. Also, when selecting binary chains of length exactly equal to 2 , the selected chains should be checked for existence of triangles, as triangles should not be removed from the kinematic chain.

### 7.2.3 Lee and Yoon's degeneracy testing algorithm

Lee and Yoon's degeneracy testing algorithm [8], is similar to Hwang and Hwang's [35] algorithm. It rectifies the deficiencies pointed out in the previous section by adding two simple steps. The first step is to verify if the selected binary chain is a loop. The other step is to remove the maximal binary chain, called the pendant chain, attached to a vertex of degree less than two from intermediate structures before removing other binary chains. Removal of such chains will not affect the degeneracy testing because a basic degenerate binary chain cannot contain such links as they are not closed. Also, this guarantees that the intermediate chains that are obtained have all vertices of degree $\geq 2$. Lee and Yoon's algorithm also discards the unnecessary Steps 1 and 2 in Hwang and Hwang's algorithm. Removing these steps eliminates the necessity of testing the presence of all possible basic rigid chains. The validity of the most crucial step, Step 7, was missing from Lee and Yoon's work. Also proofs of some of the steps depended on the assumption that a degenerate kinematic chain contains basic rigid subchain.

## Lee and Yoon's consistently valid degeneracy testing algorithm:

1. Store the given kinematic chain $G$ in a stack.
2. If stack is empty $G$ is non-degenerate and Stop procedure; otherwise pick a chain and proceed to next step.
3. Select a pendant chain, if it exists remove this subchain and Repeat this step; otherwise proceed to next step. (Justified by the discussion above)
4. Select a binary chains of length $\geq 2$. If none exists Go to Step 7 ; otherwise proceed to next step.
5. If the selected subchain is loop proceed to next step; otherwise remove this subchain and Go to Step 3. (Justified by the Proposition (7.2).
6. If the DOF of the loop is $<1$ then $G$ is degenerate Stop procedure; otherwise remove the loop and Go to Step 3 (Justified by the Proposition 7.2).
7. Select all the binary links, and remove only one of them each time to generate set of subchains (Theorem 7.8 and Proposition 7.10). Store these chains into the stack and Go to Step 2.

Propositions 7.2 and 7.10 along with Theorem 7.8 justifies the key steps.

### 7.2.4 Proposition 7.10 and its proof

The original analysis of Hwang and Hwang [35] and Lee and Yoon [8] assumes that a degenerate kinematic chain contains a basic rigid subchain. This assumption requires a rigorous proof. Proposition 7.10 provides that proof. It should be noted that the proof of Proposition 7.10 does not depend on planarity assumption.

Proposition 7.10. A planar kinematic chain, with degree of freedom $\geq 0$, is degenerate if and only if there exists a basic rigid subchain.

Proof. Let $G$ be the given degenerate planar kinematic chain. By definition, there exists a closed subchain such that its DOF $\leq 1$. Let $H$ be one such subchain with a minimum number of links. If $\operatorname{DOF}(H)=0$, then, by definition of $H$, due to the minimality of links, all its closed subchains must have their DOF $>0$ and hence, $H$ is a basic rigid chain.

Suppose that $\operatorname{DOF}(H)<0$ then similarly, by definition $H$, all its closed subchains must have their DOF $>0$. Also, the number of links of $H$ is greater than three.

Any (closed or non-closed) subchain of a kinematic chain is either a union of trees or can be constructed from a closed subchain by successively adding a vertex of degree one.

If a chain is union of trees, clearly, its DOF $>0$. By adding a vertex of degree one to a chain, the resulting new chain will have one DOF more.

Hence, if all the closed subchains have their $\mathrm{DOF}>0$, it implies that all the subchains with 3 links or more have their DOF $>0$. In particular all the subchains obtained by removing a single link have their DOF $>0$. However, by Lemma 7.11 $\operatorname{DOF}(H) \geq 0$ and hence gives a contradiction. This implies that $\operatorname{DOF}(H)=0$ and that $H$ is a basic rigid subchain.

Lemma 7.11. Let $G$ be a planar kinematic chain. If all the subchains of $G$ with exactly one link removed have degrees of freedom greater than zero, then the degrees
of freedom of $G$ is greater than or equal to zero.

Proof. Let $V, E$ be the set of vertices and edges of $G$. Also let $d_{i}$ be the degree of vertex $v_{i} \in V$ and let $G_{i}=G \backslash v_{i}$.

$$
\begin{align*}
\operatorname{DOF}(G) & =3|V|-2|E|-3 \\
\operatorname{DOF}\left(G_{i}\right) & =3(|V|-1)-2\left(|E|-d_{i}\right)-3 \tag{7.4}
\end{align*}
$$

Let $\operatorname{DOF}\left(G_{i}\right) \geq \alpha$, using Equation 7.4,

$$
\begin{align*}
\sum_{1}^{|V|}\left(3(|V|-1)-2\left(|E|-d_{i}\right)-3\right) & \geq \sum_{1}^{|V|} \alpha \\
\sum_{1}^{|V|}\left((3|V|-2|E|)-2\left(3-d_{i}\right)\right) & \geq \alpha|V| \\
(|V|(3|V|-2|E|)-2(3|V|-2|E|)) & \geq \alpha|V| \\
(3|V|-2|E|-3) & \geq\left(\frac{|V|}{|V|-2} \alpha\right)-3 \\
\operatorname{DOF}(G) & >\alpha-3 \tag{7.5}
\end{align*}
$$

From Equation 7.4 it follows that if $|V|$ is odd then $\operatorname{DOF}\left(G_{i}\right)$ is odd and $\operatorname{DOF}(G)$ is even. Similarly, if $|V|$ is even then $\operatorname{DOF}\left(G_{i}\right)$ is even and $\operatorname{DOF}(G)$ is odd.

If $|V|$ is odd, we have the following three statements

$$
\begin{aligned}
& \operatorname{DOF}\left(G_{i}\right) \geq 1 \\
& \operatorname{DOF}(G)>-2(\text { using Equation 7.5) } \\
& \operatorname{DOF}(G) \text { is even }
\end{aligned}
$$

Hence, it follows that $\operatorname{DOF}(G) \geq 0$

If $|V|$ is even, we similarly have the following three statements
$\operatorname{DOF}\left(G_{i}\right) \geq 2$
$\operatorname{DOF}(G)>-1$ (using Equation 7.5)
$\operatorname{DOF}(G)$ is odd
Hence, it follows $\operatorname{DOF}(G) \geq 1 \geq 0$

### 7.3 Support for Lee and Yoon's mobility type identification algorithms

Lee and Yoon's algorithm [9] for mobility type identification is similar to their degeneracy testing algorithm. This former algorithm determines if a given closed non-fractionated kinematic chain has total or partial mobility.

## Lee and Yoon's mobility type identification algorithm:

1. Store the given kinematic chain $G$ in a stack.
2. If stack is empty $G$ has total mobility and Stop procedure; otherwise pick a chain and proceed to the next step.
3. Select a pendant chain, if it exists remove this subchain and Repeat this step; otherwise proceed to the next step. (Pendant chains are not closed and hence can be eliminated from the analysis).
4. Select a binary chain of longest length. If its length $<2$ Go to Step 8; otherwise proceed to the next step.
5. If the selected binary subchain is loop proceed to the next step; otherwise Go to Step 7.
6. If the DOF of the loop is $<\operatorname{DOF}(G)$ then $G$ has partial mobility Stop procedure; otherwise remove the loop and Go to Step 3.
7. If the length of the binary chain is $>2$ then $G$ has partial mobility Stop procedure; otherwise remove the selected subchain and Go to Step 3. (Justified by the Proposition (7.2).
8. Select all the binary links, and remove only one of them each of time to generate set of subchains. Store these chains into the stack and Go to Step 2. (This step needs justification)

All the steps in the above algorithm can be justified by previous propositions or remarks except the last step. Proposition 7.12, stated below, is required for the justification of the last step. This proposition is similar to the Theorem 7.8 by Hwang and Hwang. But the proof of this proposition cannot be similar to the proof of Theorem 7.8 because, unlike a basic rigid chain, a partial mobility chain cannot be replaced by a single link or some unique subchain.

Proposition 7.12. Let $G$ be a closed, non-fractionated kinematic chain with partial mobility. Then there exists a subchain $H$ of $G$ which is obtained by removing a single binary link of $G$ and which also has partial mobility.

The proof of Proposition 7.12 follows easily from the Lemma 7.13. This lemma states a more general claim than the proposition above. Lemma 7.13 can be used
to extend the Lee and Yoon's mobility type identification algorithm to the more general $\alpha$-mobility identification algorithm for a given $\alpha$. This lemma can also be used give an alternate proof for Theorem 7.8 without requiring the assumption that a degenerate kinematic chain contains a basic rigid subchain. It should be noted that the proof of Lemma 7.13 uses the fact that the minimum degree of links in a kinematic chain is $\geq 2$.

Lemma 7.13. Let $G$ be a closed, non-fractionated kinematic chain with $f(>0)$ degrees of freedom. Suppose if $G$ contains a subchain $R$ of the degrees of freedom $<f$, then there exists a subchain $H$ of $G$ containing $R$ which is obtained by removing a single binary link of $G$.

Proof. Let $G\left(V_{G}, E_{G}\right)=G$. Since the $f=\operatorname{DOF}(G)>0$ the number of binary vertices is greater than one. By hypothesis, there exists a subchain, $R$, such that $\operatorname{DOF}(R)<\operatorname{DOF}(G)$. If there exists a binary vertex not belonging to $R$, then that vertex can be removed and the result follows. Now suppose that all the binary vertices belong to $R$. We can then decompose $V_{G}$ into two disjoint sets, $V_{R}$ and $V_{S}$. Let $R\left(V_{R}, E_{R}\right)$ and $S\left(V_{S}, E_{S}\right)$ be the induced subgraphs of $V_{R}$ and $V_{S}$ respectively. By the previous assumption all the vertices of $G$ belonging to $V_{S}$ do not have degree 2. Let $E_{G} \backslash\left(E_{R} \cup E_{S}\right)=E_{R S}$. By the definition of $R$ and $S,\left|V_{G}\right|=\left|V_{R}\right|+\left|V_{S}\right|$ and $\left|E_{G}\right|=\left|E_{R}\right|+\left|E_{S}\right|+\left|E_{R S}\right|$. Hence,

$$
\begin{align*}
\operatorname{DOF}(G) & =3\left|V_{G}\right|-2\left|E_{G}\right|-3 \\
& =3\left(\left|V_{R}\right|+\left|V_{S}\right|\right)-2\left(\left|E_{R}\right|+\left|E_{S}\right|+\left|E_{R S}\right|\right)-3 \tag{7.6}
\end{align*}
$$

Equation (7.6) can be rewritten as

$$
\begin{equation*}
\operatorname{DOF}(G)=\left(3\left|V_{R}\right|-2\left|E_{R}\right|-3\right)+\left(3\left|V_{S}\right|-2\left|E_{S}\right|-\left|E_{R S}\right|\right)-\left|E_{R S}\right| \tag{7.7}
\end{equation*}
$$

This can be simplified as

$$
\begin{equation*}
\operatorname{DOF}(G)=\operatorname{DOF}(R)+\sum_{S}\left(3-d_{i}^{G}\right)-\left|E_{R S}\right| \tag{7.8}
\end{equation*}
$$

where $d_{i}^{G}$ is the degree of the vertex $i$ of the graph $G$. From the definition of $S$, $d_{i}^{G} \neq 2$ for all vertices $i$ of $S$. Since $G$ is 2-connected, $d_{i}^{G} \geq 2$, it implies $d_{i}^{G} \geq 3$ and due to connectivity $\left|E_{R S}\right| \geq 1$. Hence, $\operatorname{DOF}(G)<\operatorname{DOF}(R)<f$. This is a contradiction and hence our assumption that all the binary vertices belong to $R$ is false. This completes the proof.

### 7.4 Future directions for generalizing structural analysis algorithms

With the justification provided in this work, the degeneracy testing and mobility type identification algorithms of Lee and Yoon [8, 0] are the only efficient algorithms which are applicable for planar kinematic chains with planar or non-planar graphs. Lee and Yoon's algorithms are valid only for planar kinematic chains with revolute joints. The extension of Lee and Yoon's [8] degeneracy testing algorithm to planar mechanisms with different types of joints results in certain problems.

The joints in planar mechanisms can have either 1 or 2 degrees of freedom. If a planar mechanism consists of joints with only 1 degrees of freedom then Lee and Yoon's [8] procedure can be applied to remove binary links. If a planar mechanism contains both types of joints then all the binary chains which contain joints with
only 1 degrees of freedom and at least one joint with 2 degrees of freedom can be removed. In the case of the planar mechanisms with only 1 DOF joints, sequential removal of binary chains eventually results in mechanisms with 3 or fewer links. However, for planar mechanisms with different joints, there is no guarantee that the sequential removal of binary chains will eventually result in mechanisms with 3 or fewer links.

There exist degenerate planar kinematic chains with different types of joints, which contain no binary links. Figure $8.2(\mathrm{a})$ in the next chapter shows such chains. The method of removing binary chains will not be applicable to these chains. Lee and Yoon's [9] algorithm for mobility type identification, similar to their degeneracy testing algorithm, uses sequential removal of binary chains and hence, cannot be extended to planar mechanisms with different types of joints.

None of the results stated earlier are applicable for spatial mechanisms satisfying Gruebler's degrees of freedom equation. This is because the graph structure of spatial mechanisms is different from planar mechanisms due to the differences in the corresponding degrees of freedom equations. Figure $8.2(\mathrm{~b})$ of next chapter shows a chain to which the method of removing binary chains will not be applicable. In order to develop degeneracy testing algorithms for spatial mechanisms structural results similar to the theorems stated for planar mechanisms must be obtained. Structural results of spatial kinematic mechanisms, similar to that of planar mechanisms, hold the key to success of efficient algorithms for structural analysis.

### 7.5 Summary

Several algorithms exist for the mobility type identification of kinematic chains. It is shown that almost all the algorithms for mobility type identification assume that the graph of a planar kinematic chain is a planar graph and must be used with this limitation in mind. Degeneracy testing of kinematic chains was most often addressed in structural synthesis, but it can be considered as part of mobility analysis as it is equivalent to identification of non-degenerate mobility. This work proves several structural results and justifies implicit assumptions for planar kinematic chains, used in literature, without the assumption that the graph of a planar kinematic chain is a planar graph.

The two existing algorithms on degeneracy testing by Hwang and Hwang [35] and Lee and Yoon [8] were investigated. The limitations of Hwang and Hwang's theorems and potential implementation errors of their degeneracy testing algorithm are detailed. These issues may account for the discrepancies between structural synthesis results of Hwang and Hwang [22] and later works [10]. The justification for Lee and Yoon's [8, [9] degeneracy testing and mobility analysis algorithms is provided, making Lee and Yoon's algorithms the preferred choice. However, these algorithms cannot be extended to planar mechanisms with different types of joints or to spatial mechanisms that satisfy the Gruebler's degrees of freedom equation. Additional structural results, similar to that of planar mechanisms with revolute joints, are needed for this purpose.

## Chapter 8

## Polynomial-time Degeneracy Testing Algorithm

This chapter presents a polynomial-time algorithm for degeneracy testing. Unlike the degeneracy testing algorithms discussed in previous chapter, this degeneracy testing algorithm will be applicable for both planar and spatial mechanisms with different types of joints that have planar or non-planar graphs.

### 8.1 Introduction

The Figure 8.1(a) shows a degenerate planar kinematic chain with revolute joints. The induced subgraph generated by vertices $p, q$ and $r$ is the subgraph of a rigid subchain. Similarly, the Figure 8.1(b) shows a degenerate spatial kinematic chain with spherical joints. The induced subgraph generated by $a, b, c$ and $d$ is the subgraph of a rigid subchain. The method of removing binary chains was the basis of the degeneracy testing algorithms for planar kinematic chains with revolute joints discussed in Chapter 7. However, this approach will not be applicable to more general kinematic chains as there can exist degenerate planar and spatial kinematic chains with different types of joints, that contain no binary links. Figure 8.2 shows such chains.

Unlike kinematic chains with identical joints, the topological structure of the graph alone may not determine whether a given chain is degenerate. Spatial kine-
matic chains consisting of revolute $(R)$ and cylindrical $(C)$ joints are shown in Figure 8.3. The kinematic chain depicted in Figure 8.3(a) is not degenerate, however the spatial kinematic chain in Figure 8.3(b) is degenerate as the outer loop forms a rigid structure. The topological structure of the graphs of the chains in Figure 8.3 are the same, but that fact alone is not sufficient to determine if the chains are degenerate. Similarly, Figure 8.4 shows graphs of two spatial kinematic chain with $R$ and $S$ joints with same topological structure but one is degenerate and other is not. For spatial kinematic chains joint types play a major role in degeneracy testing.

In terms of graph theory the degeneracy testing must be performed on graphs with labelled edges so that joint types can be indicated. Typical approaches are to use weighted or colored graphs. This motivates the use of combinatorial optimization in solving the degeneracy testing problem, as the underlying graph is a weighted graph.


Figure 8.1: Graphs of (a) 8-link degenerate planar mechanism with revolute joints and (b) 8-link degenerate spatial mechanism with spherical joints

(a)

(b)

Figure 8.2: Graphs of (a) degenerate planar chain without binary links and (b) degenerate spatial chain without binary links

(a)

(b)

Figure 8.3: Graphs of spatial mechanism with $R$ and $C$ joints with same topological structure such that (a) is non-degenerate and (b) is degenerate


Figure 8.4: Graphs of spatial mechanisms with $R$ and $S$ joints with same topological structure such that (a) is non-degenerate and (b) is degenerate

### 8.2 Formulation of Degeneracy Testing as an Optimization Problem

The degeneracy testing problem is equivalent to verifying that the degree of freedom equation is greater than zero for the each induced closed subgraphs. Recall that the DOF equation is a linear function of the vertices and edges of a graph. For any planar kinematic chain, $G$, with revolute joints this amounts to checking if

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=3\left|V\left(G^{\prime}\right)\right|-2\left|E\left(G^{\prime}\right)\right|-3>0 \tag{8.1}
\end{equation*}
$$

for all closed induced subgraphs $G^{\prime}$ of $G$. In the case of spatial kinematic chains the problem is complicated because the type of joint impacts the DOF of any subchain that includes it. Hence, in this case it is necessary to use an indicator (e.g. weights) of each edge to recognize joint type.

An edge-weighted graph can be considered as an ordered pair $(G, w)$ where $G=(V, E)$ and $w$ is the weight function on $E$. Given an induced subgraph $G^{\prime}$ of $G$, let $W\left(G^{\prime}\right)$ denote the sum of all the weights of the edges of $G^{\prime}$. Given the graph
representation of a kinematic chain one can construct an edge-weighted graph from it called the constraint graph. In the constraint graph the weight of each edges is set as the number of constraints imposed by the corresponding joint. For a planar kinematic chain with revolute joints weight of each edge will be 2 (as revolute joint allows only one DOF) and $W\left(G^{\prime}\right)=2\left|E\left(G^{\prime}\right)\right|$. Figure 8.5 shows the constraint graphs corresponding to the kinematic chains in Figure 8.4.

(a)

(b)

Figure 8.5: Constraint graphs of spatial mechanisms in (a) Figure 8.4(a) and (b) Figure 8.4(b)

Using this terminology the Equation 8.1 can be written as

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=3\left|V\left(G^{\prime}\right)\right|-W\left(G^{\prime}\right)-3>0 \tag{8.2}
\end{equation*}
$$

Thus the equation reduces to the Equation 8.1.
In general, given a kinematic chain (planar or spatial), let $(G, w)$ denote the corresponding constraint graph. Now, checking the kinematic chain for degeneracy is equivalent to checking if

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=\lambda\left|V\left(G^{\prime}\right)\right|-W\left(G^{\prime}\right)-\lambda>0 \tag{8.3}
\end{equation*}
$$

for all closed induced subgraphs $G^{\prime}$ of $G$, where $\lambda$ is the motion parameter (3 for planar mechanisms and 6 for spatial mechanisms). Each induced subgraph $G^{\prime}$ of $G$ can be represented by a vector, $X\left(G^{\prime}\right)=\left(x_{1}\left(G^{\prime}\right) \ldots x_{n}\left(G^{\prime}\right)\right)$, such that $n$ is equal to the vertex set of $G$ and each $x_{i}\left(G^{\prime}\right)$ is 1 if and only if the vertex $v_{i}$ of $G$ belongs to $G^{\prime}$ and 0 otherwise. Let $A=\left(a_{i j}\right)$ be the weighted adjacency matrix of $(G, w)$. Then

$$
\begin{align*}
\left|V\left(G^{\prime}\right)\right| & =\sum_{i=1}^{n} x_{i}\left(G^{\prime}\right) \\
W\left(G^{\prime}\right) & =\frac{1}{2} X^{T}\left(G^{\prime}\right) A X\left(G^{\prime}\right) \\
& =\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i}\left(G^{\prime}\right) x_{j}\left(G^{\prime}\right) \tag{8.4}
\end{align*}
$$

Using Equation 8.4 degeneracy testing is equivalent to the problem of verifying if

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=\lambda \sum_{i=1}^{n} x_{i}\left(G^{\prime}\right)-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i}\left(G^{\prime}\right) x_{j}\left(G^{\prime}\right)-\lambda>0 \tag{8.5}
\end{equation*}
$$

for all closed induced subgraphs $G^{\prime}$ of $G$.
One way to solve this problem is solve the harder problem of finding the minimum of $\operatorname{DOF}\left(G^{\prime}\right)$ over all closed induced subgraphs $G^{\prime}$ of $G$. The goal is to use combinatorial optimization techniques to solve this minimization problem but there is no easy way to represent the space of all closed induced subgraphs a $G$. However, the space of all induced subgraphs can be represented by a $0-1$ vector of dimension equal to the size of $G$. The following lemma states that that minimum of $\operatorname{DOF}\left(G^{\prime}\right)$ can, in fact, be taken over all induced subgraphs of size $>1$.

Lemma 8.1. Let $G$ be a kinematic chain then $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all closed induced subgraphs $G^{\prime}$ of $G$ is equivalent to $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all induced subgraphs $G^{\prime}$ of $G$
with size greater than 1.

Proof. Since all the closed induced subgraphs of $G$ are contained in the induced subgraphs of $G$ with size greater than $1, \operatorname{DOF}\left(G^{\prime}\right)>0$ for all induced subgraphs with size greater than 1 implies $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all closed induced subgraphs. Suppose if $\operatorname{DOF}\left(G^{\prime}\right) \leq 0$ for some open induced subgraph $G^{\prime}$ of size greater than 1 , then, since $G^{\prime}$ is open there exists a vertex of degree $\leq 1$. By removing that vertex and the attached edge (if any) a new induced subgraph $G^{\prime \prime}$ is formed and the $\operatorname{DOF}\left(G^{\prime \prime}\right)=\operatorname{DOF}\left(G^{\prime}\right)-(\lambda-w)$, where $w$ is the weight of the edge if some edge is removed or zero otherwise. This implies $\operatorname{DOF}\left(G^{\prime \prime}\right)<\operatorname{DOF}\left(G^{\prime}\right)$. Continuing this process results in either a closed induced subgraph or an induced subgraph on two vertices (as the initial induced subgraph had $>1$ vertices).

Suppose if an induced subgraph on 2 vertices is obtained, the assumption that $\operatorname{DOF}\left(G^{\prime}\right) \leq 0$ implies that the degrees of freedom the induced subgraph on 2 vertices is $\leq 0$. This is a contradiction, since any induced subgraph on 2 vertices has $>0$ degrees of freedom. Hence a closed induced subgraph, say $H$, is obtained. Since, $\operatorname{DOF}\left(G^{\prime}\right) \leq 0$ this implies $\operatorname{DOF}(H) \leq 0$. Hence $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all closed induced subgraphs implies $\operatorname{DOF}\left(G^{\prime}\right)>0$ for all induced subgraphs with size greater than 1.

Using Lemma 8.1 the degeneracy testing of kinematic chains is equivalent to verifying if

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=\lambda \sum_{i=1}^{n} x_{i}\left(G^{\prime}\right)-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i}\left(G^{\prime}\right) x_{j}\left(G^{\prime}\right)-\lambda>0 \tag{8.6}
\end{equation*}
$$

for all induced subgraphs $G^{\prime}$ of $G$ with size greater than 1 . This in turn is equivalent to checking if

$$
\begin{equation*}
\operatorname{DOF}\left(G^{\prime}\right)=\lambda \sum_{i=1}^{n} x_{i}-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i} x_{j}-\lambda>0 \tag{8.7}
\end{equation*}
$$

subject to the constraints $\sum_{i=1}^{n} x_{i}>1$ and $x_{i} \in\{0,1\}$. One way to solve this problem, as mentioned before, is to minimize

$$
\begin{equation*}
\operatorname{DOF}(X)=\lambda \sum_{i=1}^{n} x_{i}-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i} x_{j}-\lambda \tag{8.8}
\end{equation*}
$$

subjected to $\sum_{i=1}^{n} x_{i}>1$ and $x_{i} \in\{0,1\}$. Hence it is a non-linear $0-1$ optimization problem. Some concepts from network flows are needed in order to discuss the solution of this problems. These are presented briefly in the next section.

### 8.3 Network Flows

A network $\mathcal{N}=(G, c, s, t)$ consists of

1. A directed graph $G=(V, E)$, with finite vertex set $V$ and directed edge set $E$,
2. A source vertex $s$ and a sink vertex $t$,
3. A nonnegative capacity $c: E \rightarrow \mathbb{R}^{+} \cup\{0\}$.

By defining $c(u, v)=0$ if $(u, v) \notin E, c$ can be extended as a function on $V \times V$. As $V$ is finite $c$ can be thought of as a matrix $C=\left(c_{i j}\right)$ where $c_{i j}=c(i, j)$. Since $G$ is directed it should be noted that $C$ need not be symmetric.

A flow of $\mathcal{N}$ is a function $f: V \times V \rightarrow \mathbb{R}$ satisfying:

1. Capacity Constraint: $f(u, v) \leq c(u, v)$ for $(u, v) \in V \times V$,
2. Skew Symmetry: $f(u, v)=-f(v, u)$ for $(u, v) \in V \times V$,
3. Conservation: $\sum_{v \in V} f(u, v)=0$ for $u \in V-\{s, t\}$.

The value of the flow $f$ is $|f|=\sum_{v \in V} f(s, v)$. A maximum flow is a flow of maximum value. The residual capacity of $(u, v) \in V \times V$, induced by $f$, is $c_{f}(u, v)=c(u, v)-$ $f(u, v)$. Note that $c_{f}(u, v) \geq 0$.

The residual graph of $\mathcal{N}$, induced by $f$, is $G_{f}=\left(V, E_{f}\right)$ where $E_{f}=\{(u, v) \in$ $\left.E \mid c_{f}(u, v)>0\right\}$. Hence the flow gives rise to the residual network $\mathcal{N}_{f}=\left(G_{f}, c_{f}, s, t\right)$. An augmenting path $\alpha$ with respect to $f$ is a path from $s$ to $t$ in $G_{f}$. Given an augmenting path $\alpha$ with respect to $f, f_{\alpha}: V \times V \rightarrow \mathbb{R}^{\geq 0}$ is defined as:

$$
f_{\alpha}(u, v)=\left\{\begin{aligned}
\min \left\{c_{f}(x, y) \mid(x, y) \in \alpha\right\} & \text { if }(u, v) \in \alpha \\
-\min \left\{c_{f}(x, y) \mid(x, y) \in \alpha\right\} & \text { if }(v, u) \in \alpha \\
0 & \text { otherwise }
\end{aligned}\right.
$$

A cut $(S, T)$ of $\mathcal{N}$ is a partition of $V$ into $S$ and $T=V \backslash S$ such that $s \in S$ and $t \in T$. The capacity of the cut $(S, T)$ is defined by $c(S, T)=\sum_{(x, y) \in S \times T} c(x, y)$. The flow across $(S, T)$ is $f(S, T)=\sum_{(x, y) \in S \times T} f(x, y)$. A minimum cut is a cut of minimum capacity. The following two lemmas present some easy consequences of the definitions [80, 81].

Lemma 8.2. Given a network $\mathcal{N}=(G, c, s, t)$ and a flow $f$. For every cut $(S, T)$, $f(S, T)=|f|$.

Lemma 8.3. Given a network $\mathcal{N}=(G, c, s, t)$ and a flow $f$. For every cut $(S, T)$, $f(S, T) \leq c(S, T)$.

Lemma 8.3 implies that the value of a maximum flow is not greater than the capacity of the minimum cut. The max-flow min-cut theorem of Ford and Fulkerson [80. 81] states that the two quantities are, in fact, equal.

Theorem 8.4 (Max-Flow Min-Cut Theorem). Given a network $\mathcal{N}=(G, c, s, t)$ and a flow $f$. The following are equivalent

1. $f$ is a maximum flow of $\mathcal{N}$.
2. There are no augmenting paths with respect to $f$.
3. $|f|=c(S, T)$ for some cut $(S, T)$ and, hence, the minimum cut of $\mathcal{N}$.

Maximum Flow $\operatorname{Algorithm}(\mathcal{N}=(G, c, s, t)$ ):

1. initialize: $f=0$
2. while(there is an augmenting path with respect to $f$ ) do
(a) pick an augmenting path $\alpha$ using breath-first search in $G_{f}$
(b) $f=f+f_{\alpha}$
3. end while
4. return $(f)$

The maximum flow algorithm of Ford-Fulkerson \& Edmonds-Karp described above takes $O\left(|V||E|^{2}\right)$ time [80, 81]. Given a maximum flow $f$ of $\mathcal{N}$, let $S=\{v \in V \mid s$ and $v$ are connected in $\left.G_{f}\right\}$ and let $T=V \backslash S$ then $(S, T)$ forms a minimum cut of $\mathcal{N}$.

Minimum Cut Algorithm $(\mathcal{N}=(G, c, s, t))$ :

1. initialize: $f=0$
2. while(there is an augmenting path with respect to $f$ ) do
(a) pick an augmenting path $\alpha$ using breath-first search in $G_{f}$
(b) $f=f+f_{\alpha}$
3. end while
4. $S=\left\{v \in V \mid s\right.$ and $v$ are connected in $\left.G_{f}\right\}$ and $T=V \backslash S$
5. return $((S, T))$

### 8.4 Minimum Cuts and 0-1 Optimization

Certain classes of quadratic $0-1$ optimization problems can be solved as minimum cut problems [82, 83, 84]. It will turn out that the optimization problem formulated at the end of the Section 8.2, after some modifications, can also be solved as a minimum cut problem. The approach described in the section closely follows Picard and Ratliff 82]. Given a network $\mathcal{N}=(G, c, s, t)$ let $V=\left\{v_{0}, v_{1}, \ldots v_{n}, v_{n+1}\right\}$ such that $v_{0}=s$ and $v_{n+1}=t$. Considering $c$ as a matrix, for a cut $(S, T)$ of $\mathcal{N}$, $c(S, T)$ can be rewritten as:

$$
\begin{equation*}
c(S, T)=\sum_{i \in S} \sum_{j \in T} c_{i j} \tag{8.9}
\end{equation*}
$$

Any cut $(S, T)$ can be represented by a vector $X=\left(1, x_{1}, \ldots, x_{n}, 0\right)$ where $x_{i} \in$ $\{0,1\}, S=\left\{v_{i} \mid x_{i}=1\right\}$ and $T=\left\{v_{i} \mid x_{i}=0\right\}$. Let $c(X)=c(S, T)$. Then

$$
\begin{align*}
c(X) & =\sum_{i=0}^{n+1} \sum_{j=0}^{n+1} c_{i j} x_{i}\left(1-x_{j}\right) \\
& =\sum_{i=0}^{n+1}\left(\sum_{j=0}^{n+1} c_{i j}\right) x_{i}-\sum_{i=0}^{n+1} \sum_{j=0}^{n+1} c_{i j} x_{i} x_{j} \tag{8.10}
\end{align*}
$$

by substituting $x_{0}=1$ and $x_{n+1}=0$ and expanding,

$$
\begin{align*}
c(X)= & \sum_{i=1}^{n}\left(\sum_{j=0}^{n+1} c_{i j}\right) x_{i}+\sum_{j=0}^{n+1} c_{0 j}-\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i} x_{j}-\sum_{i=1}^{n} c_{i 0} x_{i}-\sum_{j=1}^{n} c_{0 j} x_{j} \\
= & \sum_{i=1}^{n}\left(\sum_{j=1}^{n} c_{i j}\right) x_{i}+\sum_{i=1}^{n} c_{i, n+1} x_{i}+\sum_{i=1}^{n} c_{i 0} x_{i}+\sum_{j=0}^{n+1} c_{0 j}- \\
& -\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i} x_{j}-\sum_{i=1}^{n} c_{i 0} x_{i}-\sum_{j=1}^{n} c_{0 j} x_{j} \\
= & \sum_{i=1}^{n}\left(\sum_{j=1}^{n} c_{i j}\right) x_{i}+\sum_{i=1}^{n} c_{i, n+1} x_{i}+\sum_{j=0}^{n+1} c_{0 j}-\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i} x_{j}-\sum_{j=1}^{n} c_{0 j} x_{j} \\
= & \sum_{i=1}^{n}\left(\sum_{j=1}^{n} c_{i j}+c_{i, n+1}-c_{0 i}\right) x_{i}-\sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i} x_{j}+\sum_{j=0}^{n} c_{0 j}+c_{0, n+1} \tag{8.11}
\end{align*}
$$

Considering any function of the form

$$
\begin{equation*}
f(X)=\sum_{i=1}^{n} p_{i} x_{i}-\sum_{i=1}^{n} \sum_{j=1}^{n} q_{i j} x_{i} x_{j}+r \tag{8.12}
\end{equation*}
$$

where $x_{i} \in\{0,1\}$. Comparing Equation 8.12 with the Equation 8.11 we obtain the following relations:

$$
\begin{align*}
c_{i j}+c_{j i} & =q_{i j}+q_{j i}  \tag{8.13}\\
c_{i, n+1}-c_{0 i} & =p_{i}-\sum_{j=1}^{n} c_{i j}  \tag{8.14}\\
c_{0, n+1} & =r-\sum_{j=0}^{n} c_{0 j} \tag{8.15}
\end{align*}
$$

for $i, j \in 1, \ldots, n$. Suppose if there exists a network $\mathcal{N}=(G, c, s, t)$ such that the Equations 8.13, 8.14 and 8.15 are satisfied then $f(X)$ can minimized by finding a minimum cut of $\mathcal{N}$. Let $\hat{X}$ be vector representation of a minimum cut of $\mathcal{N}$, then $\hat{X}=\left(x_{1}, \ldots, x_{n}\right)$. The value of $X$ that minimizes $f$ does not depend on the constant term $r$ of $f$. Hence, in the Equation 8.15, $c_{0, n+1}$ can be taken to be zero. Suppose if $q_{i j} \geq 0$, using Equations 8.13, 8.14 and 8.15, $c$ can be defined as follows:

$$
\begin{array}{lll}
c_{i j}=\frac{1}{2}\left(q_{i j}+q_{j i}\right) & & \text { if } i \leq j \text { and for } 1 \leq i, j \leq n \\
c_{i j} & =0 & \text { if } i>j \text { and for } 1 \leq i, j \leq n \\
c_{i, n+1}=\frac{1}{2}\left(\left|p_{i}-\sum_{j=1}^{n} c_{i j}\right|+p_{i}-\sum_{j=1}^{n} c_{i j}\right) & \text { for } 1 \leq i \leq n \\
c_{0 i} & =\frac{1}{2}\left(\left|p_{i}-\sum_{j=1}^{n} c_{i j}\right|+\sum_{j=1}^{n} c_{i j}-p_{i}\right) & \\
\text { for } 1 \leq i \leq n \\
c_{0, n+1}=0 & &
\end{array}
$$

### 8.5 Solution of Degeneracy Testing

The objective function (Equation 8.8) for testing degeneracy of a graph $G=$ $(V, E)$ (of kinematic chain) is similar to the function $f$ in Equation 8.12. However, the degeneracy testing problem has an additional constraint that $\sum_{i=1}^{n} x_{i}>1$. Hence, the method described in Section 8.4 cannot be applied directly. However, the degeneracy testing problem can be reduced to minimizing $m$ functions of the form in Equation 8.12, where $m=|E|$.

Suppose that for all pairs of vertices there exists no degenerate subgraphs of $G$ containing that pair, then there cannot exist a degenerate subgraph with more than 1 vertex. This implies that minimizing the $n(n-1) / 2$ functions obtained by substituting $x_{k}=x_{l}=1$ for all combinations $\{k, l\}$ gives the minimum of the
objective function (Equation 8.8) for testing degeneracy, where $n=|V|$. The $n(n-$ 1)/2 functions can be reduced to $m$ by observing that if there exists a degenerate graph containing a selected pair of non-adjacent vertices it must contain some edge, say $e$, (otherwise that subgraph is completely disconnected and its DOF will be greater than any subgraph consisting of single edge) but then the same graph will be a degenerate graph containing the endpoints of $e$. Hence it is enough to consider the pairs of vertices that are adjacent. This implies that degeneracy testing problem can be reduced to minimizing $m$ functions of the form in Equation 8.12.

Given $\{k, l\} \in E$, substituting $x_{k}=x_{l}=1$ in the objective function, shown in Equation 8.8, can be rewritten as follows:

$$
\begin{align*}
\operatorname{DOF}_{k l}(X)= & \sum_{i=1}^{n} \lambda x_{i}-\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{a_{i j}}{2} x_{i} x_{j}-\lambda \\
= & \sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \lambda x_{i}-\sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \sum_{j=1}^{n} \frac{a_{i j}}{2} x_{i} x_{j}-\sum_{j=1}^{n} \frac{a_{k j}}{2} x_{j}-\sum_{j=1}^{n} \frac{a_{l j}}{2} x_{j}+\lambda \\
= & \sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \lambda x_{i}-\sum_{\substack{i=1 \\
i \notin\{k, l\}\}}}^{n} \sum_{\substack{j=1 \\
j \notin\{k, l\}}}^{n} \frac{a_{i j}}{2} x_{i} x_{j}-\sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \frac{a_{i k}}{2} x_{i}-\sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \frac{a_{i l}}{2} x_{i}- \\
& -\sum_{\substack{j=1 \\
j \notin\{k, l\}}}^{n} \frac{a_{k j}}{2} x_{j}-\sum_{\substack{j=1 \\
j \notin\{k, l\}}}^{n} \frac{a_{l j}}{2} x_{j}+\left(\lambda-a_{k l}\right) \\
= & \sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n}\left(\lambda-a_{i k}-a_{i l}\right) x_{i}-\sum_{\substack{i=1 \\
i \notin\{k, l\}}}^{n} \sum_{\substack{j=1 \\
j \notin\{k, l\}}}^{n} \frac{a_{i j}}{2} x_{i} x_{j}+(\lambda-1) \tag{8.16}
\end{align*}
$$

Let $\pi:\{1, \ldots, n\} \rightarrow\{0, \ldots, n-1\}$ be a one-to-one function such that $\pi(\{1, \ldots, n\} \backslash\{k, l\})=\{1, \ldots, n-2\}, \pi(k)=0$ and $\pi(l)=n-1 . \pi$ is nothing but a relabelling function. Let its inverse be denoted by $\pi^{-1}$. Let $b_{i j}=a_{\pi^{-1}(i), \pi^{-1}(j)}$,
$y_{i}=x_{\pi^{-1}(i)}$ and $Y=\left(y_{1}, \ldots, y_{n-2}\right)$ then Equation 8.16 is equivalent to

$$
\begin{equation*}
\operatorname{DOF}(Y)=\sum_{i=1}^{n-2}\left(\lambda-b_{i 0}-b_{i, n-1}\right) y_{i}-\sum_{i=1}^{n-2} \sum_{j=1}^{n-2} \frac{b_{i j}}{2} y_{i} y_{j}+(\lambda-1) \tag{8.17}
\end{equation*}
$$

Since $\left(a_{i j}\right)$ is symmetric, $\left(b_{i j}\right)$ is also symmetric. Equation 8.17 has a similar form as the Equation 8.12 and $b_{i j} \geq 0$, hence there exists a network $\mathcal{N}^{\prime}=\left(G^{\prime}, c^{\prime}, s^{\prime}, t^{\prime}\right)$ with $G^{\prime}=\left(\left(v_{0}^{\prime}, v_{1}^{\prime}, \ldots, v_{n-2}^{\prime}, v_{n-1}^{\prime}\right), E^{\prime}\right)$ such that $s^{\prime}=v_{0}^{\prime}, t^{\prime}=v_{n-1}^{\prime}$ and

$$
\begin{array}{rlrl}
c_{i j}^{\prime}= & \frac{1}{2} b_{i j} & \text { if } i \leq j \text { and for } 1 \leq i, j \leq n-2 \\
c_{i j}^{\prime}= & 0 & \text { if } i>j \text { and for } 1 \leq i, j \leq n-2 \\
c_{i, n-1}^{\prime}= & \frac{1}{2}\left(\left|\left(\lambda-b_{i 0}-b_{i, n-1}\right)-\sum_{j=1}^{n-2} c_{i j}^{\prime}\right|+\right. & \\
& & \left.+\left(\lambda-b_{i 0}-b_{i, n-1}\right)-\sum_{j=1}^{n-2} c_{i j}^{\prime}\right) & \text { for } 1 \leq i \leq n-2 \\
c_{0 i}^{\prime}= & \frac{1}{2}\left(\left|\left(\lambda-b_{i 0}-b_{i, n-1}\right)-\sum_{j=1}^{n-2} c_{i j}^{\prime}\right|+\right. & \\
& \left.+\sum_{j=1}^{n-2} c_{i j}^{\prime}-\left(\lambda-b_{i 0}-b_{i, n-1}\right)\right) & \text { for } 1 \leq i \leq n-2 \\
c_{0, n-1}^{\prime}= & 0 & &
\end{array}
$$

whose minimum cut vector, $\hat{Y}$, minimizes $\operatorname{DOF}(Y)$ (Equation 8.17). Expressing these results in terms of $a_{i j}$ by using the function $\pi$, we obtain that there exists a network $\mathcal{N}=(G, c, s, t)$ with $G=\left(\left(v_{1}, \ldots, v_{n}\right), E\right)$ such that $s=v_{k}, t=v_{l}$ and

$$
\begin{aligned}
c_{i j}= & \frac{1}{2} a_{i j} & \text { if } i \leq j \text { and for } i, j \in\{1, \ldots, n\} \backslash\{k, l\} \\
c_{i j}= & 0 & \text { if } i>j \text { and for } i, j \in\{1, \ldots, n\} \backslash\{k, l\} \\
c_{i l}= & \frac{1}{2}\left(\left|\left[\lambda-a_{i k}-a_{i l}\right]-\sum_{\substack{j \neq 1=1, l\} \\
j \neq\{k, l\}}}^{n} c_{i j}\right|+\right. & \\
& \left.+\left[\lambda-a_{i k}-a_{i l}\right]-\sum_{\substack{j=1 \\
j \neq\{k, l\}}}^{n} c_{i j}\right) & \text { for } i \in\{1, \ldots, n\} \backslash\{k, l\} \\
c_{k i}= & \frac{1}{2}\left(\left|\left[\lambda-a_{i k}-a_{i l}\right]-\sum_{\substack{j=1 \\
j \neq\{k, l\}}}^{n} c_{i j}\right|+\right. & \\
& \left.+\sum_{\substack{j \neq 1 \\
j \notin\{k, l\}}}^{n} c_{i j}-\left[\lambda-a_{i k}-a_{i l]}\right]\right) & \text { for } i \in\{1, \ldots, n\} \backslash\{k, l\} \\
c_{k l}= & 0 &
\end{aligned}
$$

whose minimum cut vector, $X$ minimizes $\operatorname{DOF}_{k l}(X)$ (Equation 8.16) equivalently $\operatorname{DOF}(X)$ (Equation 8.8) such that $x_{k}=x_{l}=1$. Using these results the algorithm for finding minimum of $\operatorname{DOF}(X)$ such that $\sum_{i=1}^{n} x_{i}>1$ is as follows:
$\operatorname{Minimum}\left(\operatorname{DOF}(X) \ni \sum_{i=1}^{n} x_{i}>1\right)$ :

1. initialize: $m D O F=\operatorname{DOF}(G)$
2. for $($ all $(k, l) \in E)$
3. form the network $\mathcal{N}$ corresponding to $\operatorname{DOF}_{k l}(X)$.
4. $X=(S, T)=$ minimum $\operatorname{cut}(\mathcal{N})$
5. $m D O F=\min \{m D O F, \operatorname{DOF}(X)\}$
6. end for
7. return $(m D O F)$

If the $m D O F$ returned by the above algorithm is less than 1 then the kinematic chain with graph $G$ is degenerate. Since the for-loop executes $E$ times, this algorithm takes time $O\left(|V||E|^{3}\right)$ as the minimum cut algorithm used here takes $O\left(|V \| E|^{2}\right)$ time. Also since we have, by the degree of freedom equation, that $O(|E|)=O(|V|)$, the time taken by the algorithm is of $O\left(|V|^{4}\right)$.

### 8.6 Results and Discussion

The accuracy of the algorithm is tested by performing structural synthesis of planar kinematic chains with revolute joints with up to 16 links and 1-4 degrees of
freedom. Exactly same number of chains were synthesized as compared to the structural synthesis using Lee and Yoon's [8] degeneracy testing algorithm as described in Chapter \#. The actual processor time taken by using the two degeneracy testing algorithms were compared and the results are shown in Tables 8.1 and 8.2. All the programs are written in C language and are run on a PC with 1.7 GHz processor.

Table 8.1: Non-isomorphic kinematic chains with 1 and 2 DOF.

| DOF | Links | Chains | Processor Time |  |
| :--- | :--- | :--- | :--- | :--- |
|  | 8 | 16 | 0.00 sec | 0.00 sec |
|  | 10 | 230 | 0.01 sec | 0.03 sec |
|  | 12 | 6856 | 0.64 sec | 1.58 sec |
|  | 14 | 318,162 | 39.09 sec | 101.84 sec |
|  | 16 | $19,819,281$ | 65.08 min | 156.33 min |
|  | 9 | 35 | 0.00 sec | 0.00 sec |
|  | 11 | 753 | 0.06 sec | 0.12 sec |
|  | 13 | 27,496 | 2.28 sec | 6.08 sec |
|  | 15 | $1,432,730$ | 174.09 sec | 445.17 sec |

Considering only the results with 1 sec or more running time, the polynomialtime algorithm was on an average 2.3 times slower than Lee and Yoon's degeneracy testing algorithm. This might suggest the reduction type degeneracy testing algorithms also are of polynomial order. The time taken by the current degeneracy test-

Table 8.2: Non-isomorphic kinematic chains with $3 \& 4$ DOF.

| DOF | Links | Chains | Processor Time |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | Lee and Yoon | Current |  |
|  | 10 | 74 | 0.00 sec | 0.00 sec |
|  | 12 | 1962 | 0.19 sec | 0.41 sec |
|  | 14 | 83,547 | 8.72 sec | 21.14 sec |
|  | 16 | $4,805,764$ | 12.47 min | 28.51 min |
| 4 | 11 | 126 | 0.01 sec | 0.03 sec |
|  | 13 | 4356 | 0.69 sec | 1.27 sec |
|  | 15 | 216,291 | 43.67 sec | 78.88 sec |
|  | 17 | $13,743,920$ | 62.40 min | 114.68 min |

ing algorithm depends mainly on the time taken by the maximum flow (minimum cut) algorithm used. The Ford-Fulkerson \& Edmonds-Karp maximum flow algorithm is used in the current work and this algorithm takes $O\left(|V||E|^{2}\right)$ time. A more recent maximum flow algorithm by Gallo et al. 85] takes $O\left(|V||E| \log \left(|V|^{2} /|E|\right)\right)$ time. Hence, using more efficient maximum flow algorithms increases efficiency. Still the total synthesis time for planar mechanisms using the current degeneracy testing algorithm is approximately 5.6 times faster than the recent planar synthesis results by Butcher and Hartman [73], even considering the differences in CPU speeds.

Since there are no other algorithms for degeneracy testing of planar kinematic chains with non-revolute joints (joints with more than one DOF) or for spatial mechanisms the accuracy of the algorithm was established by checking degeneracy of a random spatial kinematic chain by the current algorithm and verifying it by brute force. The current algorithm correctly identified the degenerate spatial kinematic chains with R and C joints in Figures 8.3, with R and S joints in Figure 8.4 and with all S joints in Figure 8.1(b). In the process of degeneracy testing, a spatial kinematic chain with a non-planar graph is identified, it is shown in Figure 8.6.


Figure 8.6: Non-planar spatial kinematic chain

Extending the current degeneracy testing algorithm to mobility type identification or checking if a chain has $\alpha$-mobility $(\alpha>0)$ will be possible only if there exists a nice representation of closed induced subgraphs. In the case when $\alpha=1$, because of the Lemma 8.1, it was sufficient to consider all the induced subgraphs of size $>1$. Doing the same thing for mobility type identification will result in an incorrect algorithm. For example, consider a single loop planar mechanism with 6 revolute joints, since it has just 1 closed subchain, it has total mobility. However a subchain with just 2 links attached has fewer degrees of freedom than the total degrees of freedom of the chain. Hence the analogous approach will not result in a polynomial-time mobility type identification algorithm.

In the case of planar graphs, a polynomial-time algorithm for planarity testing led the way to a polynomial-time isomorphism detection algorithm 86, 37. Analogously, one can also hope that the polynomial-time degeneracy testing algorithm for a kinematic chains may also aid in development of a polynomial-time isomorphism detection algorithm for kinematic chains.

### 8.7 Summary

A polynomial-time algorithm for degeneracy testing that will apply for both planar and spatial mechanisms with different types of joints that have planar or non-planar graphs was developed. This was done by first reducing the degeneracy testing problem to a 0-1 quadratic optimization problem with a single constraint. Next the 0-1 quadratic optimization problem was further reduced to minimizing
$|E| 0-1$ quadratic functions, where $|E|$ is the number of edges of the graph. For each of the 0-1 quadratic optimization problems, a network was constructed such that the minimum cut vector of the network provides the minimum value. Finally the minimum cut problem was solved using the Ford-Fulkerson \& Edmonds-Karp maximum flow algorithm.

The current degeneracy testing algorithm presented in Section 8.5 identifies all the planar kinematic chains with revolute joints correctly but it appears to be slower than Lee and Yoon's degeneracy testing algorithm for planar kinematic chains. However, the speed of current algorithm can be increased by using more efficient maximum flow algorithms. The current algorithm also correctly identifies degenerate planar kinematic chains with non-revolute joints and spatial kinematic chains. Since there are no other algorithms for degeneracy testing of planar kinematic chains with non-revolute joints or for spatial mechanisms, the comparison was done by brute force.

## Chapter 9

## Contributions and Future Work

### 9.1 Summary of Results

The research theme of this work was to address the structural problems of kinematic mechanisms using techniques from graph theory and combinatorial optimization. This work illustrated the power of these techniques as applied to structural kinematic studies. The rest of the section summarizes the results obtained for the research objectives described in the Section 1.2. The objectives satisfied here represent a range of challenges across the broad category of kinematic synthesis.

Objective 1: Structural synthesis of planar kinematic chains:

A McKay-type algorithm, in combination with an efficient degeneracy testing algorithm, was used for the synthesis of planar mechanisms. This generation algorithm is approximately 13 times faster than the recent planar synthesis algorithm by Butcher and Hartman [73], even after considering the differences in CPU speeds. Lee and Yoon's [8], and Hwang and Hwang's 35] algorithms for degeneracy testing were validated by testing them on different planar mechanisms. The degeneracy testing algorithms were programmed and implemented with a McKay-type algorithm for the enumeration of non-isomorphic planar mechanisms with up to 4 degrees of freedom and 14 links. Since the number
of non-isomorphic planar mechanisms with one degree of freedom and with 6 , 8 and 10 links are very well established, these numbers were used to further test the validity of the existing algorithms.

Objective 2: Reliability and efficiency of spectral methods for isomorphism detection:

The reliability of the characteristic polynomial of the adjacency matrix was established. It is shown, for the first time, that the eigenvector approach can identify all non-isomorphic chains, with up to 14 links and 1,2 and 3 degrees of freedom. It is also shown that, unlike the characteristic polynomial method, the eigenvector approach in the worst case might take exponential computation time and, hence, may not be as efficient as the characteristic polynomial method. Finally, the Perron-Frobenius theorem was used to suggest more efficient methods to the classical eigenvector approach.

Objective 3: Novel graph matrices for isomorphism detection:

The reliability of the characteristic polynomial of the Laplace matrix for isomorphism detection of a kinematic chain was established and determined to be comparable with that of the adjacency matrix. However, using the characteristic polynomials of both the matrices is superior to using either alone. In the search for a single matrix whose characteristic polynomial unfailingly detects isomorphism, novel matrices called the extended adjacency matrices were developed. The reliability of the characteristic polynomial of almost all of the extended adjacency matrices is similar to that of the standard adjacency
matrix. Interestingly, the characteristic polynomial of one of the extended adjacency matrices, $A^{(2)}$, had unusually high reliability.

Objective 4: Reevaluation of algorithms for degeneracy testing and mobility type identification:

It was shown that almost all the mobility type identification and degeneracy testing algorithms are based on the assumption that the graph of a planar kinematic chain is a planar graph. This work mathematically proves several structural results and implicit assumptions about planar kinematic chains without using the planarity assumption. It is also shown that the implementation of Hwang and Hwang's degeneracy testing algorithm fails to identify some of the degenerate chains, and this could be the main reason for the discrepancy in the structural synthesis results of Hwang and Hwang. Furthermore, accuracy of Lee and Yoon's algorithms for both mobility analysis and degeneracy testing is proved by providing the mathematical justification of the individual steps. It was also shown that Lee and Yoon's algorithms for degeneracy testing and mobility analysis cannot be extended to spatial mechanisms (that satisfy the Gruebler's degrees of freedom equation) without additional structural results.

Objective 5: Polynomial-time algorithm for degeneracy testing:

This work developed an original polynomial-time algorithm for degeneracy testing by first reducing the problem to a 0-1 quadratic optimization problem with a single constraint. Next, the $0-1$ quadratic optimization problem was further reduced to minimizing $|E| 0-1$ quadratic functions. For each of the

0-1 quadratic optimization problems, a network was constructed such that the minimum cut vector of the network provided the minimum value. Finally the minimum cut problem was solved using Ford-Fulkerson \& Edmonds-Karp maximum flow algorithm. The current degeneracy testing algorithm identifies all the planar kinematic chains with revolute joints correctly but it appears to be slower than Lee and Yoon's degeneracy testing algorithm for planar kinematic chains. The current algorithm also correctly identified degenerate planar kinematic chains with higher pairs and spatial kinematic chains. Since there are no other algorithms for degeneracy testing of planar kinematic chains with higher pairs or for spatial mechanisms, the comparison was done by brute force.

### 9.2 Relevance of Current Research

In mechanical engineering planar and spatial kinematic chains with up to 10 links have been used for various applications [1]. Automotive industry has used epicyclic gear trains with up to 10 links in automatic transmission mechanisms. The applicability of mechanisms with more than 10 links to traditional mechanical engineering applications has always been a debate. However, recent research in parallel robots [87], reconfigurable robots [88, 89] and multiple robotics (90] involve spatial kinematic chains with up to 14 links. Kinematic chains also appear in many applications outside of robotics, such as virtual prototyping, computer graphics, computational chemistry and biology 91, 92.

One significant application is in designing robots, which are modelled as closed spatial kinematic chains, for navigation in environment with obstacles [93, 94]. In this application, to avoid obstacles, the robots must be able to reconfigure in several different ways. This requires more than 12 links to give the necessary degrees of freedom. Here the synthesis techniques discussed in this work can be applied to generate different non-isomorphic chains. It should also be noted that degeneracy testing is extremely important in this scenario and hence the degeneracy testing algorithm developed in this work, for spatial kinematic chains, would be very helpful.

### 9.3 Contributions

The successful application of graph theory and combinatorial optimization to kinematic structural studies yielded many interesting results. The research contributions of this work are listed in this section along with the references to the derived publications.

1: This work proposes a new method for the synthesis of planar mechanisms, adapting a McKay-type algorithm (95].

2: This work establishes the reliability of the eigenvector approach for isomorphism detection 96].

3: This work develops a novel matrix of a kinematic chain whose characteristic polynomial detects structural isomorphism more reliably than existing methods 97.

4: This work provides rigorous proofs of structural results without using the planarity assumption 98].

5: This work provides for use the best existing degeneracy testing and mobility type identification algorithms 99.

6: This work proposes a novel polynomial-time algorithm for degeneracy testing of both spatial and planar kinematic chains, with planar or non-planar graphs, and with different kinds of joints 100 .

This work is an example of the benefits achievable by applying recent mathematical techniques to classical engineering problems.

### 9.4 Future Work

The research described herein not only led to a broad set of results but also identified a number of specific questions for additional research.

1: Enumeration of non-isomorphic mechanisms with different types of joints.

Enumeration of non-isomorphic planar and spatial mechanisms with different types of joints parallels the enumeration of non-isomorphic edge colored graphs satisfying the non-degeneracy criterion. By using the homomorphism principle, generation of non-isomorphic edge colored graphs can be split into generation of non-isomorphic uncolored graphs and then generating the nonisomorphic edge colorings to each of the uncolored graphs.

2: Establishing the reliability and efficiency of spectral methods for isomorphism detection of mechanisms with different types of joints.

Establishing the reliability and efficiency of spectral methods for isomorphism detection of planar and spatial mechanism with different types of joints will parallel the approach done in Chapter 5. As in Chapter 5 this would require a priori a database of non-isomorphic planar and spatial mechanism with different types of joints.

3: Developing structural results for spatial kinematic chains.

Structural results of spatial kinematic mechanisms, similar to that of planar mechanisms, hold the key to success of efficient algorithms for structural analysis. However, two main difficulties exist. First, not all spatial mechanisms satisfy Gruebler's degrees of freedom equation, hence there need not be a linear relationship between the vertices and edges of the corresponding graph. Second, due to different types of joints that need to be considered, the corresponding graph would have to be an edge-colored graph. This would mean the best approach would be to use techniques from both graph theory and combinatorial optimization.

4: Developing degeneracy testing algorithm for spatial mechanisms not satisfying Gruebler's DOF equation.

Spatial mechanisms exist that do not satisfy the Gruebler's DOF equation. Finding a formula for DOF for any spatial mechanism, similar to that of Gruebler's DOF equation, is a very active research area. Using the recent
results from this area and combinatorial optimization approaches one may hope to find a polynomial-time degeneracy testing algorithm for a general mechanism.

5: Developing polynomial-time mobility type identification algorithm.

The polynomial-time degeneracy testing algorithm cannot be extended directly to mobility type identification algorithm (for kinematic chains satisfying Gruebler's DOF equation) as the minimum of degrees of freedom of the closed induced subgraphs need not be the same as minimum of degrees of freedom of all the induced subgraphs. Hence to develop a polynomial-time algorithm for mobility-type identification using optimization techniques, a result similar to Lemma 8.1 is required.

6: Determining the reason for the unusually high reliability of the $A^{(2)}$ matrix in isomorphism detection.

The characteristic polynomial of $A^{(2)}$ matrix showed unusually high reliability not only for kinematic chains but also for general graphs. So one can hope that there is a mathematical reason behind this unusual behavior. However, it should also be noted that this can be just a mere coincidence and the trend might not continue for kinematic chains with higher number of links.

7: Determining a pair of non-isomorphic kinematic chains that cannot be distinguished by the eigenvector approach.

This work shows that all the kinematic chains with 14 links or less can be iden-
tified by the eigenvector approach. However, there exist pairs of graphs that cannot be distinguished by the eigenvector approach as described in Chapter 5. Hence there is good chance that there also exists a pair of kinematic mechanisms that cannot be distinguished by the eigenvector approach.

8: Parallelizing the structural synthesis algorithms.

Due to the exponential-time nature of the synthesis algorithms the best way to yield new results is to parallelize the algorithms. Active research is being done in developing parallel algorithms for exhaustive generation of non-isomorphic structures. These new parallel algorithms can be adapted as in the case of this work to yield parallel structural synthesis algorithms.

It is hoped that researchers undertaking these challenges in future achieve the same level of intellectual satisfactions as the author of this dissertation and his advisor.

## Appendix A

## Mathematical Background

## A. 1 Graph Theory

This section describes basic graph theoretic concepts which would be used in structural analysis of kinematic mechanisms. A comprehensive treatment of graph theory can found in (101, 102].

A directed graph, $G=(V, E)$, is a pair of disjoint sets of vertices and edges together with the maps init: $E \rightarrow V$ and ter: $E \rightarrow V$ assigning to every edge an initial vertex $\operatorname{init}(e)$ and a terminal vertex $\operatorname{ter}(e)$ as shown in Figure A.1(b). The edge $e$ is said to be directed from init $(e)$ to $\operatorname{ter}(e)$. Two vertices $a$ and $b$ of graph, $G$ are called adjacent if there exists an edge, $e$, $\operatorname{such}$ that $\operatorname{init}(e)=a$ and $\operatorname{ter}(e)=b$. A directed graph may have several edges between two given vertices and such edges are called multiple edges and if they are in same direction they are called parallel. If init $(e)=\operatorname{ter}(e)$ then the edge $e$ is called a loop. A weighted directed graph, $G=(V, E)$, is a pair of disjoint sets of vertices and edges together with the maps init: $E \rightarrow V$, ter: $E \rightarrow V$ and wt: $E \rightarrow \mathbb{R}$ assigning to every edge an initial vertex init $(e)$, a terminal vertex $\operatorname{ter}(e)$ and a weight $\mathrm{wt}(e)$ as shown in Figure A.1(a).

Let $[V]^{k}$ denote the set of all $k$-element subsets of $V$. A multigraph, $G=$ $(V, E)$, is a pair of disjoint sets of vertices and edges together with the map $E \rightarrow$ $V \cup[V]^{2}$ assigning to each edge either one or two vertices, its ends as shown in figure
A.1(c). Mulitgraph is a directed graph with no directions. Note that a multigraph can contain multiple edges and loops. A weighted multigraph can be similarly defined as above. A simple graph is a multigraph without loops or multiple edges as shown in Figure A.1(d). In other words a simple graph, $G=(V, E)$, is pair of disjoint sets of vertices and edges satisfying $E \subseteq[V]^{2}$.

Given a graph $G=(V, E)$ (belonging to one of the classes - weighted directed, directed, multi and simple - defined above), the vertex set of the graph, $V$, is denoted by $V(G)$ and similarly the edge set, $E$, by $E(G)$. There will not be strict distinctions between the graph and its vertex set or edge set.

A graph, $G$, is said to be connected if every vertex of $G$ is connected to every other vertex of $G$ by a path. A maximal connected subgraph of graph, $G$, is called a component of $G$. The graph shown in Figure A.2 is not connected and has 2 components, the induced subgraph on the vertices $v_{1}, v_{2}, v_{3}, v_{4}$ and $v_{5}$ form one component and the rest forms another component. An articulation point or cut vertex of graph is a vertex whose removal results in increase of the number of components. A bridge is an edge whose removal results in an increase of number of components. In Figure A. 2 the vertices $v_{8}, v_{9}$ are the cut vertices and the edge $\left\{v_{a}, v_{b}\right\}$ is a bridge. A connected graph with no cut points is called a block.

Two graphs $G_{1}$ and $G_{2}$ are said to be isomorphic if there exists a one-to-one correspondence between their vertices such that the adjacency of the vertices is preserved. The graphs shown in Figure A. 3 are isomorphic. Graph isomorphism is a classical problem in complexity theory.


Figure A.1: Graphs shown in the decreasing order of complexity (a) Weighted directed graph, (b) Directed graph, (c) Multigraph and (d) Simple graph


Figure A.2: Graph with 2 components

A graph, $G$, is said to be planar if it can be drawn on a plane surface such that no two edges intersect each other. A graph $H$ is called a minor of the graph $G$ if there exists a graph $K$ such that both $G$ and $H$ can be obtained from $K$ by a sequence of an edge sub-divisions (by inserting a vertex). A famous theorem in graph theory, Kuratowski's theorem, states that a graph $G$ is planar if and only if it is not a minor of the complete graph on 5 vertices, $K_{5}$, or a complete bipartite graph on two sets of 3 vertices, $K_{3,3}$. The graphs, $K_{5}$ and $K_{3,3}$ are shown in Figure A.4.

(a)

Figure A.3: A pair of isomorphic graphs

(b)
(a)


(b)

Figure A.4: (a) $K_{5}$ (b) $K_{3,3}$

## A. 2 Some Concepts from Group Theory

A group $(G, *)$ is a nonempty set $G$ together with a binary operation * : $G \times G \longrightarrow G$, satisfying the following group axioms. For notational convenience $*(a, b)$ is denoted by $(a * b)$.

1. Associativity: For all $a, b$ and $c$ in $G,(a * b) * c=a *(b * c)$.
2. Identity element: There is an element $e$ in $G$ such that for all $a$ in $G, e * a=$ $a * e=a$.
3. Inverse element: For all $a$ in $G$, there is an element $b$ in $G$ such that $a * b=$ $b * a=e$, where $e$ is the identity element.

Given a group $G$ and a set $X$, then a group action of $G$ on $X$ is a binary function $G \times X \longrightarrow X$ which satisfies the following two axioms. For notational convenience . $(g, x)$ is denoted by $(g \cdot x)$.

1. $g \cdot(h \cdot x)=(g * h) \cdot x$ for all $g, h$ in $G$ and $x$ in $X$.
2. $e . x=x$ for every $x$ in $X$, where $e$ is the identity element of $G$.

An orbit of $X$ containing $x \in X$ under the action of group $G$ is the set $G x=\{g \cdot x \mid g \in G\}$. A group $G$ acting on $X$ partitions $X$ into disjoint orbits of $X$. The stabilizer of $x \in X$ is the subgroup $\operatorname{Stab}_{G}(x)=\{g \in G \mid g \cdot x=x\}$. Stabilizer of $x$ is sometimes called the Automorphism group of $x$. For more information on group theory the reader is advised to consult texts by Lang 103] and Artin 104.
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