
ABSTRACT

Title of dissertation: PHYSICAL DESIGN
METHODOLOGIES FOR
LOW POWER AND
RELIABLE 3D ICs

Tiantao Lu, Doctor of Philosophy, 2016

Dissertation directed by: Professor Ankur Srivastava
Department of Electrical Engineering

As the semiconductor industry struggles to maintain its momentum down the

path following the Moore’s Law, three dimensional integrated circuit (3D IC) tech-

nology has emerged as a promising solution to achieve higher integration density,

better performance, and lower power consumption. However, despite its significant

improvement in electrical performance, 3D IC presents several serious physical de-

sign challenges. In this dissertation, we investigate physical design methodologies

for 3D ICs with primary focus on two areas: low power 3D clock tree design, and

reliability degradation modeling and management.

Clock trees are essential parts for digital system which dissipate a large amount

of power due to high capacitive loads. The majority of existing 3D clock tree designs

focus on minimizing the total wire length, which produces sub-optimal results for

power optimization. In this dissertation, we formulate a 3D clock tree design flow

which directly optimizes for clock power. Besides, we also investigate the design

methodology for clock gating a 3D clock tree, which uses shutdown gates to selec-



tively turn off unnecessary clock activities. Different from the common assumption

in 2D ICs that shutdown gates are cheap thus can be applied at every clock node,

shutdown gates in 3D ICs introduce additional control TSVs, which compete with

clock TSVs for placement resources. We explore the design methodologies to pro-

duce the optimal allocation and placement for clock and control TSVs so that the

clock power is minimized. We show that the proposed synthesis flow saves significant

clock power while accounting for available TSV placement area.

Vertical integration also brings new reliability challenges including TSV’s elec-

tromigration (EM) and several other reliability loss mechanisms caused by TSV-

induced stress. These reliability loss models involve complex inter-dependencies

between electrical and thermal conditions, which have not been investigated in the

past. In this dissertation we set up an electrical/thermal/reliability co-simulation

framework to capture the transient of reliability loss in 3D ICs. We further derive

and validate an analytical reliability objective function that can be integrated in-

to the 3D placement design flow. The reliability aware placement scheme enables

co-design and co-optimization of both the electrical and reliability property, thus

improves both the circuit’s performance and its lifetime. Our electrical/reliability

co-design scheme avoids unnecessary design cycles or application of ad-hoc fixes that

lead to sub-optimal performance.

Vertical integration also enables stacking DRAM on top of CPU, providing

high bandwidth and short latency. However, non-uniform voltage fluctuation and

local thermal hotspot in CPU layers are coupled into DRAM layers, causing a non-

uniform bit-cell leakage (thereby bit flip) distribution. We propose a performance-



power-resilience simulation framework to capture DRAM soft error in 3D multi-

core CPU systems. In addition, a dynamic resilience management (DRM) scheme

is investigated, which adaptively tunes CPU’s operating points to adjust DRAM’s

voltage noise and thermal condition during runtime. The DRM uses dynamic fre-

quency scaling to achieve a resilience borrow-in strategy, which effectively enhances

DRAM’s resilience without sacrificing performance.

The proposed physical design methodologies should act as important building

blocks for 3D ICs and push 3D ICs toward mainstream acceptance in the near future.
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Chapter 1: Introduction

In the past few decades, the demand for high-performance and complex func-

tionality in integrated circuits is primarily met through aggressive device scaling.

Device scaling results in smaller and faster transistors and higher integration density

on the same chip area. Device scaling has been fulfilling the prophecy of Moore’s

Law, and has been proved to be a very effective solution in many aspects such as

performance and cost. At the time when this dissertation is written, 14 nm CMOS

transistors have been successfully commercialized and 10nm transistors are under

development. However, the trend of transistor scaling seems to be near saturation.

Further transistor scaling will inevitably encounter physical limitations and might

not be cost-effective. Another huge issue of device scaling is that interconnects are

becoming slower. Interconnect’s RC delay has increased to such an extent that

wire delay has become the primary bottleneck for further performance boost. More

complicated functionalities require longer global routing thereby higher power dis-

sipation. The wire delay and power consumption will become larger as devices are

made even smaller.
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Three-dimensional integrated circuit (3D IC) is one of the most promising

technologies that aim to continue Moore’s Law. An illustration of a 3D IC is shown

in Figure 1.1. 3D ICs stack multiple wafers/chips vertically, and through-silicon-vias

(TSVs) establish vertical communications between adjacent tiers. Heterogeneous

technologies such as CPUs, memories, radio frequency (RF) circuits, analog circuits

and sensors can be freely integrated in the same package to avoid long and slow

off-chip wires. Typically a 3D IC is connected to PCB through C4 bumps for power

delivery. A heat spreader and a heat sink are on the other side of the chip.

The stacking structure of 3D ICs and the employment of TSVs replace long

off-chip interconnects in 2D ICs, resulting in significant improvement in bandwidth,

power and performance. However, there are many new design challenges for 3D ICs.

This dissertation focuses on 3D clock tree design, and resolving 3D IC specific reli-

ability issues. These challenges and design optimization opportunities are discussed

in the following subsections.

1.1 3D Clock Network Design

Three-dimensional clock design has become an important and challenging re-

search topic, striving to provide synchronization for all computations across the 3D

chip. Once the locations of the clock source (e.g., phase locked loop, delay locked

loop etc. ) and clock sinks (flip-flops and latches) are known, the clock signal is

delivered to each clock domain of the chip through the clock network delivers.
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Figure 1.1: 3D IC provides a solution for heterogeneous integration. TSV establishes
fast and massive vertical data transfer path, which is critical for modern computing
and storage paradigms.

Like 2D clock networks, 3D clock networks can be implemented as either a

mesh or a tree. A typical clock mesh structure is established by intersecting vertical

and horizontal metal wires. Clock sinks connect to the clock mesh through short

wires, often called “stubs”. The clock signal is distributed from a clock source with

a high-level clock tree structure to the intersection of horizontal and vertical metal
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Figure 1.2: A naive H-tree implementation of 3D clock network. Clock TSVs are
used to distribute clock signals across different layers, however, 3D H-tree results in
high clock skew.

wires. Clock mesh provides low clock skew synchronization in the presence of process

and environmental variations, however it imposes wiring utilization overheads and

a high power consumption.

The clock tree topology is the prevailing topology used in practice. The power

consumption of a typical clock tree is much lower than clock mesh, and the 2D

synthesis flow has been heavily investigated in the past. One typical optimization

goal for clock tree synthesis is to ensure zero, bounded, or useful clock skew (the

maximum difference in clock arrival time between sinks). Other objectives include

minimizing clock power, minimizing total wire length, etc. A naive 3D H-tree is

shown in Figure 1.2. The clock signal is distributed across layers via clock TSVs.

However, the H-tree structure (in blue) at the bottom layer has longer wiring, in-

dicating late clock arrival time and non-zero clock skew. More sophisticated clock

tree synthesis flow is obviously needed for 3D ICs.
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The 3D clock tree synthesis flow needs to consider the usage and location of

clock TSVs to optimize the clock tree’s performance. Too few clock TSVs might

not effectively exploit the potential of 3D integration, however too many clock TSVs

might increase the clock tree’s capacitive load (as TSVs have large capacitance) as

well as increase the manufacturing cost and failure probability. In addition, since

clock network design is generally performed after placement, 3D clock tree algo-

rithms need to consider the feasibility of placing clock TSVs into the layout whites-

pace. TSVs placement is especially important as TSVs have larger dimensions than

standard cells, and consume a large amount of placement resources. For example, a

TSV could occupy 5µm×5µm to 30µm×30µm in area, depending on different TSV

fabrication technologies, as compare to less than 1µm× 1µm standard cells such as

inverters and adders at sub-micro technology node. In cases where additional con-

trolling signals are needed (i.e. the enable signal for clock gating), the placement of

control TSV needs to be considered as well.

1.2 TSV’s Electromigration

Electromigration (EM) degradation has become one of the most crucial failure

causes in modern VLSI circuit [4]. EM refers to the migration of atoms in solid-

state conductors. The migration of atoms will form hillocks and voids over time, and

significantly changes the interconnect’s resistance thus influences the circuit perfor-
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mance (increases digital logic’s delay, causes IR drops in power delivery systems,

and etc.) and eventually leads to severe interconnect failures such as short-circuit

and open-circuit.

Traditionally, the interconnect’s wear-out due to EM in planar circuit has

been expressed by the empirical Black equation [5]. The Black equation, as shown

in Equation 1.1 is based on the observation that the life time of a single metal wire

is inversely proportional to current density (j).

MTTF = Aj−nexp (Ea/kT ) (1.1)

Equation 1.1 calculates interconnect’s MTTF (Mean-time-to-failure) based on

current density (j) and temperatures (T ). Here, k is the Boltzmann’s constant, Ea

is the EM activation energy. The symbol A is a structural dependent constant. The

value of n, according to Black, equals to 2.

However, many recent 3D IC experimental works have shown that the current

density is not the only driving force for TSV’s EM. TSV’s wear-out is subject to sev-

eral interacting forces including current density, thermal mechanical stress gradient,

temperature gradient, and atomic concentration gradient.

TSVs in 3D ICs are faced with severe EM degradation. There are three prima-

ry reasons for the severe EM phenomenon: (1) TSV’s EM is strong function of the

thermal mechanical stress, and high thermal mechanical stress is observed around

the TSV and its neighboring interconnects. The high mechanical stress is brought

by coefficient of thermal expansion (CTE) mismatch between the TSV (i.e. copper
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Figure 1.3: TSV’s manufacturing process induces significant thermal mechanical
stress around TSV. The stress field induces TSV stress migration and material
fracture, and causes mobility deviation in nearby CMOS devices.

1.77×10−5K−1) and the silicon substrate (3.05×10−6K−1). When TSVs are cooled

from a high stress-free annealing temperature to a low room temperature, tensile and

compressive stress is formed inside the TSV and the substrate. This phenomenon

is illustrated in Figure 1.3. The stress-induced EM severely deteriorates 3D IC’s

reliability.

(2) TSV’s EM is also a strong function of temperature. Local hotspots are ex-

pected to appear in 3D ICs due to the poor heat conduction in the stacked structure

(conductivity of inter-layer dielectric is around 1W ·m−1 ·K−1, and the conductiv-

ity of Si is 149W ·m−1 ·K−1). Local hotspot makes atoms in TSVs diffuse faster.

Thirdly, in planar chip design, redundant wires and vias are widely adopted to en-

able on-line reconfiguration of interconnects [6]. However in 3D ICs, TSV’s high

manufacturing cost and low yield make redundant design less feasible than planar

circuit.
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1.3 TSV Stress-induced Material Fracture

Recently TSV-induced thermal mechanical stress has become one important

reliability concern. Due to the CTE mismatch between TSV and silicon substrate,

whenever 3D ICs experience temperature changes, TSV material deforms more than

the silicon substrate, leaving significant residual thermal mechanical stress in TSV’s

neighboring area. Once exceeds the material’s yield strength, residual stress results

in TSV’s interfacial delamination [7] and silicon substrate cracking [8] (we refer both

as material fracture).

The von Mises yield criterion is one of the most widely used criterion to quan-

tify material fracture. The von Mises yield criterion suggests that the yielding

of materials begins when the von Mises stress exceeds material dependent yield

strength [9–11]. The von Mises stress is a scalar stress value that can be computed

from the stress tensor in the Cartesian coordinate system, as follows.

σv =
1√
2

[
(σxx − σyy)

2 + (σyy − σzz)
2 + (σzz − σxx)

2

+6(σ2
xy + σ2

yz + σ2
zx)
] 1

2
.

(1.2)
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1.4 Thesis Outline

In this thesis we first provide background and motivation for developing phys-

ical design methodologies for 3D CPUs in Chapter 2. This includes the ending of

Moore’s Law, the advantages of 3D integration, and its physical design challenges.

Chapter 3 discusses the low power design methodologies for 3D clock tree.

The clock tree is one of the largest and most frequently switched networks in 3D IC,

making it to be a major contributor to the chip’s total power. Applying shutdown

gates that selectively turn off certain clock tree branches to avoid unnecessary clock

activities is a common practice in planar circuit. However, in 3D clock tree, shut-

down gates are connected to the control unit via control TSVs, therefore excessive

use of shutdown gates may cause TSV’s placement conflicts to the existing floorplan.

We have developed a 3D clock tree synthesis flow which simultaneously decides the

physical routing of the clock tree as well as the usage of shutdown gates. Using the

proposed synthesis flow, we are able to construct a 3D clock tree with significant

power reduction while ensuring zero clock skew.

The modeling and EM-aware layout optimization for tapered TSV is discussed

in Chapter 4. We have realistic TSV’s shape deviates from an ideal cylinder, and

recognize the source of the tapering effect from the TSV manufacturing process. To

understand the EM implications on tapered TSVs, we set up finite-element-method

(FEM) based simulation framework to quantify tapered TSV’s current density dis-

tribution. We show that the DC current crowding effect is more pronounced at

the narrow end of the tapered TSV than the ideal cylindrical TSV, making tapered
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TSV more prone to EM failure. To further speed up current density simulation, we

develop an adaptive resistive mesh for capturing the DC current density distribution

inside the tapered TSV, which is faster than the FEM simulator by several order-

s of magnitude and achieves comparable accuracy. We formulate an optimization

problem that minimizes the TSV-involved delay while constraining the peak current

density values inside the tapered TSV. With the resistive model we size the width

of the wires connecting to the TSV to spread out the current. TSV-involved timing

analysis is performed using a second-order delay model, which has higher accuracy

than the Elmore delay model. Finally we develop a dynamic programming based

approach to solve this current constrained delay minimization problem.

In Chapter 5, a more advanced TSV’s EM model is investigated. Differen-

t from the assumption used in Chapter 4 where EM is solely decided by current

density, many recent experimental works have suggested thermal mechanical stress

and temperature also impact TSV’s EM. We develop a transient simulation frame-

work using FEM that monitors how atoms migrate over time under the influence

of electrical current, temperature gradient, and thermal mechanical stress. More

importantly, we propose an analytical TSV’s EM objective function that correlates

well with the numerical simulation results. Besides, we propose another analytical

objective function to predict material fracture based on the von Mises yield criteri-

on. These two reliability objective functions are integrated into 3D IC’s placement

flow, which optimize 3D IC’s reliability simultaneously with its performance. Re-
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sults show that by locally changing the placement of TSVs and logic gates, we are

able to achieve longer TSV lifetime and less thermal stress, with little degradation

on performance.

In Chapter 6, we investigate the WL voltage noise induced stacked DRAM

transient fault problem. We propose a performance - power - voltage - resilience

simulation framework, which effectively captures the interaction between multi-core

CPU layer’s activity, and voltage noise induced DRAM transient fault. We observe

significant correlation between CPU core’s activity and DRAM voltage and thermal

profiles, both in time and space. As the DRAM leakage strongly depends on voltage

noise and temperature, we further observe significant temporal and spacial variation

in bit-cell’s leakage rate. These two observations imply that the DRAM failure

probability strongly depends on 3D CPU’s operating points. In our simulation

experiments, we investigate an off-line task assignment problem, and propose a two-

stage DRAM resilience management approach, which enables frequency allocation

for CPU cores and refresh rate adjustment for DRAMs, in order to optimize 3D-

CPU’s performance while accommodating DRAM resilience requirement.

We provide the conclusion of this dissertation the future work in Chapter 7.
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Chapter 2: Background and Motivation

CMOS technology has approached a critical junction where traditional device

and interconnect scaling are unable to keep up with Moore’s Law. The underlying

reason is that engineers are facing several dilemmas in advanced technology nodes.

The first dilemma comes as chip feature size approaches the lower limits of current

photolithography technology. Investment in next-generation lithography solutions is

possible but costly. The second dilemma is the ever-increasing leakage current. For

example, thin gate oxide results in substantial gate tunneling leakage and also sub-

threshold leakage. Employment of metal gates and high-k dielectrics is an effective

approach to control the leakage current, however, its compatibility with CMOS

process has raised some concerns. The third dilemma is increasing dominance of wire

delay and power in future technology nodes. Limitations to DRAM bus bandwidth

and speed are inherent to off-chip integration, and lead to a severe “memory wall”

problem in the era of big data. Furthermore the power dissipated by such a coarse

integration paradigm leads to huge dynamic power dissipation and inhibits scaling

towards envisioned exascale computing systems of the future.
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Vertical integration provides a revolutionary solution to reduce interconnect

power and delay while increasing transistor density independent of costly device

scaling. Chips fabricated by existing technology can be directly bonded together to

increase the number of transistors per unit area. This configuration avoids invest-

ment of new generation of devices, and enables heterogeneous technology integration

on chip. Vertical integration between layers is established by through-silicon-vias

(TSVs). TSVs are essentially metal pillars that penetrate the silicon substrate to

engage the metal pads of the layer below. This extra connectivity in the third dimen-

sion substantially reduces the wire delay and power, and also provides tremendous

bandwidth for data transfer between layers. 3D integration across N layers can

theoretically reduce chip wire length up to a factor of
√
N [12].

2.1 Fundamental limitations of transistor scaling

Over the last several decades, the growth of computing power and IC’s com-

plexity is based on the fact that device scaling makes transistors switch faster and

denser. However, in advanced technology nodes, when transistors and interconnects

are made smaller and denser, several major challenges rises.

The first major challenge is that traditional transistor scaling is reaching its

limit. There are two bottlenecks that hinder further transistor scaling. The first is

transistor leakage, including gate leakage (due to thinner gate oxide), subthreshold

leakage (lower threshold voltage) etc. These leakage currents make the transistor

harder to be turned off, impacting its switching speed, and consuming more power.
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Novel device solutions such as high-k and metal gate are being developed, however,

it is uncertain that further transistor scaling yields any cost-effective solution for

leakage control.

The second bottleneck is the significance of process variation in advanced

technologies. One example is the variation in dopant concentration. Smaller devices

possess fewer impurities, therefore as device dimension shrinks, dopant concentration

variation will have a more pronounced influence on transistor’s threshold voltage.

Another example is line edge roughness, referring to the observation that a pattern’s

edge deviates from a smooth, ideal shape. This effect emerges as the feather size of

a device is less than the wavelength of lithography.

2.2 The rising of interconnect delay and power

The second major trend is that the interconnect delay and power have become

a limiting factor to the performance of the planar ICs even if the transistor scaling

continues. As IC’s functionality becomes more complex, global wire length increases,

resulting in significant increase in interconnect delay. One famous example is that

the memory latency produced by long and slow buses between processor cores and

dynamic random access memories (DRAMs). Reading/writing to memory takes

tens to hundreds of clock cycles, therefore memory access has become one of the

major overheads in modern high-performance computing systems. Inserting more

buffers is common practice to reduce the interconnect delay, but it inevitably leads

to higher power consumption.
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Another important interconnect related drawback is the relatively narrow

bandwidth. The number of bus channels is limited by the I/O pin counts from the

external package. In the era of multi-core processors and big data, huge amounts

of data packets are processed and waiting to be transferred between processor cores

and memories, therefore limited bandwidth becomes a huge performance bottleneck.

2.3 3D IC: higher density devices, and faster interconnect

A 3D IC stacks multiple planar wafers/dies vertically, which results in an

increased transistor density and reduced wire length. The components in different

layers can communicate through vertical interconnects called TSVs. A large amount

of TSVs can be used, which dramatically increases chip’s bandwidth and also de-

creases interconnect delay/power. In addition, 3D ICs provide new design options

by allowing heterogeneous materials, technologies and systems to be integrated into

a single chip.

2.4 Clock Tree Design

The clock tree is a prevailing clock distribution network in digital circuit. A

typical clock tree spans across the entire chip, drives a large amount of capacitive

loads, and is operated at high frequency. It is a major contributor to the chip’s total

power in high-performance VLSI circuit, and some applications can take 50% [13]

or even 70% [14] of the chip’s total power.
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Another important design objective for clock trees is the clock skew, which is

the maximum difference in clock signal’s arrival time. According to ITRS [15], the

clock skew needs to be controlled within 3% to 4% of the clock period.

2.4.1 Traditional 2D Clock Tree Design

The earliest implementation of clock tree is H-tree [16]. Clock skew is well

controlled (although non-zero) in H-tree due to its symmetric structure. Later,

as clock tree power continues to grow, more sophisticated clock tree generation

algorithms decide the structure of the clock tree based on the clock sinks’ geometry

information. For example, the method of means and medians (MMM) [17] bi-

partitions the clock sinks recursively and connects the centers of the two partitions.

A bottom-up method is proposed in [18], where a pair of clock sinks which generates

the least clock skew under linear delay model is connected. The deferred-merge-

embedding (DME) algorithm is presented in [19,20], which achieve zero clock skew

and shorter global wire length than MMM [17] and the bottom-up method [18].

Clock gating is one the most widely used technique for 2D clock tree’s power

optimization [21–29]. Clock gating exploits the fact that instructions are not exe-

cuted with even frequency, causing spatial and temporal variations in the “on” and

“off” states of the sequential logic. In 2D clock tree, as the cost of clock gating is

cheap, shutdown gates can be inserted at most intermediate clock tree node to shut
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down all its descendants’ (wires and sequential logics) clock signal and power supply,

when its downstream sequential logics are inactive, thereby reducing the dynamic

power dissipated by wires, buffers, and sequential logics.

2.4.2 3D Clock Tree Design

Similar as the 2D clock tree design, the primary design objectives for 3D clock

tree are also clock power and clock skew. However, the physical design methodologies

for 3D clock trees are not fully investigated. One design challenge for 3D clock tree

is that clock sinks are distributed among several vertical layers, and the usage of

clock TSVs needs to be considered when 3D clock tree is generated. Too few clock

TSVs might not fully exploit the benefit brought by the 3D integration, and too

many clock TSVs introduce heavy capacitive load (as TSVs are large capacitors),

and extra manufacturing cost.

A few 3D clock tree synthesis algorithms include 3D-MMM [2], MMM-3D [30],

and nearest-neighbor (NN3D) [31]. In 3D-MMM and MMM-3D, the 3D-IC was

recursively partitioned in horizontal (X/Y) or vertical (Z) direction. The partition

decision is based on the availability of clock TSVs. The NN-3D algorithm greedily

picks the closest sequential pairs and recursively forms the clock tree following a

bottom-up fashion. Other works have incorporated controlling the clock skew. For

example, the 3D-DME algorithm extends the 2D-DME algorithm [19,20] to the 3D

space to include the RC of clock TSVs.
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The impact of clock gating has seldom been investigated for 3D clock trees.

Unlike the assumption in 2D clock trees that clock gating is cheap thus can be ap-

plied at every clock node, the 3D clock gating introduces extra overhead: shutdown

gates need extra control TSVs to be connected to a centralized control unit. Clock

tree design methodologies that account for the selection of shutdown gates in 3D

clock trees have been lacking.

2.5 Reliability Issues in 3D ICs

TSVs are crucial interconnects in 3D ICs, however, they suffer from various

reliability degradations, such as EM, interfacial delamination, cracking, etc.

EM refers to the migration of atoms in metal interconnect, which forms voids

and hillocks, eventually leading to an open-circuit or short-circuit. TSV’s EM is

driven by multiple factors, including high current density, high mechanical stress,

and high temperature gradient. Modeling and integrating this multi-physics system

is crucial for monitoring the transient EM behavior and successfully predicting the

lifetime of TSVs.

Many reliability loss mechanisms are related to the coefficients of thermal

expansion (CTE) mismatch between TSV material (e.g. copper) and silicon sub-

strate. When 3D ICs are cooled from high-temperature manufacturing process to

low-temperature operating condition, high amounts of thermal mechanical stresses
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are formed around TSVs. These stresses induce stress migration, interfacial delam-

ination between TSV and its liner, and silicon cracking once the stress exceeds the

material’s yield strength.

Most TSV reliability losses are heavily associated with layout geometry and

chip’s temperature. For example, TSV’s current distribution is decided by how the

wires are sized, and TSV EM is significantly accelerated when a higher amount of

current flows through. Besides, TSV’s stress related reliability losses depend on the

magnitude of thermal load. Therefore, TSV’s reliability estimation and optimization

are often coupled with thermal estimation and optimization.

More importantly, compared to planar circuit, reliability degradations in 3D

ICs are relatively more difficult to fix after the electrical design has been done. In

planar chip design, redundant wires and vias are widely adopted to enable on-line

reconfiguration of interconnects [6]. However in 3D ICs, TSV’s high manufacturing

cost and low yield make redundant design less feasible than planar circuit. This

motivates to develop reliability aware physical design methodologies that simulta-

neously optimize the performance with circuit reliability.

2.6 DRAM Soft Errors in 3D-CPUs

Three-dimensional integration of stacked memory and CPUs has received many

attentions recently for its potential to overcome the “Memory Wall” problem - the

memory access time (in CPU cycles) has increased to an extent that the memory

access latency has become the bottleneck. Vertical stacking enables heterogeneous
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integration of multiple DRAM chips on top of a microprocessor, and the high-speed

and wider memory bus interfaces (i.e. through-silicon-vias) between the two signif-

icantly reduce memory latency.

However, several recent publications have shown that transient fault is one of

the common forms of DRAM failures in modern computing and storage systems.

One important cause of DRAM transient faults is the power-delivery-network (PDN)

noise on DRAM wordline (WL). A noisy WL makes DRAM transistor’s gate unable

to shut off, causing significant sub-threshold leakage from bit cell’s capacitor. As

volatile memory, a DRAM bit cell cannot retain its data permanently as the bit

capacitor gradually loses its charge. If significant leakage occurs such that DRAM

sense amplifier can no longer read the correct data as written last time, a DRAM

transient fault happens.

The solutions for mitigating stacked DRAM’s transient fault seem non-trivial.

An intuitive idea is to enable shorter DRAM refresh period. However, refreshing

operation blocks DRAM access, therefore degrades the performance and energy ef-

ficiency [81,82]. Another approach is to throttle CPU performance to cool the chip

or/and reduce PDN noise, which again hurts the performance. In our opinion, a

promising opportunity lies at the moment when both low and high power tasks enter

the system, and designers can exploit the reliability margin of these tasks and allo-

cate different operating points to maximize the performance while achieving certain

long-term resilience. A “borrow-in” strategy can be applied, and high-power tasks

might borrow resilience margins to boost performance, and the resilience “loan” will

be paid off during a low-power task period.
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Chapter 3: Low Power 3D Clock Tree Synthesis

3.1 Introduction

The clock tree is one of the largest and most frequently switched networks in 3D

IC, making it to be a major contributor to the chip’s total power in high-performance

VLSI circuit (can take up to 70% of the chip’s total power [14]). Naturally we are

interested in designing a low-power clock tree for 3D IC. One of the well-known

techniques for low-power clock tree design is clock gating. Clock gating exploits

the fact that instructions are not executed with even frequency, causing spatial and

temporal variations in the “on” and “off” states of the sequential logic. The clock

gating technique applies control signal at certain intermediate clock tree node to

shut down all its descendants’ (wires and sequential logics) clock signal and power

supply, when its downstream sequential logics are inactive, thereby reducing the

dynamic power dissipated by wires, buffers, and sequential logics.

Clock gating for 2D clock tree has been extensively studied in literature [21–

29]. Instruction stream was introduced to calculate the switching probability for

each tree nodes, and tree nodes with similar activity patterns were clustered greedily

with higher priority [21, 22]. A follow-up work integrated the register-transfer-level

(RTL) clock gating approach into industry synthesis tools [23]. Benini et al. treated
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the circuit as a Finite-State Machine (FSM) and calculated the Observability Don't-

Care (ODC) conditions using a formal mathematical formulation [28]. Bolzani et

al. provided a physical synthesis method to integrate the clock gating and power

gating techniques [29]. A deterministic clock gating design was proposed by H.

Li and it controls the gating circuitry based on circuit block’s actual usage during

runtime [24]. W. Chao et al. considered clock gating simultaneously with buffer

insertion to ensure zero clock skew [25]. J. Lu et al. discussed a slew-aware clock

gating method [26]. W. Shen et al. optimized the placement of clock sinks to boost

the power saving brought by clock gating [27].

Recently with the emergence of 3D ICs, 3D clock design has become an im-

portant research topic for 3D digital/mixed signal circuit. Generally the 3D clock

tree synthesis is a two-step procedure: first the 3D abstract clock tree generation

and then the 3D clock tree embedding. The 3D abstract clock tree is a binary tree

structure, representing the connectivity from a centralized clock source to all the

sequential logics. Currently the 3D abstract clock tree is designed purely from a

wire length minimization standpoint. For example, X. Zhao et al. implemented a

cutting-based approach for abstract clock tree generation, such that the 3D IC was

recursively partitioned in X, Y, or Z direction. The location of the cutting line was

determined based on the median value of the logic cells’ coordinates [2]. Another

example is the NN-3D algorithm proposed by Kim et al. [31]. The authors greedily

picked the closest sequential pairs and recursively formed the abstract clock tree.

During the 3D clock tree embedding step, the physical locations of the intermediate

clock tree nodes as well as the locations of clock TSVs are determined such that the
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clock tree’s total wire length and clock skew are minimized. For example, Kim et al.

extended the 2D deferred-merge-embedding (DME) algorithm [20] to the 3D space

in order to decide the length of clock tree edges and the locations of clock TSVs

to ensure minimum wire length and zero-skew in 3D clock tree [31]. In addition,

Yang et al. investigated the impact of the TSV-induced stress on timing corner-

s and optimized the location of clock buffers to minimize the stress-induced clock

skew variation [32]. Lung et al. considered the reliability issues of clock TSVs and

used TSV fault-tolerant unit (TFU) to enhance clock tree’s robustness against TSV

failures [33]. Further tuning techniques for the TFU and associated fault-tolerant

3D clock tree, such as better control of clock slew, TSV count, and clock slew were

proposed by Park et al. [34].

The primary concern of this chapter is the design of the 3D low-power clock

tree using the clock gating technique. We notice that the conventional 2D clock

gating approach can not be applied directly to 3D IC, for the reason listed as fol-

lows. In a gated clock tree, the shutdown network provides enable signals for the

shutdown gates. The shutdown network is a planar Star network (one centralized

control center delivers the enable signals to all shutdown gates through separated

wires). In 2D-IC, the wiring overhead of the shutdown network is usually ignored,

and the authors of the 2D clock gating papers assume they can always deliver the

enable signals to wherever needed [21–29]. Therefore, these works insert control gate

anywhere as long as there is power saving. However, the assumption that designers

can insert shutdown gates at every tree edge and the wiring overhead of the Star

network is negligible is no longer valid for 3D clock tree.
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In 3D clock tree, clock TSVs deliver clock signals from clock source to each

of the clock sinks while control TSVs provide shutdown signals from a centralized

control center to all shutdown gates [35]. Since clock synthesis is usually performed

after cell placement, layout whitespace for TSVs is limited. However, both TSVs

(clock and control) occupy large placement area and the reliability [36] and signal

integrity [37] requirements enforce TSVs to maintain certain keep-out area, both of

which constrain the usage of TSVs. In addition, although TSVs offer short and fast

vertical connections, excessive usage of TSVs increases the manufacturing overhead

and makes the system’s reliability questionable, due to the degradation of TSVs

over time. The restriction that limited numbers of clock TSVs and control TSVs are

available to designers changes the way how the 3D clock tree should be synthesized

and how the clock gating technique should be applied.

Aiming at a low-power 3D clock tree that accounts for the TSV usage con-

straints, we believe that both the 3D abstract clock tree design as well as the 3D

clock tree embedding procedure need to be optimized. Firstly, the 3D abstract clock

tree needs to account for not only the total wire length but also the similarities in

sequential logic’s “on” and “off” behavior, so that the maximum amount of power

saving can be achieved with limited number of shutdown gates. Secondly, during

the clock tree embedding step, we need to decide at which tree edge to put shutdown

gates and the physical locations of clock TSVs and control TSVs such that the all

the TSVs can fit into the layout whitespace, clock skew is zero, and the power saving

is maximum.
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To summarize, this chapter focuses on the problem of designing a low-power

clock 3D clock tree using the clock gating technique, while satisfying the layout

whitespace constraint and zero clock skew. The designs of the 3D abstract clock

tree, the shutdown clock network, and how the shutdown network affects the design

of the clock tree embedding step are investigated and optimized. In the following

sections, we show our methodology to smartly generate the 3D abstract tree that

is preferable for shutdown gate insertion, and select and allocate shutdown gates

such that all the TSVs can be legally placed inside layout whitespace, clock skew is

zero, and clock tree power is minimized. More specifically, this chapter makes the

following contributions:

• We identify the problem of layout constrained shutdown network design for

3D ICs, and discuss its significant difference from 2D clock gating techniques.

• We propose a two-step design flow for low-power 3D clock tree synthesis,

which comprises of the abstract clock tree generation step and the clock tree

embedding step.

• During the abstract clock tree generation step, we propose a K-means clus-

tering [38] based algorithm to cluster nodes which are close to each other and

have similar activity patterns.

• During the clock tree embedding step, we develop an SA based heuristic to find

at which tree edge to insert shutdown gates and to decide both the clock and

control TSVs’ locations by a force-directed TSV placer such that the overall

power consumption is minimized.
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The organization of the this chapter is as follows. We provide an overview

of related preliminary studies on 3D clock tree’s power model in Section 3.2. The

follow-up section, Section 3.3 focuses on optimizing the 3D abstract tree topology.

Section 3.4 focuses on optimizing the clock tree embedding procedure where we

formulate and solve two consecutive problems to decide at which tree edge to put

shutdown gates and the placement of clock TSVs and control TSVs. Experimental

results are presented in Section 3.6 and Section 6.6 concludes the chapter.

3.2 Preliminary

Some basic models and concepts are introduced in this section. First we briefly

cover the 3D clock tree’s power models. Then we illustrate the basic idea of obtain-

ing activity pattern for each clock tree node. After that we introduce the TSV’s

legal placement problem in 3D IC, and show that constrained layout whitespace

impacts the decision of gate insertion thus completely changes the clock tree design

flow. Finally, an example of a 3D gated clock tree is shown to shed light on the

influence of 3D IC’s layout whitespace constraint on clock gating strategy and power

consumption.

3.2.1 Power model

Clock tree power consists of two components: dynamic power and static power.

Dynamic power is the summation of the following three, as shown in Equation 3.1:

clock sink(module)’s power P T
m, clock tree’s wiring power P T

w , and controller net-
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work’s wiring power PC
w . Static power is consumed by the buffers along a long signal

or power wire, and any synchronized CMOS circuit. Shutdown signals can not only

be applied to shutdown gates but also power delivery network (PDN) to shut down

the power supply thus static power of buffers along power wire can also be reduced.

Since the estimation of static power along power wire needs thorough investigation

of how the chip’s PDN is synthesized, and CMOS’s static power is largely decided

by device technology, we focus on the dynamic power of the clock network in this

chapter.

Power = P T
m + P T

w + PC
w . (3.1)

where P T
m denotes the overall power of the clock sinks (modules), P T

w is the clock

tree’s wiring power, and PC
w is the controller network’s wiring power.

The dynamic power of a clock sink(P T
m) is expressed using Equation 3.2. It

is the weighted sum of its active circuit power PA, when clock is applied and the

clock sink is active, standby circuit power PS, when clock is applied and clock sink

is idle, and idle circuit power PI , when clock is not applied and clock sink is idle.

The weight for each power component is the probability that the clock sink is active,

standby, and idle, respectively.

P T
m =

n∑
i=1

[PAi
· pAi

+ PSi
· pSi

+ PIi · pIi ]. (3.2)

where n is total number of clock sinks, pAi
, pSi

, and pIi is the probability that clock

sink i is active, idle but clocked, and idle and masked during one cycle, respectively.
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Clock tree and controller network’s wiring powers are caused by charging

and discharging the wire capacitance. We ignore the controller network’s wiring

power(PC
w ) in this chapter because the signal in controller network switches far less

frequently than the clock signal, which turns on/off twice within one cycle. However,

our power model can easily handle ad hoc designs that require frequent switching

of the control signal as well.

The dynamic power consumed by the clock tree’s wiring can be described as

Equation 3.3:

P T
w =

∑
∀ei

1

2
(cw|ei|+ Ci)αfV

2
dd. (3.3)

where ei, cw, Ci, α, f and Vdd denotes a clock tree edge, wire’s unit capacitance,

node i’s capacitance, switching activity ratio, clock frequency, and supply voltage

level.

3.2.2 Activity Pattern

In this section, we show the methodology for obtaining the activity pattern of

each sink module and clock tree edge. We assume each sink module has registers

with clock signal on its input. The activity pattern of a sink module is a boolean

string where “1” indicates clock signal is applied and “0” means it’s shut down.

When it is on “0”, the sink module is gated and it only consumes idle circuit power

PI . On the contrary, when it is on “1”, the sink module consumes active circuit

power PA or standby circuit power PS, depending on whether data are fed or not.
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In other words, PS is the amount of power dissipated on the capacitive components

inside the module when clock is still “on” even though the module is not doing any

computation.

If the clock tree is completely gated (clock gate is inserted at every clock tree

node), the activity pattern of an internal clock tree node (Ai) can be obtained by

ORing (bit-wise OR) the activity patterns of all its descendant clock sinks (S1, S2,

..., Sk). This procedure (Phase 1) is illustrated in Equation 3.4.

Ai = S1

∪
S2

∪
...
∪

Sk
(3.4)

If the clock tree is partially gated, then after obtaining the activity pattern

for a completely gated clock tree (Phase 1), by pre-order traversal, from the clock

source to all clock sinks, a clock tree node inherits its parent’s pattern if gating is

not applied between that node and its parent, otherwise stays unchanged. We call

this procedure Phase 2, as shown in Equation 3.5.

Âi = (Âp ∗ Ḡi)
∪

Ai
(3.5)
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where Âp is the activity pattern of i’s parent clock tree node, Ai is i’s activity

pattern obtained from Phase 1, and Gi is a boolean variable which is 1 when clock

gate is applied between node i and its parent and 0 otherwise.

3.2.3 An example: minimizing clock power with TSV placement con-

straint

Figure 3.1(a) and Figure 3.1(b) are two 3D clock tree designs. Each design con-

tains one clock source, seven nodes (V1−V7), and four clock sink modules (M1−M4).

“AND” gate is used as shutdown gate. Each module is associated with one activity

pattern, recording the module’s activity over time. A module is considered as active

when it is clocked and performing calculation (its activity pattern is filled/black).

Otherwise it is in standby mode when it’s clocked but performs no calculation (ac-

tivity pattern is gray), or in idle mode if it is unclocked and performs no calculation

(activity pattern is unfilled/white). Definition of internal node’s activity pattern

is slightly different from module’s. Activity pattern for internal node is filled for

“1” (active), or unfilled for “0” (idle). Activity patterns for internal nodes are cal-

culated by Phase 1 and Phase 2 described in Section 3.2.2. Figure 3.1(a) shows

Phase 1 where clock tree is completely gated, meaning shutdown gates are inserted

at every clock tree node. Each internal node’s activity pattern is obtained by OR-

ing the activity patterns of its children. Since we ignore the power consumption of
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the controller network, complete clock gating will achieve the optimal power saving.

However, a complete clock gating might not be feasible for 3D ICs due to its high

usage of control TSVs.

Figure 3.1(b) shows another design which uses less control TSVs. Clock tree

edge e4 and e5 are not gated. According to Phase 2 in Section3.2.2, node V5 inherits

V7’s pattern but node V6’s pattern stays unchanged (compared to V6’s pattern in

Figure 3.1(a)) because of the shutdown gate on edge e6. Meanwhile, the forth state

in M4’s pattern is gray, which corresponds to the situation where a module is clocked

but is not doing any computation.
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Figure 3.1: Suppose the control center that sends out enabling signals is at layer
Z0 = 0 and the maximum number of TSVs allowed is 5. Design (a) has 7 “AND”
gate and 7 TSVs, which is infeasible to place. Design(b) uses only 5 TSVs while
still achieves considerable power saving.

Table 3.1 compares the power consumptions for the designs in Figure 3.1(a)

and Figure 3.1(b). We assume module’s active power PA = 30, standby power

PS = 5, and idle power PI = 3. We also assume the wiring power is 100 for each

wire. “AND” gate and TSV consumes 2 and 8 unit power, respectively. The power

31



Table 3.1: Illustrative power consumption

Power
Contribution

Complete Gating
Figure 3.1(a)

Partial Gating
Figure 3.1(b)

No gating

Planar Wiring 400.0 466.7 700.0

TSV 9.3 13.3 24.0
Gate 12.0 8.0 0.0

Module 57.0 57.3 61.7

Total 478.3 545.3 785.7

Saving(%) 39.1 30.6 0.0

values for the TSVs and the wires are scaled based on TSV capacitance values

(50fF ) reported by previous works [2, 30, 39] and global wire capacitance reported

by ITRS roadmap (assuming 1000 µm long global wire) [40], respectively.

Firstly, we calculate the overall power consumption for both designs and we

find that Figure 3.1(b) uses less TSVs but still achieves considerable power saving

compared to Figure 3.1(a), as shown in Table 3.1.

Secondly, we show that blindly inserting gates may end up with infeasible TSV

placement. For illustration purpose, we assume we can fit at most 5 TSVs into the

layout whitespace. (In practice, we use a force-driven placer to legalize all TSVs.)

Both designs in Figure 3.1(a) and Figure 3.1(b) use 3 clock TSVs. Figure 3.1(a)

inserts shutdown gates at every possible locations, resulting in 4 control TSVs (on

gateG3, G4, G5, G6), which becomes an infeasible design under the layout whitespace

constraint. On the other hand, Figure 3.1(b) only uses 2 control TSVs, which makes

it a feasible design.
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The main observation we have from this example is that clock gating for 3D

clock tree is quite different from 2D-IC’s case: because of the area overhead of TSVs,

the design of the shutdown network in 3D clock tree must be re-considered along

with the layout information. There is a trade-off between TSV layout whitespace

(or the usage of TSVs) and maximum power saving, and deciding where to insert

the shutdown gate is the key to address this problem.

3.3 Abstract 3D clock tree generation

Abstract clock tree generation is the first step of the clock tree synthesis. An

abstract tree is a tree topology, whose leaves represent all sequential modules (clock

sinks), and the root represents the clock source. The clock signal flows from the

clock source, through the edges, to all clock sinks. In this chapter, we assume the

abstract clock tree is fully binary.

Most existing 3D abstract clock tree generation methods focus on minimizing

the total wire length and total TSV usage, while the clock skew is minimized in the

subsequent clock tree embedding step (see Section 3.4). There are three existing

algorithms to generate 3D abstract clock tree: 3D-MMM (method of means and

medians) [2], MMM-3D [30] and NN-3D (nearest neighbor selection for 3D-ICs) [31].

The 3D-MMM method is an extension of the 2D-MMM algorithm proposed by M.

Jackson et al. [17]. For a given TSV bound, the 3D-MMM algorithm partitions all

the clock sinks horizontally (X/Y-cut) or vertically (Z-cut). During X/Y-cut, the

clock sinks are projected to a 2D plane and then separated evenly, while in Z-cut, the
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clock sinks are partitioned such that the sinks from the same chip belong to the same

subset, and a TSV is inserted between adjacent chips. The MMM-3D method [30]

uses a designer specified parameter to control the partitioning direction (X/Y cut

or Z-cut) between sinks. The NN-3D method extends Edahiro’s 2D bottom-up

approach [41]. NN-3D recursively selects a pair of subtrees or clock sinks and then

merge that pair. The selection criterion is based on a cost function which is a

weighted sum of 2D Euclidean distance, TSV number, and capacitive load.

While these three algorithms are promising in generating low wire length 3D

abstract clock tree, they are not suitable for generating low-power 3D abstract

clock tree. Although minimizing the total wire length does reduce the wire power

consumption, its power saving is sub-optimal. In addition, neither of these three al-

gorithms is capable of handling the unique challenge in 3D clock tree design that the

shutdown gates can no longer be inserted at every tree edge. As we have explained

in Section 6.1, this is because the TSV placement whitespace is limited during the

clock synthesis step, and excessive usage of TSVs brings extra manufacturing cost

and raises TSV’s reliability concerns. Therefore, we aim to generate a 3D abstract

clock tree such that the minimum number of shutdown gates is needed while simul-

taneously reducing the wire length and the power consumption of the clock tree. To

achieve this goal, it is desirable that: (1) clock sinks with similar activity patterns

are clustered together (belong to the same subtree), and (2) clock sinks that are

next to each other are clustered together. It’s preferable to cluster sinks with simi-

lar activity patterns because a shutdown gate can turn off the entire subtree when

none of the clock sinks in that subtree is active. It stays on (thus the entire subtree
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consumes dynamic power) even though there’s only one clock sink in that subtree

is active. Clustering similar activity patterns ensures maximum shutdown rate and

also reduces the need for the shutdown gates and therefore potentially reduces the

number of control TSVs. Meanwhile, clustering clock sinks that are next to each

other minimizes the total wire length thus minimizes wire’s dynamic power.

To summarize, the 3D-MMM and NN-3D algorithms only consider total wire

length as an objective, but neither of them consider the dynamic power consumption

during the charging and discharging behaviors happened on the capacitive loads. As

far as the clock gating technique is concerned, we believe the quality of a gated low-

power 3D clock tree heavily depends on its abstract clock tree. Therefore, in the

following subsection we propose a K-means clustering based algorithm to generate

a low-power 3D abstract clock tree, which produces a high-quality abstract clock

tree that is suitable for the subsequent low-power clock tree embedding.

3.3.1 K-means clustering

As mentioned earlier, a low-power 3D clock tree geared towards the clock

gating technique should capture both the similarities between activity patterns, and

the physical proximity between clock sinks. These “similarity” in activity patterns

and physical locations can be captured by clustering algorithms, and we select the

well-studied K-means clustering technique to cluster the clock sinks. The K-means

clustering algorithm divides up a set of points into K clusters, such that the sum

of the within-cluster dissimilarity is minimized. In our binary abstract clock tree’s
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case, K = 2. The with-in cluster dissimilarity is defined as the average distance

between two points within a cluster. We also associate each clock sink Si with a

tuple: (xi, yi, zi, Ci, Ai), where xi, yi, zi are the location, Ci and Ai are sink Si’s

capacitive load and activity pattern.

Specifically our K-means clustering algorithm alternates between two steps:

the assignment step and update step.

3.3.1.1 Assignment Step

The assignment step assigns each clock sink to the closest clustering center.

During the assignment step, the distance function that accounts for activity pat-

tern’s similarity and physical proximity between two clock sinks i and j (or two

subtrees’ roots) is defined as the dynamic power consumption of a subtree if node

i and j are children of the same subtree’s root. This formulation is better than

clustering clock sinks purely based on their activity patterns, or physical locations,

because these two might be contradictory objectives. For example, clock sinks that

are far away might possess highly similar activity patterns, and clock sinks that

are next to each other possibly have distinct activity patterns. Our proposed dis-

tance function combines the best of both worlds therefore is used in this chapter.

Specifically the distance function dij is defined as in Equation 3.6.

dij =
1

2

[
cw
(
|xi − xj|+ |yi − yj|

)
+ cv|zi − zj|+ Ci + Cj

]
αijfV

2
dd (3.6)
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where xi,j, yi,j and zi,j is i, j
′s location, and cw, cv, Ci,j, αi,j, f and Vdd denote wire’s

unit capacitance, TSV’s unit capacitance, node i, j′s loading capacitance, switching

activity ratio, clock frequency, and supply voltage level, respectively. Particularly,

αij is defined as the possibility that at least one of the two nodes (node i and j) is

“on” during a sampling time period:

αij =
sum(Āi ∪ Āj)

m
(3.7)

where m is the length of the activity pattern, and Āi is the estimated activity

pattern of node i, which is the average between two extreme cases (as shown in

Equation 3.8): a completely gated clock tree and a clock tree with no clock gating.

Since at the 3D abstract clock tree’s generation stage, we know neither the physical

implementation of the clock tree, nor the exact location of shutdown gates, therefore

we don’t know the exact activity pattern of each clock sink, we believe that taking

the average of an ungated clock tree and a fully gated case to represent node i’s

activity pattern, as shown in Equation 3.8, is a good estimation.

Āi =
1

2
· (Ai + Âi) (3.8)

where Ai is node i’s activity pattern when the clock tree is completely gated (shut-

down gates inserted at every tree edge), and Figure 3.1(a) is an example of a fully

gated clock tree. Ai can be obtained by simply ORing (bit-wise OR) the activity

patterns of all its descendant clock sinks (refer to Phase 1’s Equation 3.4 for more

details). Âi is node i’s activity pattern when the clock tree is not gated (no clock
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gating at all). In that case, according to Phase 2’s Equation 3.5, every Gi is zero,

which means every node inherits its parent’s activity pattern therefore every node’s

activity pattern is identical to the activity pattern of the tree root. The root’s activ-

ity pattern can be obtained by bit-wise ORing all the clock sinks’ activity pattern.

3.3.1.2 Update Step

The update step replaces each clustering center by the average of clock sinks in

its cluster. During the update step, the new cluster center is generated by averaging

out the tuples belong to the clock sinks in the same cluster: (xc, yc, zc, capc, ac) =

(x̄i, ȳi, z̄i, ¯capi, round(āi)). The bit-wise average of activity pattern represents the

most frequently appeared activity pattern among the clock sinks in the same cluster.

3.3.2 Our abstract tree generation algorithm

The abstract clock tree generation algorithm is summarized in Algorithm 1.

The inputs of the algorithm are the clock source’s layer index (zsrc), TSV bound (B)

and a set (S) representing the clock sinks. There are two terminating conditions:

(1) When there’s only one clock sink in S (line 10), and the algorithm returns with

this clock sink (line 11); (2) When there’s only one TSV per layer available (B = 1)

and the clock sinks in S span over more than two dies (sizeof(Z) > 1), and the

algorithm bi-partitions S into two sub-trees S1 and S2. If zsrc is contained in the

range of [min(z),max(z)], then S1 contains all the clock sinks that have layer index

larger than zsrc (line 14) while S2 contains the rest. Otherwise S1 contains all the
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clock sinks that are located at the layer which is next to the zsrc (line 16), while S2

contains all other clock sinks. When neither of these two terminating conditions are

satisfied, the K-means clustering algorithm bi-partitions S and B to minimize the

clock tree power and wire length (line 21). Then our function “AbstractTree3D” is

called recursively on (B1, S1) and (B2, S2) and the roots of S1 and S2 become the

current tree node, root(S)’s children.

Input:
1. TSV bound B.
2. Clock source’s layer index zsrc.
3. A set (S) representing clock sinks, which contains:
4. Physical location of each clock sink (x, y, z);
5. Activity pattern of each clock sink (A);
6. Capacitive load of each clock sink (C).
7. Clock source’s z index (zsrc)
Output:
8. Binary abstract tree.
9. AbstractTree3D (B, S)
10. if |X| = |Y | = |Z| = |A| = |C| = 1
11. return root (S)
12. else if B = 1 and sizeof(Z) > 1
13. if min(z) ≤ zsrc ≤ max(z)
14. S1 = {s|zi ≥ zsrc}, S2 = {s|s /∈ S1}
15. else
16. S1 = {s| |zi − zsrc| = min(|zi − zsrc|)}
17. S2 = {s|s /∈ S1}
18. end
19. B1 = B2 = 1
20. else
21. [S1, B1, S2, B2] = K-means clustering (S)
22. end
23. AbstractTree3D(B1, S1)
24. AbstractTree3D(B2, S2)
25. LeftChild(root(S)) = root(S1)
26. RightChild(root(S)) = root(S2)
27. return root(S).

Algorithm 1: Abstract Tree Generation
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Figure 3.2: The 3D abstract tree generated by our K-means clustering based algo-
rithm and the 3D-MMM algorithm [2], for a given TSV bound. (a) 3D view where
thick lines represent TSVs, each clock sink has a layer index (black dot indicates
upper layer, and while dot is for lower layer), and each clock sink is associated with
an activity pattern (black square is “on”, while white square is “off”). (b) The
resulting 3D abstract trees where the black rectangles represents TSVs.

Figure 3.2 shows a simple example for 3D abstract clock tree generation. In

Figure 3.2, 4 modules (M1 toM4) are distributed on a two-layer 3D IC. Each module

has its activity pattern. When the TSV bound is 1, both the proposed K-means

clustering based method and the 3D-MMM algorithm generate the same abstract

clock tree: the modules on the same layer belong to the same subtree. However,

when the TSV bound is more than 1, for instance, 2 in Figure 3.2, the 3D-MMM

algorithm only clusters nearest modules, while the K-means method takes both the

location and the activity pattern’s information into account. The K-means method

generates a 3D abstract clock tree that is suitable for shutdown gate insertion, which

we explain in Section 3.4.

It’s worth mentioning there exists a greedy algorithm called NN-3D [31] to

generate 3D low-power abstract clock tree. The NN-3D algorithm tries to minimize

the number of TSVs, the total wire length, and overall power consumption. During
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each iteration, a pair of clock sinks (or subtree roots) with the lowest distance

(distance defined as in Equation 3.6) are extracted from the clock sink set S, and

then form the left and the right child of a subtree. Then these two sinks (or subtree

roots) are deleted from S and the their parent node with an updated location,

capacitive load and activity pattern is returned to S. Similar iterations carry on

until there’s only one subtree root in S.

Although the NN-3D is a promising technique, it overlooks one aspect that a

designer may need to restrain the number of TSVs in the 3D clock tree, due to TSV’s

large size, manufacturing cost, reliability issues etc. In other words, we find NN-3D

algorithm is incapable of handling the TSV bound constraint. It might be possible

to adaptively tune the weighting parameters in Equation 3.6 to restrain the usage

of clock TSVs, however, we haven’t seen such tuning techniques in the literature.

In addition, the greedy approach somehow loses the global view as in each iteration

only two clock sinks (or subtree roots) are processed. Therefore we believe our K-

means clustering based algorithm is better at handling the TSV number-aware 3D

abstract tree construction problem. In the result section, we’ll compare our K-means

clustering based algorithm with 3D-MMM.

3.4 Clock tree embedding

For a given 3D abstract clock tree, the second phase of 3D clock tree synthesis,

the wire embedding, determines the physical locations of the intermediate clock tree

nodes, in order to minimize objective functions such as total wire length, clock skew,
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clock power, and etc. In this section, we introduce the conventional clock skew and

wire length-centered embedding method, and then we propose two new problems

for 3D low-power clock tree generation, under certain placement whitespace con-

straint. The first problem asks the best locations for shutdown gate insertion, after

applying the conventional clock tree embedding approach, while the second tackles

the question whether the clock tree can be re-designed to accommodate the choice

of shutdown gates.

3.4.1 Conventional embedding method

A prevailing objective for 3D clock tree embedding is to minimize the total wire

length while ensuring zero clock skew. Kim et al. proposed a DME-3D (Deferred-

merge-embedding) algorithm [31] to produce a 3D clock tree with near-optimal wire

length. The DME-3D algorithm is an extension of the 2D-DME work proposed

by Chao et al. [20]. In both DME algorithms, following a bottom-up fashion, the

location of each intermediate clock node is investigated. With zero clock skew as

constraint and minimum wire length as objective, the DME algorithm finds the

solution space, namely, the “merging segments” (MS) for each of the intermediate

tree node from clock sinks all the way to the clock tree root. After that, starting

from the clock tree root, a pre-order traversal decides the exact location of each

intermediate tree node such that the Manhattan distance from the intermediate

node to its parent node is minimized. Then the algorithm inserts clock TSVs when

a tree node is not at the same layer as its parent node. It is provable that the clock
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TSV should be placed at the same location as its parent node to achieve minimum

wire length. In a word, given a 3D abstract clock tree, the DME-3D algorithm [31]

generates a 3D clock tree with low wire length and ensures zero clock skew. One

other notable clock tree embedding technique includes the sDMBE algorithm [2] that

performs simultaneous clock buffering to control the clock slew during the DME-3D

procedure.

3.4.2 Clock gating for 3D low-power embedding

In this section, we formulation two problems for 3D low-power clock tree em-

bedding. Let M = {M1,M2, ...,Mn} represents clock sinks (modules). The loca-

tion of each clock sink is (xi, yi, zi). Another input is the 3D abstract clock tree,

which is generated using the K-means clustering based algorithm proposed in Sec-

tion 3.3.1. Let V = {v1, v2, ..., v2n−1} denote the nodes of the abstract clock tree,

where v1, v2, ..., vn refer to leaf nodes (clock sinks) and the rest are internal tree n-

odes. We call the tree edge between vi and its parent ei. Each edge ei is a potential

location of a shutdown gate, Gi, and Gi is able to shut down the subtree rooted

at vi when necessary. If Gi is inserted at ei, we always insert Gi at the end of the

edge, next to vi’s parent so that we can save ei’s power consumption when necessary.

We assume one control unit is located at the center of layer Z0. The control signal

paths form a Star network (each control gate connects to a centralized control unit

through a separate wire). It’s worth mentioning that the Star network is one simple

but effective connecting structure. More sophisticated structures can be applied to
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avoid excessive wiring capacitance. For example, a designer may exploit the op-

portunities that multiple shutdown gates with same enabling signals could share a

common control signal path. Or one can add multi-layer control units in multiple

layers and the “enable” signals are issued from the control units to the clock sinks

in the same layer. The comparison between single control unit design and multiple

control units design is elaborated in Section 3.5. The following section assumes the

control signal network is a Star network. We investigate two problems.

3.4.2.1 Problem 1: Gate insertion under constrained placement of

control TSVs

Given a 3D ungated clock tree generated by conventional wire embedding

technique (DME-3D [31] for instance), Problem 1 investigates where to insert the

shutdown gates among all 2n − 1 gating candidates, (n = total number of clock

sinks) such that the dynamic power of the gated clock tree is minimized while the

control TSVs can be legally placed. As shutdown signal requires control TSV’s

connection to reach the control center and TSV occupies large placement area,

inserting shutdown gate at every tree edge is impractical in 3D IC. In addition,

some tree edges don’t need shutdown gates. For example, in Figure 3.3, if the

children of a clock tree node possess the same activity patterns, there’s no need to

insert shutdown gates at these edges because these children nodes switch “on” and
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“off” simultaneously. Another example could be in a situation where certain nodes

are always “on” (activity patterns are mostly “1”s). In that case, clock gating is

ineffective either.
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Figure 3.3: M1 and M2 have identical activity patterns, thus the shutdown gates
G1 and G2 are unnecessary.

In Problem 1 we fixed the locations of clock TSVs, thus the clock TSVs are

treated as placement blockages as we place the control TSVs.

3.4.2.2 Problem 2: 3D clock tree synthesis with TSV and control

TSV co-placement

Given a 3D ungated abstract clock tree, Problem 2 aims to construct a low-

power 3D clock tree with simultaneous gate insertion, under the constraint that the

clock TSVs and control TSVs need to be legally placed inside the layout whitespace.

Meanwhile, we also need to minimize the total wire length and clock skew.
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Different from Problem 1, which performs shutdown gate insertion based on a

fully embedded clock tree, Problem 2 makes one step forward, claiming that clock

tree embedding procedure should accommodate the placement of the shutdown gates

and control TSVs. This is because when the locations of all internal tree nodes,

especially the location of the clock TSVs is completely fixed and the clock TSVs are

purely treated as placement blockages, control TSVs may not be able to effectively

utilize all the placement whitespace. By re-locating the clock TSVs, more space

is created for control TSVs thus more shutdown gates are available for insertion.

However, as the DME-3D algorithm [31] generates 3D clock tree with near-optimal

wire length, relocating the clock TSVs may increase the clock tree’s overall wire

length, so we impose certain boundaries to restrict the movement of clock TSVs to

reduce the wire length overhead.

3.4.3 Methodology

In this section we present our methodology to solve both Problem 1 and 2.

We first develop a force-directed TSV placer to place the TSVs within the given

placement whitespace, and then propose an SA-based approach as a heuristic to

solve Problem 1 and 2. As the SA procedure could be time-consuming, we discuss

approaches to speed up the heuristic.
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3.4.3.1 TSV placement

The number of control TSVs, which carry the shutdown gates’ control signals,

is proportional to the number of the shutdown gates used. However, since clock

tree synthesis is usually performed after the placement of blocks/standard cells/IO

pins, the layout whitespace left for TSVs is limited. Moreover, TSVs have larger

dimensions than standard cells, for example, a TSV could occupy 5µm × 5µm to

30µm× 30µm in area, depending on different fabrication technologies, as compared

to less than 1µm× 1µm standard cells at sub-micro technology node. In addition,

TSVs have to maintain certain distance from each other, due to mechanical [36]

and signal integrity [37] considerations. The TSV placement problem is to place the

clock TSVs and control TSVs such that each TSV is located inside the layout area

and outside other TSVs’ keep-out-zone (KOZ).

We adopt the force-directed placement idea in [42] to solve the TSV place-

ment problem. Overlap between TSVs, and overlap between TSVs and placement

boundaries produce forces to move TSVs to the overlapping-free regions during each

iteration. The magnitude of the force is proportional to the area that overlaps. The

direction of force is the combination of two kinds of overlap: (1) the overlap between

control TSVs and other TSV’s KOZ; (2) the overlap between control TSVs and the

boundary region. Figure 3.4 illustrates these two forces. Here we assume the clock

tree is given so the clock TSVs are fixed and treated as placement obstacles (more

details in Section 4.4.1). We later make all clock TSVs and control TSVs movable

in Section 3.4.3.3.
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Figure 3.4: Force-directed placer to place control TSVs inside the TSV layout
whitespace.

3.4.3.2 Problem 1

As mentioned in Section 3.4.2.1, Problem 1 treats clock TSVs as fixed place-

ment obstacles. We use the force-directed TSV placer to iteratively move control

TSVs to remove overlaps. The force-directed TSV placer is integrated into an SA

framework, which aims to find a high-quality selection of control TSVs that could

fit into current chip layout, while minimizing the total clock power.

An exhaustive search approach to decide at which tree edge to put shutdown

gates takes at least O(2n), where n is the number of clock sinks. For a modern syn-

chronizing processor, n varies from several hundreds to several millions, depending

on the granularity of the design. In this chapter, we proposed an efficient heuristic

based on SA to solve Problem 1, as shown in Figure 3.5. It starts with an estimation

control TSVs number that can fit into the whitespace. Then a set of shutdown gates

are randomly selected to form the initial state. Iteration begins as we try to fit the
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selected control TSVs into the current layout whitespace, using the force-directed

placer. If the placement fails, we reject the current selection immediately. Then

we remove one control TSV in high overlapping area, hoping the remaining control

TSVs can be legally placed in next iteration. Otherwise, if the placement is success-

ful, SA process probabilistically accepts or rejects the current selection, based on

the clock tree’s total power consumption. If current selection is accepted, we add

one more control TSV, hoping it’ll bring us more power saving in the next itera-

tion. If the selection is rejected due to an increase in clock power, we substitute one

control TSV with one unused control TSV. We update the annealing temperature

afterwards. When the annealing procedure converges (no significant improvement is

seen in several consecutive iterations), a high-quality set of shutdown gates is cho-

sen, which achieves maximum power saving and all the TSVs can be legally placed

within the layout whitespace.

Estimate number of control TSVs

Randomly select shundown gates

TSV placement

Delete one control TSV 

Substitute one 

control TSV

Improvement?

Finish

Estimate Power

Succeed?

N

Y
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counter > threshold?

counter = 0

Add one 

control TSV

N Y

Y

N

Figure 3.5: Flowchart of SA-based approach for solving Problem 1.
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3.4.3.3 Problem 2

When solving Problem 1, we notice that when the location of clock TSVs is

fixed, layout area cannot be fully utilized. Therefore, we modified the force-directed

placer to place clock TSVs simultaneously with control TSVs.

We adopt similar SA based iterative framework to solve Problem 2. The

primary modification is that after each successful TSV placement, the clock tree

itself needs to be re-synthesized to meet the zero-skew constraint, and the clock tree’s

wire length might increase slightly, assuming the ungated clock tree already achieves

minimum wire length. The time complexity of DME-based clock tree synthesis is

bounded by O(n) where n is the number of clock sinks [31]. So this extra synthesis

step won’t increase the time complexity of our SA based approach asymptotically.

In order to control the growth of total wire length, the objective function in SA is

modified to be the weighted sum of the total clock power and total wire length.

3.4.3.4 Setting up initial state

SA’s solution quality and runtime heavily rely on the initial state. In order

to speed up our SA based algorithm, we develop a snippet to setup the initial

state before SA begins. We start with an ungated routed zero-skew clock tree, and

estimate the control TSV’s count that can fit into the current layout whitespace,

and then iteratively select the gate with maximum power saving. The selection

continues until the control TSV count reaches our early estimation. The procedure

is summarized in Algorithm 2.
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0. S = ∅; U = {G1, G2, ..., G2n−1};
1. m = estimation of available control TSV numbers;
2. Construct a zero-skew ungated clock tree using DME-3D algorithm [31];
3. Repeat
4. Calculate the power saving when inserting each one of the gate in set U ;
5. Pick the gate insertion candidate Gi whose has the largest power saving;
6. Add Gi to S;
7. Remove Gi from U ;
8. if control TSV is need when insert Gi, update m;
9. Until m = 0 or U = ∅.

Algorithm 2: Setting up initial state for SA

Initial conditions can speedup the SA convergence and slightly improve the

power savings.

3.5 Exploration of multi-layer control scheme

In this section, we explore the possibility of implementing multi-layer control

units.

..
.

... ...

...
...

Ctrl. TSVs

(a)

Slave Ctrl.

Decoder

Slave Ctrl.  

(b)

Figure 3.6: (a) Single control unit distribute “enable” signals through a “star”
control TSV network. (b) Multi-layer control units employ internal buses to achieve
inter-layer synchronization.
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As shown in Figure 3.6(a), the single control unit analyzes the shutdown con-

dition of each clock tree branch, and issues the “enable” signals to each of the

shutdown gates through separate channels. These channels form a “star” network,

in which shutdown gates at different layers are reached via control TSVs. For con-

venience, we assume an N -layer 3D-IC in which ng shutdown gates are distributed

among layers, and the i’th layer contains ni shutdown gates (i = 1, 2, . . . , N). The

single control unit is located at the first layer. Therefore, a fully gated clock tree

(e.g., Figure 3.1(a)) requires n2 control TSVs to reach the shutdown gates at the

second layer, 2n3 control TSVs for the third layer, and (N − 1)nN control TSVs for

the N th layer. The total usage of control TSVs equals
∑N

i=2(i− 1)ni.

An implementation of multi-layer control units is shown in Figure.3.6(b). In a

multi-layer control scheme, the master control unit encodes all the shutdown gates’

indexes and sends the encoded bits to the slave control units at other layers. The

slave control units receive and decode the signal, and then distribute the “enable”

signal through plannar wiring. Although no control TSV is needed, signal TSVs

are required between the master control unit to the slave control units, and the

encoding and decoding circuitries yield extra overhead. A binary stream can be

used to represent indexes of the selected shutdown gates. For example, “111000”

represents that shutdown gates with index 1,2 and 3 are “on”, and gates with index

4,5 and 6 are “off”.

Let’s consider the problem of how many TSVs are needed to reliably transmit

the binary string from the master control unit to the slave control units without

loss. First we calculate the TSV count from the master control unit to the slave
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control unit at the second layer. The master control unit needs to encode the

shutdown gates’ indexes at the second, third, ... and the N ’th layer, with a total

count of
∑N

i=2 ni. Therefore there are 2
∑N

i=2 ni possible combinations. Assuming the

appearance of each binary stream is a binary random variable, with the probability

of pi, according to the Shannon entropy theory, the entropy of the interface between

the master control unit and the first slave control unit, H1 is defined as follows [43]:

H1 = −
2
∑N

i=2 ni∑
i=1

pilog2pi. (3.9)

The entropy H1 represents the minimum channel width to reliably transmit

the binary stream without loss [43]. The upper bound of H1 is log(2
∑N

i=2 ni) =∑N
i=2 ni when all the pi are equal. Similarly, the entropy of the interface between

the first slave control unit and the second slave control unit, H2 ≤
∑N

i=2 ni, and

HN−1 ≤
∑N

i=N−1 ni. Therefore, the upper bound of TSV usage in a multi-layer

control scheme is:

H =
∑

Hi ≤=
N−1∑
j=1

N∑
i=j+1

ni =
N∑
i=2

(i− 1)ni. (3.10)

The entropy from the simulation results are reported as follows. In order to

compare the single control unit with the multi-layer control units, we calculate the

system’s entropy value based on a completed gated design (e.g., Figure 3.1(a)). We

execute a queue of instructions, and for each instruction, we analyze the indexes of
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the shutdown gates that need to be turned on. We count the appearance of each bit

stream, and divide it by the total number of instructions to obtain its probability

(pi).

For a 2-layer 3D IC in which shutdown gates are evenly distributed among

layers, we show the total number of TSVs needed for a single-layer control and

multi-layer control scheme respectively with respect to the total number of shutdown

gates, ng, in Figure 3.7.
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Figure 3.7: Binary stream’s entropy increases linearly with the number of shutdown
gates.

Figure 3.7 shows that the TSV required in a 2-layer control scheme in practice

scales approximately with ng/4. This is because the appearance of each binary

stream is not of equal probability. For example, when a parent node in a clock tree

is clock gated, it will be unnecessary to clock gate any of its descendant nodes.
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In summary, a multi-layer control scheme uses less TSVs for delivering the

control signal, at the cost of the overhead of encoding and decoding circuitries.

3.6 Experimental result

Our 3D clock tree synthesis flow is implemented using Matlab and run on a

Windows machine by an Intel Core i5 3.1GHz CPU and 12GB RAM. We evaluate

the performance of our clock gating algorithm based on the benchmark circuits from

ISPD clock network synthesis contest [44]. These benchmarks contains up to 273

clock sinks. Since the benchmark circuits are originally designed for 2D chip (with

an area of A), we randomly partition all the clock sinks into N layers, with an area

of A
N

on each layer. In this chapter, we focus on 2-layer 3D ICs (N = 2), however,

our algorithms can be applied to any layer number as well. We randomly generate

several whitespaces for TSVs, where TSVs are located. For each of the six ISPD

benchmarks, we fix the total chip area and impose three sets of layout whitespace

constraint (for TSV placement), small = 0.1%, medium = 0.15%, and large = 0.2%.

As more placement whitespace is allocated for TSVs, more clock and control TSVs

and be placed. When clock gating is applied, more shutdown gates are available to

a designer, which help reduce the overall power dissipation.
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The diameter of the TSV we use for simulation is 5 µm, and the minimum keep-

out distance between centers of neighboring TSVs is 12 µm [40]. The technology

parameters are based on the 45nm predictive technology [40], the 2009 ISPD clock

network synthesis contest [44], and previous work on clock tree synthesis [2, 31]:

rw = 0.1Ω/µm, cw = 0.2fF/µm, rv = 0.035Ω, and cv = 50fF .

In addition, we follow the work of J.Oh et al. to generate random activity

patterns for clock sinks which have the following characteristics [22]. 10% of the

instructions are made to appear 50% of the time in the instruction stream. The

remaining 90% of the instructions make up the remaining 50% of the instruction

stream. The average number of used modules per instruction is 20% of the total

number of clock sinks.

3.6.1 Abstract tree generation

In this section we compare the quality of our K-means clustering based abstract

tree generation algorithm (Algorithm 1) to the 3D-MMMmethod on a 2-layer 3D IC.

We generate abstract clock trees using both methods and then embed the resulting

clock trees using the DME algorithm assuming no clock gating. The DME algorithm

ensures zero clock skew. We implement slew-aware buffer insertion (sDMBE) [2]

simultaneously with DME. Buffers are inserted into clock wiring wherever its loading

capacitance exceeds a predefined threshold. Similar buffer insertion scheme was
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applied in [2]. For each benchmark, we sweep the clock TSV count by controlling

the TSV bound parameter (B) in Algorithm 1. The relation between clock TSV

count and clock power for a representative benchmark f22 is shown in Figure 3.8.
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Figure 3.8: Clock power trends for benchmark f22 when sweeping clock TSV count.
Too many clock TSVs increases clock power due to TSV’s capacitance.

As shown in Figure 3.8, reducing the clock TSV count to a certain point saves

clock power. However, increasing the clock TSV count beyond the minimum point

increases the clock power, where the clock power is more and more influenced by

clock TSV’s capacitance. For each benchmark circuit, we sweep the clock TSV

count and pick the design which results in the lowest clock power. The results for

ungated and buffered clock tree are shown in Table 3.2.
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Table 3.2: Comparison of 3D ungated and buffered zero-skew clock tree’s TSV
count (#TSV), wire length (WL, in µm), power consumption (Pw, in W ), number
of buffers used, delay at the clock root (ps), and simulation runtime (RT, in s)
between using 3D-MMM and our K-means clustering algorithms

Ckt.
3D-MMM K-means Clustering Red. (%) in

TSV WL Pw Bufs Delay RT TSV WL Pw #Bufs Delay RT WL Pw

f11 36 159222 0.165 90 0.179 0.17 20 140607 0.146 81 0.198 2.04 11.7 11.5

f12 34 154039 0.159 81 0.199 0.17 31 135449 0.143 78 0.154 1.05 12.1 10.1

f21 40 152703 0.158 93 0.189 0.16 20 149748 0.151 84 0.229 1.01 1.9 4.4

f22 28 97999 0.107 59 0.152 0.19 24 66835 0.080 46 0.145 0.86 31.8 25.2

f31 57 428124 0.426 241 0.426 0.31 40 373826 0.374 208 0.309 1.07 12.7 12.2

f32 54 298797 0.300 165 0.286 0.22 37 260383 0.263 142 0.263 6.11 12.9 12.3

Rat. 1.00 1.00 1.00 1.00 1.00 1.00 0.69 0.87 0.88 0.88 1.45 0.91 13.8 12.6

As shown in Table 3.2, our K-means clustering based algorithm produces 3D

abstract clock trees with shorter total wire length and less power consumption, in

every ISPD benchmark. For an ungated clock tree, our clustering algorithm captures

the physical proximity of clock sinks, thus improves the total wire length and saves

the clock tree’s dynamic power. On average, for buffered clock trees, compared to

the 3D-MMM algorithm, our wire length reduction reaches 13.8%, while the power

reduction is 12.6%.

The wire length and power reduction comes from two reasons. Firstly, 3D-

MMM groups the clock sinks based on the median value of their x (or y) coordinates,

while the K-means clustering clusters the clock sinks that are close to each other.

The following figure reveals the wire length advantage of the K-means clustering

over 3D-MMM.
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Figure 3.9: Wire length comparison between 3D-MMM and K-means.

In Figure 3.9, there are six clock sinks (M1 to M6). M4 is physically close to

M1, M2, and M3, thus M1, M2, M3 and M4 should intuitively be grouped together.

However, when we apply 3D-MMM, as Figure 3.9.(a) shows, M1, M2, and M3 form

one sub-tree andM4, M5 andM6 form another. GroupingM4, M5 andM6 inevitably

increases the total wire length. Figure 3.9.(b) applies K-means clustering, and the

physically closed sinks, M1 to M4 form one sub-tree while M5, M6 form another.

The second reason is that after abstract tree generation, it is necessary to en-

sure zero clock skew during embedding (i.e. DME algorithm). When two children

nodes have different capacitive loads, the DME algorithm introduces extra wiring

(wire snaking) at the node with smaller capacitance. Therefore, a high-quality ab-

stract clock tree should be able to balance the capacitive loads between two children

nodes. Unfortunately the 3D-MMM method only considers the clock sinks’ phys-

ical location while ignoring the capacitive loads of the clock sinks. This leads to

significant wiring overhead in order to achieve zero clock skew. On the contrary,

our K-means clustering method inherently considers the clock sink’s capacitive load,

thereby significantly reduces extra wiring overhead.
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The runtime of K-means clustering is O(nkdI), where n is the total number

of clock sinks, k is number of clusters, (k = 2 in our case), d is the dimension (d = 3

in our case), and I is total number of iterations. K-means clustering converges

when the centroid assignments no longer change, and it has been proved that if

k and d are fixed values, the upper bound of time complexity is less or equal to

O(ndk+1logn) [45]. Therefore, the upper bound for K-means based abstract clock

tree generation algorithm is less or equal toO(ndk+1lognlogn), since we needO(logn)

partitions. However, in our simulation, the number of iterations is often small until

convergence (roughly O(n)), and the total time complexity is roughly O(nlogn).

The runtime is similar to 3D-MMM, which is also O(nlogn).

3.6.2 Clock tree embedding

The second phase of 3D clock tree synthesis, the clock tree embedding step,

determines the locations of intermediate clock tree nodes and the clock TSVs. For a

gated 3D clock tree, the location of shutdown gates and the locations of the control

TSVs are also calculated in this step.

In this section, we construct the low-power gated 3D clock tree based on the

abstract tree generated by the 3D-MMM and the K-means clustering algorithm.

We sweep the clock TSV count to generate a set of abstract clock tree designs. For

each of the abstract clock trees, we use the DME-3D algorithm [31] with slew-aware
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buffer insertion (sDMBE) [2] to generate an ungated baseline design. The baseline

design with the lowest clock power is selected and recorded, which is referred to as

“Before Optimization” in the table.

Table 3.3: Summary of the clock TSV’s count (Clk. TSV), total wire length (WL, in
µm), total power consumption (Pw, inW ), and number of buffers used (Bufs) before
clock gating, and the control TSV’s count (Ctrl. TSV), total power consumption
(Pw, in W ), and simulation run time (RT, in s) after solving P1

Ckt.
TSV
White-
space

3D-MMM K-means

Before Opt. After Opt. Before Opt. After Opt.

Clk.
TSV

WL Pw Bufs
Ctrl.
TSV

Pw RT
Clk.
TSV

WL Pw Bufs
Ctrl.
TSV

Pw RT

f11 small 15 173283 0.177 124 16 0.128 15 16 152829 0.157 100 14 0.095 76
medium 35 168783 0.176 113 6 0.124 17 16 150149 0.155 99 24 0.092 84
large 35 168783 0.176 113 15 0.119 21 17 148073 0.153 99 33 0.089 103

f12 small 25 150647 0.158 105 3 0.112 15 9 137211 0.142 94 19 0.084 73
medium 23 145872 0.153 105 14 0.107 12 5 138055 0.142 95 32 0.082 59
large 35 128872 0.141 99 12 0.104 15 6 138579 0.143 96 41 0.079 76

f21 small 8 169796 0.169 120 25 0.117 13 9 161844 0.161 108 24 0.093 64
medium 8 169796 0.169 120 36 0.114 13 24 147056 0.151 99 21 0.089 66
large 8 169796 0.169 120 47 0.110 14 23 146985 0.151 99 32 0.086 72

f22 small 11 121951 0.126 83 10 0.085 11 1 106437 0.111 72 20 0.068 56
medium 20 109668 0.118 79 8 0.083 8 24 83756 0.095 62 5 0.061 38
large 26 89061 0.101 71 8 0.074 11 24 83756 0.095 62 10 0.060 54

f31 small 32 445257 0.442 296 16 0.383 13 21 361524 0.367 254 27 0.239 65
medium 36 435819 0.436 297 26 0.358 15 21 361524 0.367 254 41 0.232 73
large 40 422831 0.425 287 39 0.347 10 25 363489 0.370 254 53 0.228 48

f32 small 21 311488 0.309 209 25 0.235 30 23 259059 0.264 184 24 0.166 116
medium 48 298551 0.304 205 14 0.228 46 12 266694 0.268 185 51 0.158 142
large 21 311488 0.309 209 56 0.221 34 9 273795 0.274 192 68 0.154 151

Avg 16 221763 0.225 134 30 0.169 17 16 193379 0.198 134 30 0.120 79

Ratio - - 1.00 - - 0.75 1.00 - - 0.88 - - 0.53 4.55

61



Similarly, we apply the SA and the TSV placer introduced in Section 3.4.3 to

solve Problem 1 and Problem 2, for each of the abstract clock tree designs. After

clock gating, the optimal (in terms of clock power) design is referred to as “After

Optimization” in the table. Three sets of TSV whitespace area are investigated.

Larger TSV whitespace area can accommodate more clock and control TSVs. After

solving Problem 1, the results for the baseline design and the optimized design are

summarized in Table 3.3. Similarly, the results for solving Problem 2 are summarized

in Table 3.4.

Table 3.3 indicates that on average, solving Problem 1 achieves 25% and 40%

power reduction for clock trees generated by 3D-MMM and K-means respectively.

When a larger TSV placement whitespace is given, more control TSVs can be legally

placed, which leads to more shutdown gates and more significant power saving.

In Problem 1, the placement of control TSVs is hindered by fixed locations

of clock TSVs. This is improved in Problem 2 where we place the clock TSVs

simultaneously with control TSVs, which achieves a better whitespace utilization.

Comparing Table 3.3 and Table 3.4, we see the average power for a clock gated tree

reduces from 0.169W to 0.167W, and from 0.120W to 0.118W for 3D-MMM and

K-means respectively.

Figure 3.10 illustrates the interaction between clock TSVs and the control

TSVs. For a fixed TSV whitespace area constraint, increasing the number of control

TSV count shrinks the whitespace for the clock TSVs. There exists an optimal

allocation for clock and control TSVs such that the clock power is minimized. An
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Table 3.4: Summary of the clock TSV’s count (Clk. TSV), total wire length (WL, in
µm), total power consumption (Pw, inW ), and number of buffers used (Bufs) before
clock gating, and the control TSV’s count (Ctrl. TSV), total power consumption
(Pw, in W ), and simulation run time (RT, in s) after solving P2

Ckt.
TSV
White-
space

3D-MMM K-means

Before Opt. After Opt. Before Opt. After Opt.

Clk.
TSV

WL Pw Bufs
Ctrl.
TSV

Pw RT
Clk.
TSV

WL Pw Bufs
Ctrl.
TSV

Pw RT

small 15 173153 0.176 122 19 0.127 16 12 159835 0.163 106 22 0.093 86
f11 medium 15 173153 0.176 122 29 0.122 23 17 148073 0.153 99 27 0.090 86

large 26 166652 0.172 112 29 0.119 22 16 150149 0.155 99 40 0.086 95

small 23 145872 0.153 105 5 0.108 14 5 138055 0.142 95 25 0.083 83
f12 medium 35 128872 0.141 99 7 0.105 19 5 138055 0.142 95 35 0.082 92

large 35 128872 0.141 99 17 0.102 20 5 138055 0.142 95 46 0.077 96

small 24 165690 0.169 116 12 0.119 20 11 162057 0.162 106 25 0.092 65
f21 medium 8 169796 0.169 120 42 0.111 48 21 148356 0.152 98 29 0.086 66

large 8 169796 0.169 120 54 0.110 52 23 146985 0.151 99 38 0.085 74

small 20 109668 0.118 79 3 0.083 12 5 104235 0.109 70 18 0.066 72
f22 medium 26 89061 0.101 71 4 0.076 9 25 83923 0.096 63 6 0.061 68

large 27 88279 0.101 70 11 0.075 14 24 83756 0.095 62 15 0.058 61

small 32 445257 0.442 296 20 0.370 11 23 361204 0.368 254 28 0.241 132
f31 medium 30 448160 0.444 294 39 0.356 19 21 361524 0.367 254 47 0.232 155

large 32 445257 0.442 296 55 0.340 18 23 361204 0.368 254 64 0.222 193

small 21 319016 0.316 211 30 0.233 32 23 259059 0.264 184 28 0.164 149
f32 medium 23 308803 0.308 211 45 0.226 52 12 266694 0.268 185 56 0.154 232

large 46 300008 0.305 205 40 0.219 35 23 259059 0.264 184 63 0.151 168

Avg 25 220854 0.225 153 26 0.167 24 16 192793 0.198 133 34 0.118 110

Ratio - - 1.00 - - 0.74 1.00 - - 0.88 - - 0.53 4.53

optimal ungated 3D clock tree design (i.e. minimum power) does not yield an

optimal gated 3D clock tree. The impact of control TSVs needs to be considered

during 3D clock tree synthesis stage in order to obtain the optimal power saving.
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Figure 3.10: The clock power trend for benchmark f32 when a fixed TSV whitespace
area is applied. Increasing the clock TSV count reduces the control TSV count. The
3D clock tree that is optimal for clock gating is different from the ungated clock
tree of optimal power. The impact of control TSVs needs to be considered during
3D clock tree synthesis stage in order to obtain the optimal power saving.

At last, we present the comparison between placement unaware 3D clock tree

design and our placement aware design. We use a completely gated clock tree as

an example of TSV whitespace unaware design, and show the power consumption,

TSV usage, and placement violation in Table 3.5. All clock trees in Table 3.5 are

generated using our K-means based algorithm, with buffer insertion.
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Table 3.5: Comparison of ungated, gated, and completely gated 3D clock trees.

Ckt.
TSV

Whitespace

Ungated Tree Partially Gated Tree Completely Gated

Clk. TSV Pw Ctrl. TSV Pw Ctrl. TSV Pw Violation

f11 small 12 0.163 22 0.093 241 0.082 6.4x
medium 17 0.153 27 0.090 241 0.079 4.9x
large 16 0.155 40 0.086 241 0.079 3.6x

f12 small 5 0.142 25 0.083 233 0.072 6.9x
medium 5 0.142 35 0.082 233 0.072 5.0x
large 5 0.142 46 0.077 233 0.072 3.7x

f21 small 11 0.162 25 0.092 233 0.082 5.8x
medium 21 0.152 29 0.086 233 0.078 4.1x
large 23 0.151 38 0.085 233 0.078 3.2x

f22 small 5 0.109 18 0.066 181 0.057 7.1x
medium 25 0.096 6 0.061 181 0.049 5.6x
large 24 0.095 15 0.058 181 0.049 4.3x

f31 small 23 0.368 28 0.241 545 0.189 10.1x
medium 21 0.367 47 0.232 545 0.188 7.3x
large 23 0.368 64 0.222 545 0.189 5.5x

f32 small 23 0.264 28 0.164 379 0.132 6.9x
medium 12 0.268 56 0.154 379 0.135 4.8x
large 23 0.264 63 0.151 379 0.132 3.7x

Table 3.5 shows that a completely gated clock tree achieves better power com-

paring to a partially gated clock tree, however, its TSV placement violation varies

from 3.6x to 10.1x, depending on the TSV whitespace availability. Therefore, in

designs that TSV placement whitespace constraints are applied, completely gated

clock trees are not practical.

65



3.7 Summary

In this chapter, we propose a design flow for 3D low-power clock tree synthesis,

using the clock gating technique. Our design flow consists of two phases: (1) Firstly

we propose a K-means clustering based algorithm to construct a 3D abstract tree

topology that is suitable for shutdown gate insertion. (2) Secondly we use simulated

annealing and a force-directed TSV placer to select the shutdown gates, while en-

suring all the clock TSVs and control TSVs can be legally placed in the placement

whitespace. We co-place clock TSVs and control TSVs to enhance the usage of TSV

placement area, so that more control TSVs can be placed and better power savings

are achieved. Our experimental results show that our algorithms can effectively

generate a low-power 3D abstract tree and also decide at which tree edge to put

shutdown gates and the TSV locations, which saves clock power while ensuring zero

clock skew.
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Chapter 4: Modeling and EM-aware Layout Optimization for Ta-

pered TSVs

Through-Silicon-Via offers vertical connections for 3D ICs. Due to its large

dimensions and non-ideal etching process, TSV’s layout needs to be carefully opti-

mized in order to balance peak current density and delay for digital circuit. This

chapter investigates the TSV’s tapering effect, (which is an inevitable byproduct

of Deep Reactive Ion Etching based manufacturing) and its impact on the TSV’s

electrical properties. We show that the current crowding effect is more severe in re-

alistic tapered TSVs than ideal cylindrical TSVs. We propose a non-uniform current

density model for tapered TSVs which achieves considerable accuracy and speedup

in estimating the current density distribution, when compared to existing models

developed for cylindrical TSVs. We apply our model to perform a detailed study

on (1)impact of TSV’s tapering on peak current density, and (2)wire sizing prob-

lem in order to minimize TSV-involved path delay under second-order delay model

while keeping the peak current density within tolerable levels. A new dynamic pro-

gramming based heuristic is proposed to find the optimal wire configuration which

reduces both peak current density and delay thereby improving the reliability and

performance.
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This chapter is organized as follows: In Section 4.1, we introduce the main-

stream TSV’s fabrication method and explain the source of the tapering effect. In

Section 4.2 we set up a simulation to investigate the DC current distribution within

both the cylindrical and the tapered TSV. In Section 4.3, an effective TSV non-

uniform current density model is implemented and validated against the FEM based

simulation result in Section 4.2. The non-uniform model along with a second-order

delay model are applied to a layout optimization problem in Section 4.4. Section 4.5

presents the experimental result to show how the tapering effect and layout configu-

ration affect peak current density and delay, and give some final thoughts regarding

the TSV tapering effect.

4.1 Tapered TSVs: An Inevitable Byproduct of Manufacturing

4.1.1 TSV fabrication

TSV’s fabrication includes DRIE, via filling by deposition of diffusion bar-

rier and adhesion layers, metallization, wafer thinning and alignment, and bond-

ing [46,47]. A typical via-first (via formation before CMOS process) can be summa-

rized as follows. First of all conventional contact lithography is used to define the

etching area. The wafer is subsequently etched (i.e. DRIE), and then thermal oxida-

tion is performed to form the passivation layer. Once the passivation is grown, the

seed layer is deposited using physical vapor deposition (PVD) and metal (Copper,

Tungsten, etc.) is electroplated to fill the TSV. This is followed by chemical me-

chanical polishing (CMP), and then Cu is sputtered and patterned on both sides of
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the wafer as contacts for bonding neighboring layers. Finally bonding is performed

under high temperature and pressure. There are other fabrication methods, but the

complete literature survey of all different approaches for TSV fabrication has been

omitted for brevity.

4.1.2 Source of tapering effect

Much of the conventional researches on modeling and optimization of 3D ICs

assume the TSVs to be perfectly cylindrical in shape. However, in reality, the

fabricated TSVs end up with a conical tapered structure. This tapered structure

comes from DRIE, the most common way to etch vias in silicon.

TSV’s fabrication includes several key steps such as: DRIE, via filling, met-

allization, wafer thinning, alignment, and bonding [46, 47]. A typical via-first (via

formation before CMOS process) can be summarized as follows. Firstly the etch-

ing area is defined by conventional contact lithography. The wafer is subsequently

etched (i.e. DRIE), and then thermal oxidation is performed to form the passiva-

tion layer. Once the passivation is grown, the seed layer is deposited using Physical

Vapor Deposition (PVD) and metal (Copper, Tungsten, etc.) is electroplated to fill

the TSV. After Chemical Mechanical Polishing (CMP), Cu is then sputtered and

patterned on both sides of the wafer as contacts and bonding is performed under

high temperature and pressure.
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The DRIE alternates repeatedly between etch mode and passivation mode to

create vias with high aspect ratios, as shown in Figure 4.1 [48–50]. The DRIE

manufacturing process starts with thermal oxidation, photo resist deposition, pat-

terning, and the first isotropic etching (Figure 4.1(a)). This results in a trench in

the silicon substrate where the TSV is to be located. Then a passivation layer is

formed on the surface of the TSV trench. This is followed by removing the passi-

vation layer at the bottom to reveal the TSV trench. The bottom of this trench is

then etched further towards the silicon substrate. The passivation/etching process

is iterated for several hundreds of times till the desired TSV height is reached, as

illustrated in Figure 4.1(f). During each etching mode, the sidewall is protected by

the passivation layer so that the regions which has already been etched won’t be

affected by the following etching process. However, each passivation mode reduces

the TSV diameter, therefore, as the TSV trench goes deeper, the effective diameter

of the trench becomes less. This is the primary reason that when the aspect ratio

(height : radius) is high, a tapered structure is what DRIE process usually ends up

with. Another obvious characteristic of the repeated etching-passivation process is

the sidewall is usually rough and scalloped. The roughness of the sidewall will affect

the copper filling process, but in this chapter, for simplicity, we assume the copper

is perfectly sputtered and there’s no void in the TSV cone.
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(a) Thermal oxidation, mask patterning, 

and the first isotropic etching

(b) Deposit passivation layer

(c) Passivation removal by

oxygen plasma

(d) Second isotropic

etching step

(e) Deposit passivation leter: new

isotropic etching/passivation cycle

(f) Resulting TSV cross-section

with a tapering angle

Figure 4.1: Illustration of the DRIE process flow, which is consist of cycles of isotrop-
ic etching(a,d), passivation(b,e), and passivation removal(c).

4.1.3 TSV tapering in real fabrication

Such an iterative manufacturing process inherently results in a tapered TSV

structure, which has been reported in many experimental works [51–54]. The SEM

pictures in [53] reveals a tapered TSV with a top diameter of 10.5µm, a height of

51.4µm, and a tapering angle of 89◦. [54] shows a tapered TSV with top diameter

≈ 5.8µm, height≈ 22.2µm, bottom diameter ≈ 3.2µm, tapering angle ≈ 87◦.
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Some other works have shown that TSV’s degree of taper is more pronounced

in thinner TSVs with smaller diameters and higher aspect ratios [55]. The authors

of [46, 56] indicate that the inherent tapering of TSVs during manufacturing helps

improve the manufacturing yields of TSVs since it helps in conformal deposition of

isolation dielectric, copper diffusion barrier metalization and copper seed metaliza-

tion over the sidewalls of the deep silicon vias. A slight taper also enables a void-free

copper via electroplating [56]. According to the simulation results from [57], tapered-

shape TSV has the smallest reflection noise and signal loss, compared to some other

TSV shapes, such as rectangular, circular, and annular shapes.

In conclusion, the tapering effect causes TSVs to resemble a cone with the

bottom region being thinner than the top region, and TSV tapering is a natural,

unavoidable consequence of TSV fabrication, and in some circumstances the TSV

tapering helps improve the manufacturability and yields.

4.2 DC current density FEM simulation for tapered TSV

Excessively high DC current is one of the primary causes for many reliability

problems such as overheating and EM. In order to analyze and quantify the DC

current density distribution in tapered TSV and cylindrical TSV (as comparison),

we use ANSYS WORKBENCH [58] as a simulation tool. The structure of the

tapered TSV we used as a test case is shown in Figure 4.2(a). This test case

consists of three components: (1) A tapered TSV cone(4 µm in top diameter, 0.856

µm in bottom, 87◦ of tapering angle and 30 µm in height), (2) two landing pads (
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length×width× height = 5µm × 5µm ×0.2µm), and (3) two signal wires ( length ×

width × height =0.2µm×0.2µm×10µm). One current source is inserted at the top

left corner, feeding 0.4mA current, and one current sink is inserted at the bottom

right corner, absorbing the 0.4mA current.

Figure 4.2(a) shows the 3D view of current density distribution in a tapered

TSV’s structure. Significantly high current density value is observed approximately

3µm into the TSV from both the top and bottom interfaces in Z direction. At

the bottom pad, as illustrated in Figure 4.2(b), the current not only crowds at the

transition regions between the pad and the wire, but also at the interface between

the TSV and the bottom pad. The current density distribution at the top pad only

peaks at the transition region.

A similar cylindrical TSV case is simulated for comparison. As shown in

Figure 4.4(a), the tapering angle is set to be 90◦. The top and bottom diameters

are both 4µm, and height remains to be 30 µm. The size of the landing pads

and signal wires is the same as in the tapered case, (5µm × 5µm ×0.2µm, and

0.2µm×0.2µm×10µm, respectively). Current sources are again inserted at the top

left corner and bottom right corner, with 0.4mA current.

In the cylindrical case, the magnitude of current density is again plotted in

3D view (Figure 4.4(a)), within the bottom pad (Figure 4.4(b)) and within the top

pad (Figure 4.4(c)). Both the top pad and the bottom pad have only one current

density peak, which is at the transition region between the pad and the wire. We
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Figure 4.2: (a) Current density (mA/µm2) in a tapered TSV and signal wires.
(b)The current density distribution at the bottom pad. (c) The current density
distribution at the top pad.

notice that current density distribution at the top pad is very similar to the top pad

in a tapered TSV’s structure, while the bottom pad doesn’t. The bottom pad in

the tapered case has two current density peaks, leading to higher non-uniformity.

A histogram(Figure 4.3) for current density distribution clearly uncovers the

significant difference at bottom pad between both cases. Even though the peak

current is similar, the current density variances for cylindrical and tapered TSV are

7.0 × 103 and 8.3 × 103mA/µm2, respectively. This 18.6% variation difference in

current density is an important reason behind different EM trends in [49].
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(a) (b)

Figure 4.3: Current density distributions at bottom pad for (a) cylindrical TSV and
(b) tapered TSV.

4.3 Adaptive Meshing Technique for Tapered TSV

Our previous discussion on tapered TSV’s DC current density distribution is

based on Finite-Element-Method (FEM) simulation [49]. However, FEM method

requires high simulation time thus is not applicable for optimization problems in this

chapter. Some recent work has developed distributed resistive models for estimating

the current distribution within cylindrical TSVs [3]. The work in [3] essentially

proposes a uniform meshing method. It starts with a basic estimate of the current

distribution in the cylindrical TSV using ANSYS [58]. ANSYS is a FEM-based

simulation tool which is capable of simulating the current distribution of arbitrary

physical structure. Furthermore it divides the TSV into horizontal planes of varying

thicknesses. Each plane is then represented using a uniform 2D mesh. All the planes

and the associated meshes are combined together into a distributed resistive model

for estimating the current density profile of the TSV.
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Figure 4.4: (a) Current density (mA/µm2) in a cylindrical TSV and signal wires.
(b)The current density distribution at the bottom pad. (c) The current density
distribution at the top pad.

In order to capture the high degree of current variance in tapered TSV the

horizontal planes would require a very fine grained uniform mesh. We find that

doing so will result in a significant increase in model complexity thereby making it

unscalable. In this work, we develop a non-uniform meshing approach for capturing

the high degree of current variation in tapered TSVs. The model adaptively allocates

finer meshes in higher current density areas, which helps in accurately capturing the

tapered TSV current density without excessive modeling complexity.
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Figure 4.5: TSV modeling of a 3-D resistive network. (a) Basic rectangular box
after 3-D meshing; (b) First iteration of horizontal mesh at top pad; (c) Horizontal
and vertical interconnect networks; (d) Second iteration of horizontal mesh at top
pad.

Our modeling approach follows an iterative-constructive approach. The ta-

pered TSV is represented by a distributed resistive mesh(Figure 4.5(a)). For the

sake of simplicity, we assume that the TSV is partitioned into P horizontal planes

stacked together. We begin by representing all the horizontal planes using a simple

uniform mesh. Figure 4.5(b) illustrates the first horizontal mesh at the top pad.

This is followed by applying Kirchhoff’s circuit laws to estimate the current at each

grid on the mesh. Note that the resistance of each mesh is a function of its dimen-

sion and TSV material properties(Figure 4.5(c)). The allocation of the resistance
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Starting from a simple uniform mesh:
1. Initialize the iteration limit for each TSV;
2. Initialize the variance threshold;
3. Repeat:
4. Use Kirchhoff’s circuit laws to obtain the current density at each node;
5. Select the mesh tiles with large current density;
6. Decompose those mesh tiles into smaller 2×2 mesh tiles
7. If iteration times do not exceed the iteration limit and current density
variance within each horizontal layer is higher than the variance threshold, go
to step 3;
8. Else stop.

Algorithm 3: Algorithms for non-uniform TSV resistive model

values to the interconnection network has been omitted for brevity. Those regions

of each horizontal plane which embody higher peak current are selectively refined

while other regions with lower currents are left coarse(Figure 4.5(d)). This process

is iterated till the current density variance in each horizontal layer is less than a

user selected threshold. An additional stopping criterion is based on the maximum

number of iterations that the user is willing to tolerate. The modeling approach is

summarized in Algorithm 3.

There are two advantages of our modeling approach over a) ANSYS and b)

approach in [3].

1. Accuracy-Runtime Trade-off: Our model is capable of allocating finer meshes

in high current density areas and coarser meshes in low current density regions.

Hence it combines the best of both worlds by providing significant accuracy

while ensuring simplicity. Our approach is significantly faster compared to
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ANSYS without compromising too much on accuracy. We are also better in

accuracy over the model in [3] for the same runtime. The runtime vs accuracy

trade-off comparison between our model and [3] is highlighted in Figure 4.9.

2. Another advantage over [3] is that we do not need to run ANSYS for generating

our model while the previous approach relied on running ANSYS once.

4.4 TSV’s Layout Optimization

In this section we describe a layout optimization that uses the developed cur-

rent distribution model to optimize the maximum current density and delay in

TSVs.

4.4.1 Problem 1: Reduce peak current density

As indicated in [49], high current densities in TSVs can cause reliability issues

(e.g., EM). Assuming the driving current stays the same, the primary reason behind

high local current density in TSVs is the non-uniform current distribution profile. As

shown in Figure 4.2, the top and bottom pad regions are the most critical regions of

high TSV current density as well as high degree of current density variance. Hence

we investigate a new approach where a small part of the wire segment connected to

the top and bottom pads is made wider. This helps in spreading out the current

on the pads and also on the TSVs to reduce the peak current values. In order to

find the smallest wire segment width that reduces the maximum current in top and

bottom regions of the TSV (middle regions have very little variation in current), we
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Figure 4.6: RC model of TSV and wires.

start with a small value of top and bottom wire segment values (denoted as wn and

wn+1 in Figure 4.7) and iteratively increase it (and generate new resistive model in

the meantime) till the peak current density is within tolerable level. Note that AC

current is converted into equivalent root-mean-square DC current.

4.4.2 Problem 2: TSV’s second-order delay optimization

One aspect that “Problem 1” ignores is that the wire sizing may cause larger

timing delays. Hence we want to allocate the wire segment sizes such that the peak

current in the TSV is less than certain value and the delay across the TSV (from

source to sink) is minimized.

Before formulating the problem, we make the following observations. The peak

current density around the top pad (bottom pad) area is a monotonically decreasing

function of the width of the wire segment connecting it (this fact will be illustrated

in the results section). The formulation in Problem 1 will find the smallest values of

wn and wn+1 (see Figure 4.7) such that the peak current density is within tolerable

levels. Let us suppose these optimal values are wopt
n and wopt

n+1. Allocating a width

greater than these values would surely reduce the peak current even more. Hence

any wn ≥ wopt
n , wn+1 ≥ wopt

n+1 would be tolerable from a current density perspective.
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Now we formulate the TSV delay driven wire sizing problem. Consider the

illustration in Figure 4.7. The wire segments connected to the top and bottom pads

are divided into n segments each. Wire segments wn and wn+1 are connected to the

TSV pads directly. Hence these wire segments need to be wn ≥ wopt
n , wn+1 ≥ wopt

n+1

respectively. Our objective is to find the allocation of wire sizes to all the 2n wire

segments such that the width constraints on wn and wn+1 are satisfied and the

overall delay is minimized.

n segment

RD RTSV

CTSV

n segment

CL

INPUT:

n segment

RD RTSV

CTSV

n segment

CL

OUTPUT:

Segment width?

L L

L/n L/n ... L/n L/n L/n ... L/n

w1 w2 wn wn+2

w2n
wn+1

Figure 4.7: Illustration of the TSV-aware wire sizing problem. The input is RD,CL,
and n.The output is w1,w2, . . . ,w2n.

Let us assume that the TSV and wires can be represented as a lumped RC

circuit as illustrated in Figure 4.6. The value of RTSV and CTSV are calculated by

Equation 4.1.

RTSV =

∫ L

0

ρ

dS
dx =

∫ L

0

ρ

π(r − xcot(θ))2
dx; (4.1a)

CTSV = co ·L. (4.1b)
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where L is the length of TSV, ρ is resistivity, r is the radius of TSV at the top, θ is

TSV’s tapering angle, and co is capacitance per unit length.

bi+1
1 = Ri

i∑
j=1

Cj + bi1 (4.2a)

bi+1
2 = Ri

i∑
j=1

Cjb
j
1 + bi2 (4.2b)

D(i) = Kr ·
bi1 +

√
bi1

2 − 4bi2

2
(4.2c)

Assuming lumped RC model for each wire segment wi, we express the delay across

the TSV, Di as in Equation 4.2 (using second-order delay model in [59]), where

Kr = 2.36 according to [59]. Based on this delay model, our optimization problem

can be formulated as follows.

min Da−>b(w) (4.3a)

s.t. wopt
n ≤ wn ≤M (4.3b)

wopt
n+1 ≤ wn+1 ≤M (4.3c)

m ≤ wi ≤M, i = 1, ..., 2n (4.3d)

where a and b are two ends of wires, n is number of wire segments, M and m are

the largest and smallest sizes possible for the wire segments. The second-order delay

model contains a non-convex term, making it difficult to solve using conventional

convex optimization techniques such as [60]. We propose Algorithm 4 to solve

Problem 2 effectively.
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1. Foreach Vi (in Figure 4.6) from load to source, do:
2. if Vi is sink then
3. P ← (0, 0, CL, 0);
4. else
5. Foreach p ∈ P
6. Foreach wire width do
7. Pnew = (bi−1

1 +Ri−1C
i−1
tot , b

i−1
2 +Ri−1Q

i−1, C i−1
tot + Ci, Q

i−1 + Cib
i
1);

8. P ← P
∪

Pnew;
9. end for
10. end for
11. end for
12. Prune P;
13. end for
14. Calculate second-order delay and pick the optimal wire sizing.

Algorithm 4: Dynamic programming for delay optimization

Algorithm 4 is based on the dynamic programming technique. During the

iteration from load to source (from V1 to V2N), a set of tetrad (b1, b2, Ctot, Q) is

updated and maintained for every possible wire width options, where bi1 and bi2 are

computed based on Equation (4.2a) and Equation (4.2b), Ci
tot is total downstream

capacitance at Vi, and Qi =
∑i

j=1Cjb
j
1. After every possible wire width option is

traversed, we prune the solution space based on the following criteria: Given two

wire sizing options pi and pi′, we say pi′ is redundant if bi1 ≤ bi1′, bi2 ≥ bi2′, Ci
tot ≤ Ci

tot′,

Qi ≤ Qi′, and at least one of the four inequalities is strict. The pruning criteria are

different than that in [61], where timing slack instead of b1 and b2 is computed and

updated. However, some wire width configurations with large delay value (or small

slack) at node Vi may have small Ctot and Q, thus pruning out these solutions in [61]

might lead to suboptimal solutions. After (b1, b2, Ctot, Q) for node V2N is computed,

we calculate the second-order delay according to Equation 4.2c and pick the optimal

wire sizing solution.
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4.5 Results and Discussions

4.5.1 Simulation Setup

The tapered TSV structure we use for simulation and the baseline layout

design are shown in Figure 4.8(a). The TSV’s layout comprises three components:

(1) The tapered TSV cone (top diameter is 4µm, while the bottom diameter is

0.856µm, and the TSV height is 30µm), (2) two landing pads (length × width ×

height = 5µm× 5µm× 0.2µm), and (3) two signal wires ( length × width × height

= 0.2µm × 0.2µm × 10µm). One current source is inserted at the top left corner,

feeding 0.4mA current, and one current sink is inserted at the bottom right corner,

absorbing the 0.4mA current. The tapering angle is set to be 87◦.

The non-uniform TSV resistive model (Algorithm 3) dynamic programming

based delay optimization (Algorithm 4) are implemented in Matlab with a Intel

Core i5 3.1GHz CPU and 8GB memory.

4.5.2 Non-uniform TSV resistive model

The runtime vs accuracy trade-off comparison between our non-uniform mesh-

ing approach in Section 4.3 and uniform meshing in [3] is highlighted in Figure 4.9.

Both approaches’ results are compared to ANSYS FEM-based simulation. Our

non-uniform model has significantly higher accuracy under the same running time,

compared to the approach used in [3].
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Figure 4.8: (a) Baseline layout structure for Tapered TSV, and the current density in
the tapered TSV and signal wires. (b) Tapered TSV’s current density distribution at side
view.

Figure 4.10 shows both the uniform mesh [3] and our non-uniform mesh’s grid

and current density distribution on tapered TSV’s bottom pad. Our non-uniform

mesh strategy only provides finer mesh for areas which have high current density

values. Since we are mostly interested in regions with large current densities, those

grids with small current density values can be ignored.
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Figure 4.9: Average error (compared to ANSYS result) in percentage.

(b) Non-uniform mesh(a) Uniform mesh
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Figure 4.10: (a) Zhao’s [3] and (b) our non-uniform mesh grid and current distribu-
tion at tapered TSV’s bottom pad.
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4.5.3 Wire Sizing for Peak Current Reduction (Problem 1)

Now we present our results for solving Problem 1. We model the signal wires

as several segments with the same length, and fix the widths of all but wn and

wn+1 (see Figure 4.7). We apply our non-uniform model to figure out how wn,wn+1

affects the peak current density within TSV (at different tapering angles, θ. θ = 90

corresponds to cylindrical TSV). The results are shown in Table 4.1.

Table 4.1: Impact of TSV’s angle (θ) and wn (= wn+1, in µm)on TSV’s peak current
density (in mA/µm2)

θ /wn = wn+1 0.25 1.25 2.5 3.75 5

87 1414 464 275 272 229

88 1414 462.2 246.3 223.6 214.5

89 1414 456.4 239.7 180.8 166.5

90 1414 437.7 224.6 176.0 157.3

Table 4.1 indicates the following observations: (1) For a fixed tapering angle

θ, increasing wn(or wn+1) monotonically reduces the peak current (more data points

omitted for brevity); (2) As the TSV becomes more tapered, peak current increases.

4.5.4 Wire sizing for delay optimization (Problem 2)

Wire sizing optimization aims to minimize the second-order delay along a path

from source to sink while keeping the current density under a certain level. TSV is

modeled as a single resistor and capacitor. In this chapter, L = 200µm, RD = 50Ω,
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CL = 0.1pF , r0 = 0.084Ω ·µm2, c0 = 4× 10−17F/µm, CTSV = 1× 10−13F , RTSV =

0.2Ω, and n = 10 (refer to Figure 4.7 for definition), the results are summarized in

Table 4.2.

Table 4.2: TSV’s delay (in ps) and peak current density (in mA/µm2) co-
optimization process

Before solving P1 After solving P1 After solving P2

θ Ipeak Da−>b Ipeak Da−>b Ipeak Da−>b

87 1414 38.96 275 35.87 275 6.43

88 1414 32.90 246.3 30.36 246.3 5.64

89 1414 28.70 239.7 26.29 239.7 5.19

90 1414 25.61 224.6 23.65 224.6 4.62

In Table 4.2, before solving Problem 1, all wire segments have the same width,

which is 0.25µm. This configuration gives large current density values (2nd column)

and large delay (3rd column). After solving Problem 1, the current density reduces

(4th column) but the delay remains high (5th column). Then we perform Algorithm 4,

and after solving Problem 2, the second-order delay effectively reduces (7th column),

while the peak current density is still under control (6th column).

4.6 Summary

In this chapter, we have investigated the TSV’s tapering effect, which is an

inevitable byproduct of the TSV’s fabrication process, and explore its impact on

TSV’s current density distribution. Through detailed FEM simulation, we have
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shown that the TSV’s tapering effect causes significant DC current crowding effect

at the narrower end of the TSV, worsens the TSV’s EM reliability. To overcome

the fact that the FEM based simulation is not computationally efficient, we develop

a fast and accurate non-uniform TSV mesh model for estimating the peak current

density inside the TSV. We then formulate a problem of deciding the optimal wire

layout such that the peak current density inside a TSV, and second-order delay,

are minimized. By using an efficient dynamic programming based approach, we

achieve significant reduction in both peak current delay density and TSV-involved

path delay.
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Chapter 5: Reliability Aware Placement for 3D ICs

In Chapter 4, current density simulation and thermal-mechanical simulation

were performed for a single TSV. We used the peak current density inside a TSV

as an EM constraint, and formulated a wire sizing problem to optimize the delay

for a TSV-involved path. However, many recent 3D IC experimental works have

shown that the current density is not the only driving force for TSV’s EM. In

this chapter, we start with the state-of-the-art EM analysis for TSVs, and then we

develop detailed simulation framework to capture TSV’s EM transient under various

factors. We also introduce the methodology to investigate 3D IC’s material fracture

trend. The TSV’s EM and material fracture models are then integrated into 3D IC’s

placement flow, which aims to optimize both 3D IC’s performance and reliability.

This chapter is organized as follows. We present an overview of our co-design

method in Section 6.1. We introduce several related models and placement ap-

proaches in Section 5.2, in which we briefly cover the TSV’s EM model, 3D IC’s

material fracture model, TSV-induced thermal mechanical stress model and 3D-IC’s

compact thermal model. In the next section, Section 5.4, we derive and validate

a simple TSV’s EM objective function. We define our reliability-aware TSV place-

ment problem in Section 5.6, and the following Section 5.7 provides an overview of
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our co-design scheme. Three primary optimization steps in the co-design scheme

are elaborated from Section 5.9 to 5.8. Experimental setup, results and discussions

are presented in Section 6.5, and Section 6.6 summarizes this chapter.

5.1 Introduction

One of the most crucial reliability issues in 3D-IC is the EM in TSVs. The

reason for this is twofold: (1) TSV’s EM is strong function of the thermal mechanical

stress, and the high mechanical stress is brought by CTE mismatch between TSV

(i.e. copper 1.77 × 10−5K−1) and silicon substrate (3.05 × 10−6K−1). (2) TSV’s

EM is also a strong function of temperature. Local hotspots are expected to appear

in 3D-ICs due to the poor heat conduction in the stacked structure (conductivi-

ty of inter-layer dielectric is around 1W ·m−1 ·K−1, and the conductivity of Si is

149W ·m−1 ·K−1). Local hotspot makes atoms in TSVs diffuse faster.

As the TSV’s EM trend is influenced by mechanical stress and chip’s thermal

profile, one natural thought is to deliberately create a “desirable” stress and thermal

profile such that the TSV’s EM is minimized. For 3D-IC’s mechanical stress profile,

several previous works have found that the mechanical stress has a superposition

effect, which means the TSV-induced stress field at a certain location is a function

of the locations of all other TSVs [11,62,63]. Therefore, one way to manipulate the

stress profile is to change TSV’s relative locations. As for altering the thermal pro-

file, one solution that many researchers have been actively investigating is inserting
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thermal TSVs (dummy TSVs). These thermal TSVs have no electrical functionali-

ty, but establish additional vertical heat conduction path from power sources to the

heat spreader.

We consider optimizing the placement of TSVs (both signal and thermal TSVs)

to deal with TSV’s EM degradation. We believe that solving this TSV placement

problem needs the electrical-thermal-reliability co-design methodology. The impact

of TSV’s placement on circuit’s electrical performance, chip’s thermal profile, and

the TSV’s EM property shall be considered simultaneously. Otherwise, random-

ly move the signal TSV around to obtain a good stress profile might degenerate

the electrical performance, and blindly inserting thermal TSVs to seek a desirable

thermal profile might even worsen the TSV’s EM trend since thermal TSVs gener-

ate mechanical stress fields as well. Therefore, a holistic and systematic co-design

scheme for TSV placement that optimizes both 3D-IC’s electrical performance and

thermal-mechanical reliability becomes highly necessary.

While lots of efforts have been made on the development of 3D electrical design

automation (EDA) tools, the consideration of TSV’s EM during the electrical design

stage is lacking. One important drawback is the physical equation that describes

TSV’s EM is too complicated to be integrated in any EDA tool.

In this chapter, we model TSV’s EM with considerations of thermal mechani-

cal stress and TSV’s temperature, and then propose an electrical-thermal-reliability

co-design scheme to place the signal and thermal TSVs such that the signal TSV’s

average EM is minimized while 3D-IC’s electrical performance is maximized. Our

co-design method is better than incorporating the reliability awareness after the
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electrical design, because the co-design method is able to balance conflicting ob-

jectives, and search for compromises in a much bigger solution space while the

first-electrical-then-reliability method somehow loses this global view. Specifically

our contributions are as follows:

1. We derive and validate a simple yet accurate physics-based TSV’s EM ob-

jective function, which takes into account the mutual EM influence between

one TSV and its neighboring TSV as well as temperature, and can easily be

incorporated into prevailing 3D placement algorithms.

2. We propose an electrical-thermal-reliability co-design flow that is capable of

considering the number and the locations of TSVs to optimize the TSV’s EM

during the electrical design stage.

3. We formulate a quadratic programming problem to insert thermal TSVs to

the layout whitespace to generate a thermal profile which minimizes the signal

TSV’s average EM.

4. We propose an linear programing (LP) relaxation for solving an EM-desired

TSV distribution to minimize the signal TSV’s average EM.

The simulation result shows that the proposed co-design method prolongs the

TSV’s average mean-time-to-failure (MTTF) by 3.24x, with a mere 1% performance

overhead, when compared to the conventional EM-unaware 3D design such as 3D-

craft [64].
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5.2 Background

In this section, we introduce the TSV EM’s equation, TSV’s stress model, the

von Mises material yield criterion, and related computational methods for chip-scale

stress and thermal estimation. We also briefly cover some notable existing 3D place-

ment approaches, which usually aim at maximizing electrical performance and/or

peaking temperature, while approaches that can handle TSV’s EM are lacking.

5.2.1 TSV’s EM Physics

The physics of TSV’s EM can be described by the time-dependent multi-

physics mass transportation equations (Equation 5.1).

∂c

∂t
+∇ ·

[
−D▽ c+

Dc
−→
j eρZ

kT
+

DcΩ

kT
· (∇(σ)) + DcQ⋆

kT
·
∇(T )
T

]
= 0 (5.1a)

D = D0 · exp(
Ωσ − Ea

kT
) (5.1b)

σ =
σx + σy + σz

3
(5.1c)

where c is atomic concentration, t is time, D is diffusivity, j is current density, e is

electron charge, Z is effective charge, Ω is atomic volume, σ is hydrostatic stress,

Q⋆ is heat of transport, ρ is resistivity, k is Boltzmann constant, T is temperature,

and Ea is activation energy. The hydrostatic stress, σ, as shown in Equation 5.1c, is

a scalar value, which is the average of principal stress values along x, y, and z axis.
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5.2.2 The Von Mises Yield Criterion

The von Mises yield criterion suggests that the yielding of materials begins

when the von Mises stress exceeds material dependent yield strength [9–11]. The

von Mises stress is a scalar stress value that can be computed from the stress tensor

in the Cartesian coordinate system, as follows.

σv =
1√
2

[
(σxx − σyy)

2 + (σyy − σzz)
2 + (σzz − σxx)

2

+6(σ2
xy + σ2

yz + σ2
zx)
] 1

2
.

(5.2)

The stress tensor Sxyz in a Cartesian coordinate system can be obtained by

applying the following matrix conversion:

Sxyz = QSrθzQ
T . (5.3)

where the conversion matrix Q is in the following form:

Q =


cosθ −sinθ 0

sinθ cosθ 0

0 0 1

 (5.4)

where θ is the angle between the x-axis and the line from the TSV’s center to the

point of interest.
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5.2.3 Analytical Stress Model for TSVs

Due to the mismatch in the coefficients of thermal expansion (CTEs) between

copper (common TSVmaterial) and the silicon substrate, stresses are induced during

TSV’s manufacturing process. In this chapter, we use a semi-analytical TSV stress

model developed in [65], as follows.

σr =
−ECu(αCu − αSi)∆T

2(1− νCu)
=

4c0∆T

D2
, if r < D/2 (5.5a)

σr =
−ECu(αCu − αSi)∆T

2(1− νCu)

(
D

2r

)2

=
c0∆T

r2
, if r ≥ D/2 (5.5b)

where material properties E, α, and ν are the Young’s modulus, CTE, and Poisson’s

ratio, ∆T is the thermal load, D is the diameter of TSV and r is the distance from

the measured point to the center of the TSV, and c0 =
−E(αCu−αSi)

2(1−νCu)
(D
2
)2.

5.2.4 Material Fracture Modeling for 3D ICs

Material fractures in 3D ICs have been observed in forms of interfacial delam-

ination [7] and substrate cracking [8]. Both mathematical [9–11] and FEM-based

models [7, 8, 62] have been created and validated for accurate prediction. Among

these works, the von Mises yield criterion [9–11,62] is one of the widely acknowledged

material fracture failure models.
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5.2.4.1 Single TSV

Applying the TSV stress model in Equation 5.5 and the matrix conversion

(Equation 5.3), we obtain the stress tensor in a Cartesian coordinate system, Sxyz,

as follows [65].

Sxyz =


cos2θ ·σrr sin2θ ·σrr 0

sin2θ ·σrr −cos2θ ·σrr 0

0 0 0

 (5.6)

where σrr is the stress value along radial direction (Equation 5.5a).

Therefore, the von Mises stress for a single TSV-induced stress field can be

derived using Equation 5.2 and Equation 5.6.

σv =
√
3 ·σrr. (5.7)
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5.2.4.2 Multiple TSVs

When multiple TSVs are present, the stress tensor at a point of interest (i.e.

point j) is the sum of each individual TSV-induced stress field. Similarly, the von

Mises stress can be calculated as follows.

σj
v =
√
3 ·
√

(σxx)2 + (σxy)2

=
√
3 ·
√

(
∑

i∈TSV

σij
rrcos2θij)2 + (

∑
i∈TSV

σij
rrsin2θij)2

(5.8)

where j is a point of interest, σij
rr is the radial stress value of the i

th TSV, and θij is

the angle between the x-axis and the line from the ith TSV’s center to point j.

5.2.5 Stress Superposition Principle

The CTE mismatch between TSV and silicon substrate induces significant

thermal mechanical stress during TSV’s fabrication process. When multiple TSVs

are present, we assume the TSV and silicon substrate are linearly elastic structures,

thus according to the stress superposition principle explained in [11,62,63], the stress

coming simultaneously from several different bodies is the sum of the stress applied

separately. In other words, the stress value at a certain point is the accumulative

TSV-induced stress caused by each TSV as follows:

σ =
n∑

i=1

σi. (5.9)
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where σ is the total stress at the point of interest and σi is the stress value at this

point induced by the ith TSV.

5.2.6 Compact Thermal Model

In this section, we use the compact thermal model described in [66] to estimate

the chip’s thermal profile. This thermal model exploits the electrical/thermal duality

by considering the temperature value at node i (Ti) as the node voltage at node i,

the power consumption at node i (Pi) as the node i’s current source, and Gij as

the (thermal) conductance between node i and node j. Equation 5.10 shows the

resulting Kirchhoff’s Current Law (KCL) equation.



G1,1 G1,2 · · · G1,M

G2,1 G2,2 · · · G2,M

...
...

. . .
...

GM,1 GM,2 · · · GM,M





T1

T2

...

TM


=



P1

P2

...

PM


(5.10)

where T is an M × 1 vector, represents M meshing grids, GM×M is the transfer

thermal conductance matrix, and Pi(i = 1, · · · ,M) are M power sources. Each

entry in G, Gi,j, is the thermal conductance between grid i and grid j.

An illustrative thermal resistive network for a two-layer 3D-IC is shown in

Figure 5.1. This 3D-IC consists of one layer of heat sink, two layers of silicon

substrate, and three layers of silicon dioxide. TSVs (thermal and signal TSVs) go

through both the silicon and the silicon dioxide layer. We assume the temperature
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Figure 5.1: Side view for the thermal resistive network of 3D-ICs

at the boundary of the heat sink is a fixed ambient temperature (Tambient) and

other side of the 3D-IC (bottom SiO2 layer) is adiabatic. The thermal conductance

between two adjacent nodes is calculated using Equation 5.11. If a TSV exists

between grid i and grid j, Gi,j is the parallel thermal conductance of the silicon

substrate and the thermal TSV. Horizontal thermal conductance can be calculated

similarly.

Gi,j =
K ·A
H

(5.11)

where K is material’s thermal conductivity, A is the cross-sectional area, and H is

the thickness of the material.
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5.2.7 Existing 3D Placement Approaches

Performance enhancement has been the focus of 3D design tool’s development

in the past few decades. Some notable works include the analytical placer [64, 67],

which uses smoothing technique to handle the placement constraints and is effective

for achieving trade-offs between total wire length and peak temperature; force-

directed placer [68], which iteratively uses repulsive forces to remove overlaps and to

move gates away from thermal hotspots; partition-based placer [69], where thermal-

aware net weights are modeled, and then sequential bi-partition is applied with inter-

tier z cuts to minimize the number of TSVs, and intra-tier x/y cuts to minimize

the wire length.

Although these works have successfully enhanced the circuit performance and

handled thermal issues in 3D-ICs, none of them considers the TSV’s EM degrada-

tion.

5.3 TSV’s Stress/EM Simulation using FEM

In this section we describe our FEM based simulation framework for TSV’s

thermal mechanical stress and EM. Our simulation framework is presented in Fig-

ure 5.2. After deciding TSV’s geometry and material, ANSYS Workbench [58]

meshes the TSV structure into three-dimensional grids, and numerical simulations

are performed to obtain the thermal/stress and current density distribution profiles.

These three profiles are input into a differential equation solver [70] to generate the

transient of atomic concentration.
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Figure 5.2: TSV’s stress and EM simulation flow.

5.3.1 TSV’s Stress simulation using FEM

During the IC fabrication process, TSVs endure many thermal cycles. For

example, annealing is one of the common steps to remove the lattice damages caused

by ion implantation and activate the implanted ions as well. Another example is the

wafer bonding process, where high temperature is needed in order to obtain reliable

3D stack. When the whole chip cools down, because of the significant mismatch

between different materials’ coefficients of the thermal expansion (CTEs), significant

thermal mechanical stress remains inside the material. These stress accelerates
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material fatigue, roughs the silicon’s surface, and shortens the circuit’s lifetime. A

very simple solution to enhance the device’s reliability is to keep the device away

from TSV’s Keep Out Zone (KOZ). However, large KOZ in the routing area becomes

routing obstacles while KOZ in the placement region may potentially enlarges the

chip’s total area. In this section, we analyze and quantify the magnitude of the

thermal mechanical stress in the taper TSV, using a finite element analysis tools

called COMSOL [70].

5.3.2 Physical dimensions and simulation setup

Figure 5.3(a) shows the geometry containing the tapered TSV we use for ther-

mal mechanical simulation. It consists of three layers of silicon, a tapered TSV,

and bonding materials such as interlayer dielectric (ILD), silicon dioxide and ben-

zocyclobuten (BCB). Material properties used in stress simulation is summarized in

Table 5.1, similar to [1].

Table 5.1: Material Property of TSV structure [1]

Elastic Modulus Poisson’s Ratio CTE
(GPa) (1/K)

Silicon 162 0.28 3.05e-6

Copper 111.5 0.343 1.77e-5

Silicon Oxide 71.7 0.16 5.1e-7

ILD 9.5 0.3 2.0e-5

BCB 6.1 0.35 3.3e-5
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Figure 5.3: Tapered TSV’s geometry.

5.3.3 Thermal Simulation

We also calculate the Joule heat produced by the DC current, and then use

that as the heat sources to setup the heat conduction equations, for both tapered and

cylindrical TSVs. It turns out the TSV tapering has little impact on the temperature

increase. The primary Joule heating effect happens in the narrower signal wires.

In fact, in both cases, the temperature rises from room temperature (298K) to

323K, increased by 25K. We also notice that the temperature is basically uniformly

distributed inside the structure. This is due to the fact that the heat conductivity

of the copper is high enough to spread the Joule heat around. In later sections, we’ll

use 323K as the working temperature of TSVs.
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5.3.4 Impact of TSV Tapering on KOZ

Mechanical stress can affect devices in many ways. High magnitude of stress

may induce cracks or voids in silicon, or change the devices’ mobility thus driving

current as well. High variations in stress may also lead to significant EM failures in

interconnects. The primary purpose of KOZ is to guarantee that the device is free

from unpredictable mechanical stress. The size of the KOZ is usually defined by a

stress threshold such that stress magnitude outside the KOZ is smaller than that

threshold. In this chapter, for simplicity, we use Von Mises stress as a measurement

of thermal mechanical stress. We also assume that the KOZ is in the shape of a

circle, and we define the threshold to be 200 MPa. Since the early simulation results

show that the temperature gradient inside the TSV structure is not remarkable, we

assume the temperature distribution is uniform. We set the annealing temperature

to be 573K, and after annealing, the TSV is cooled to a normal working temperature,

which is 323K.

The 3D view of the stress distribution of both tapered and cylindrical TSVs is

shown in Figure 5.4. Significant high stress values are observed in the contact regions

between the copper cone and the silicon substrate (silicon substrate is not shown

for readability). This is due to the fact that the CTE of copper (1.77× 10−5K−1) is

significantly larger than silicon (3.05×10−6K−1), and when the whole 3D structure

is cooled down from the annealing temperature, high compressive stress is formed

inside the copper cone.
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Figure 5.4: Thermal mechanical stress distribution in (a)tapered TSV and
(b)cylindrical TSV.

Now let’s quantify the size of the KOZ, using 200MPa Von Mises Stress as a

threshold. In a tapered TSV structure, the radius of KOZs are 3.6 µm at the top

pad (Figure 5.5(a)), and 0.87 µm at the bottom(Figure 5.5(b)), respectively. That

will require an area of 98.5µm2 and 3.8µm2 at the top and the bottom.

In a cylindrical TSV structure, however, the radius of KOZs are 3.6 µm at the

top pad (Figure 5.6(a)), and 2.65 µm at the bottom(Figure 5.6(b)), respectively. The

area requirement at the top and bottom pad is of 98.5µm2 and 22.1µm2, respectively.

From the simulation result we can clearly see that the tapering does not affect the

stress distribution at the top pad, but for the bottom pad, it saves 83% of area,

which could be used for wire routing and gate placement.
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Figure 5.5: Thermal mechanical stress distribution in Taper TSV at (a) top pad
and (b) bottom pad.

Figure 5.6: Thermal mechanical stress distribution in cylindrical TSV at (a) top
pad and (b) bottom pad.

5.3.5 TSV’s EM simulation using FEM

Equation 5.1 shows all four driving forces of EM: atomic concentration gradi-

ent, current density, thermal mechanical stress gradient, and temperature gradient.

The atomic concentration c, is difficult to solve analytically. Instead, these mass
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transportation equations for single TSV are solved by FEM in the work of [1, 71].

The authors in [1] uses atomic concentration change as a single TSV EM’s measure-

ment, while [71]’s authors monitor TSV’s resistance change caused by void growth

inside one single TSV.

In this section, we set up detailed FEM based solver in COMSOL [70] to

numerically simulate a single TSV and adjacent planer wire’s EM, induced by cur-

rent density, the TSV’s own stress gradient, and thermal gradient caused by Joule

heating.

The structure of the TSV and its material property is as follows. TSV compris-

es a cylindrical cone and two landing pads. Each landing pad is connected to a metal

wire. We assume that the TSV diameter is 4µm, landing pad is 5µm × 5µm, and

TSV’s height is 31.2µm. The wires connecting to both ends of TSV have a dimension

of 0.2µm ×0.2µm ×10µm (width × height × length). Wires and TSVs are imposed

with a symmetric current signal, with a magnitude of 0.4 mA. In this chapter, we

assume that the asymmetrical current induced by asymmetrical rise/fall behavior of

wiring buffers is negligible. The current density inside the wires is 1×1010A ·m−3.

TSV’s annealing temperature is set to be 573K. Wire’s joule heating effect is con-

sidered in the model to calculate the temperature distribution. The initial atomic

concentration is 1.5×1028cm−3. MTTF is defined as the length of time elapses when

the atomic concentration has 5% deviation from the initial value [1,72,73]. Though

MTTF varies depending on different failure criteria, the trend remains similar. Thus

in this chapter we use a normalized MTTF to represent the TSV’s lifetime subject

to EM.
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Figure 5.7: Atomic concentration deviation at t = MTTF in a TSV and neighboring
planer wire.

Figure 5.7 shows the simulation result. We have three observations from

Figure 5.7. (1) Metal atoms migrate from TSV’s center to its periphery. Our

simulation result matches with some experimental TSV’s EM testing data [74],

where void appears in the central areas of the TSV. The radial movement of atoms

can be explained by the mismatch of coefficient of thermal expansions (CTEs) be-

tween TSV filling materials (copper, for example) and the silicon substrate. Since

CTECu = 1.77× 10−5 >> CTESi = 3.05× 10−6, when the TSV structure is cooled

from annealing temperature, radical tensile stress is formed inside the TSV, pulling

metal atoms from the center to the periphery. (2) Compared to the EM inside

XY plane, the vertical migration of atoms is far less significant. This is because
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the major stress gradient happens at the interface between TSV cone and the sub-

strate, which is inside XY plane. Although current flows along Z direction, it is

bi-directional thus its impact on the EM is less significant. Previous EM study [1]

also supports our observation, where the vertical EM is far less significant than the

EM in the XY plane. (3) TSV’s MTTF is four times longer than the planar wire’s

lifetime, making the TSV, rather than the wire, become the most EM-vulnerable

device in 3D ICs.

Besides the EM trends, we also observe that the temperature distribution

inside the TSVs is quite uniform. This is because copper is an ideal heat conductor,

which spreads wire and TSV’s Joule heat evenly. The detailed thermal distribution

is omitted for brevity.

5.4 TSV’s EM Objective Function

Solving the differential equation (Equation 5.1) using FEM-based TSV’s EM

model takes about one hour for a single TSV. As thousands of TSVs with different

temperature and stress distributions are practically used in real circuit designs, FEM

model is not capable of handling chip-scale TSV’s EM optimization. In this section,

we propose a TSV’s EM objective function that faithfully represents the intensity

of TSV’s EM, and is simple enough to be used in optimization engine, which is

shown in Equation 5.12 [75]. The following two subsections derive our EM objective
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function from Equation 5.1 and also validate it to FEM-based simulation results.

OBJ (SingleTSV ) :
1

T · exp(Ea

kT
)
·
(
∂2σ

∂x2
+

∂2σ

∂y2

)
(5.12)

5.4.1 Model Derivation

As described in Equation 5.1, atomic concentration gradient, current density,

thermal mechanical stress gradient, and temperature gradient are four driving forces

for EM. However, as current inside signal TSV is bi-directional, temperature is

uniformly distributed inside the TSV, and the atomic concentration gradient is

a “recovery force” once EM happens, we consider the thermal mechanical stress

gradient as the primary EM driving force for TSV’s EM. Meanwhile, as Ωσ << Ea,

Equation 5.1 can be simplified as below.

∂c

∂t
+D0 · exp

(
−Ea

kT

)
∇ ·

[
cΩ

kT
· (∇(σ))

]
= 0 (5.13)

Both previous simulations work [1] and TSV’s stress model [65] show that TSV’s EM

trend is more significant in the XY plane rather than along Z direction, therefore

Equation 5.13 can be further simplified as follows.

∂c

∂t
+

DΩ

kT

[
∂c

∂x
·
∂σ

∂x
+

∂c

∂y
·
∂σ

∂y
+ c ·

(
∂2σ

∂x2
+

∂2σ

∂y2

)]
= 0 (5.14)
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As we regard 5% derivation as the EM failure criteria, ∂c
∂x
, ∂c

∂y
<< c, and finally we

have:

∂c

∂t
+

D0Ω

kT
· exp

(
−Ea

kT

)[
c ·
(
∂2σ

∂x2
+

∂2σ

∂y2

)]
= 0 (5.15)

For a given TSV distribution and thermal profile, which result in a fixed σ and T ,

Equation 5.15 is a simple ODE, leading to the following MTTF solution (Equa-

tion 5.16).

MTTF =
kT · exp

(
Ea

kT

)
D0Ω ·

(
∂2σ
∂x2 +

∂2σ
∂y2

) · ln
(
c0
ct

)
(5.16)

where c0 is the initial atomic concentration, and ct is the threshold concentration at

which TSV fails.

From Equation 5.16 it is clear that the proposed objective function (Equa-

tion 5.12) can theoretically be an indicator of TSV’s EM.

5.4.2 Model Validation

In this section, we set up FEM simulations to validate the proposed TSV’s

EM objective function (Equation 5.12). Five cases of TSV placement configuration

are employed in our experiment. All five cases are performed in an FEM simulation

framework implemented in COMSOL [70], using the multi-physics mass transporta-

tion equation as in Equation 5.1. As shown in Figure 5.8(a)-(e), the central TSV

(yellow) is under influences of one or multiple neighboring TSV’s (blue) thermal

mechanical stress field. For each of the cases in Figure 5.8(a)-(d), we change the

distance between central and neighboring TSV’s center, d, from 9µm to 15µm (the
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diameter of the TSV is set to be 8µm). In Figure 5.8(e), neighboring TSVs are

randomly placed. TSV’s temperature is set to 298 K for Figure 5.8(a) to (d), while

random thermal map is applied to Figure 5.8(e).

(a) 1 neighbor TSV (b) 2 neighbor TSVs  

(c) 3 neighbor TSVs (d)  4 neighbor TSVs (e) random neighbor TSVs

d dd

d d

d d

TSV TSV

TSV TSV TSV

Figure 5.8: TSV placement configurations

The FEM based simulation results are summarized in Figure 5.9. As the dis-

tance (d) between central and neighboring TSVs uniformly increases, TSV’s MTTF

increases. However, when TSV distance (d) is fixed, increasing the number of neigh-

boring TSVs does not always degrade TSV’s MTTF. For instance, Figure 5.9(a) has

the fewest neighboring TSVs but the shortest MTTF value in all cases, while Fig-

ure 5.9(d) possesses the most neighboring TSVs but the longest MTTF value. This

is because the configuration of neighboring TSVs in Figure 5.9(d) produces the

lowest stress gradients on the central TSV. These observations imply that when

multiple TSVs are present, the angle and relative distance between the central TSV

and the neighboring TSVs are vital in deciding the central TSV’s EM lifetime. In
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other words, the idea of simply keeping TSVs away from each other by applying

KOZ might not guarantee the optimal EM reliability. A quantitative physics-based

objective function, such as Equation 5.12 is fundamentally better than the KOZ

approach to account for TSV’s mutual influences on stress as well as EM.
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Figure 5.9: TSV’s MTTF using FEM simulation for Figure 5.8(a)-(d), with various TSV
distance.

Figure 5.10 presents the correlation between the normalized MTTF values

calculated using Equation 5.16 using our objective function (Equation 5.12) and the

normalized MTTF from FEM simulation.

We use the Pearson’s Correlation Coefficient (PCC) to quantify the correlation

between our objective function, and the FEM simulation result. PCC is the normal-

ized covariance among two vectors, which is a mathematical way of capturing how

good a model is to real data. The PCC in our case reaches 0.98 (near 1), meaning

our TSV’s EM objective function is highly correlated with FEM simulation results.
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Figure 5.10: Correlation between the MTTF calculated using our objective function
and using FEM simulation

5.5 3D IC’s Material Fracture Objective Function

We propose a material fracture objective function (refereed as the fracture rate

in later sections), which employs the square of the von Mises stress (Equation 5.8).

The proposed material fracture objective function is shown in Equation 5.17 [76].

OBJf : 3 ·
∑

j∈grid

( ∑
i∈TSV

σij
rrcos2θij

)2

+

( ∑
i∈TSV

σij
rrsin2θij

)2
 . (5.17)

5.6 Problem Definition

As mentioned before, TSV’s EM is a strong function of thermal mechanical

stress and TSV’s temperature. The stress profile depends on TSV locations as

well as the thermal profile. Therefore the stress profile is impacted by both the

gate placement as well as the TSV placement. In this chapter, we are interested
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in placing both logic gates and TSVs in the 3D space such that a desired stress

and thermal profile are obtained, which create the optimal balance between wire

length and TSV’s EM. Specifically, we investigate the problem of deciding the count

and location of TSVs, the location of logic cells such that the TSV’s average EM

is minimized, while the wire length overhead is small, as compared to conventional

EM-unaware 3D placers such as 3Dcraft [64]. The TSV’s EM objective function (E-

quation 5.12) and material fracture objective function (Equation 5.17) are combined

to form a unified objective function. The formal problem definition is presented as

follows.

Problem Statement Given a circuit netlist (E) and each logic gate’s power

consumption (P), we’d like to find the number and locations of TSVs and the lo-

cations of logic gate in the 3D space, such that the TSV’s average EM and overall

wire length are minimized:

min :
∑
e∈E

[
WL(e) + αTSV (e) ·TSV (e)

]
+

+ βEM

[ ∑
i∈TSV

1

Ti · exp( Ea
kTi

)
· (
∂2σi
∂x2

+
∂2σi
∂y2

)

] (5.18)

where wire length WL(e) and TSV (e) are half-perimeter wire length (HPWL) of

wires and TSVs, the coefficient αTSV , βEM are the weight for TSV usage, and TSV’s

EM, respectively, and the last term is the total EM for all the TSVs.
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5.7 Overview of Reliability-aware Placer

In this section, we briefly cover the primary steps to solve the optimization

problem (Equation 5.18). We assume 3Dcraft, proposed in [64], gives a high-quality

placement solution that minimizes the total wire length. Then the locations of all

logic gates and TSVs are perturbed in order to minimize the TSV’s average EM,

while ensuring small wire length overhead. Iterative optimizations are performed be-

tween the following three optimization engines: TSV placement engine, temperature

estimation engine, and logic cell’s re-placement engine.

Initial 3D placement

Thermal analysis

Temperature optimization

Logic cell placement

Finish

TSV placement

R
e
la
x

c
o
n
s
tr
a
in
t

fixed logic gates & temp. min. TSV’s EM & Fracture

fixed logic gates & TSVs min. TSV’s EM & Fracture

fixed TSVs min. WLtemp. matching constraint

Figure 5.11: Overall design flow for Reliability-aware 3D placer
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Figure 5.11 presents the overall design flow for the proposed 3D placement

flow. First of all an initial 3D placement solution is generated using any of the

conventional 3D placement tools, including analytical placers such as [64,67], force-

directed approach based placers such as [68], and partition-based placer such as [69].

After initial placement generation, we obtain an initial chip-scale thermal profile by

applying the thermal model described in [66]. The next step is to re-place all the

TSVs to minimize both the average EM rate and the average von Mises stress,

assuming logic gate’s placement is fixed. Although the thermal profile would be

affected by the location of TSVs, at this point this impact is ignored. A QP problem

is formulated to handle this TSV placement problem. Then we fix the locations

of all logic gates and TSVs, and the temperature estimation engine estimates a

desirable temperature allocation for each TSV such that the both the average TSV

EM rate and the average von Mises stress are minimized. An effective heuristic for

the temperature estimation engine is proposed. This is followed by the logic cell’s

re-placement engine, which aims to match this desired thermal profile by perturbing

logic cell’s placement. The logic cell’s re-placement engine is based on SA. The logic

cell’s re-placement engine feeds its output back to temperature estimation engine if

it SA fails to find a feasible solution and the corresponding TSV temperature range is

modified in the temperature estimation engine, otherwise the next iteration begins

from the TSV re-placement engine again. The iteration runs until no significant

reliability improvement is observed in consecutive runs or the a user-specified wire

length overhead threshold has been is reached.
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5.8 TSV Placement Engine

Given an initial logic gate’s placement, an initial TSV distribution, and the

resulting chip-scale thermal profile, the TSV re-placement engine aims to optimize

the location of each TSV, such that the average von Mises stress value and the

average EM rate are minimum.

We assume after initial placement, all the logic gates can only be moved hori-

zontally, and cannot be relocated to another layer. Under this assumption, number

of TSVs is a constant in all following optimization engines.

As TSV re-placement engine begins, each TSV is assigned with a bounding

box (BB). A TSV’s BB is the layout whitespace near TSV’s initial location. The

size of BB is decided by the amount of wire length penalty we are willing to tolerate,

due to TSV reallocation. A TSV can only move inside its BB.

For the sake of explanation, we assume a 2-layer 3D IC in this section, although

our algorithm can be extended to more than two layers as well. Our experimental

section shows a 4-layer 3D IC. TSVs and their BBs are numbered from 1 to n, where

n is the total number of TSVs. Each grid inside kth BB has an unknown variable
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xk,a,b, where (a, b) is the grid coordinate. Note that one grid could have multiple

variables if multiple BBs overlap at this grid. Specifically xk,a,b is a Boolean variable

defined as follows.

xk,a,b =


1 if kth TSV is located at grid (a, b);

0 otherwise.

 (5.19)

We denote the stress value at grid (i,j) as σi,j. We also denote single TSV’s

stress profile as σxyz, which can be pre-computed under different thermal loads

using Equation 5.5 and Equation 5.6. As explained earlier, at this stage logic gate’s

locations are given therefore the thermal profile is fixed. Thus the TSV-induced

stress profile σxyz is a constant for a given temperature. When multiple TSVs are

present, σ(i,j) can be expressed according to Equation 5.9, as follows.

σ(i,j)
xx = −σ(i,j)

yy =

m∑
a=1

m∑
b=1

σa,b,i,j
xx

n∑
k=1

xk,a,b. (5.20a)

σ(i,j)
xy = σ(i,j)

yx =
m∑
a=1

m∑
b=1

σa,b,i,j
xy

n∑
k=1

xk,a,b. (5.20b)

σ(i,j)
zz = σ(i,j)

xz = σ(i,j)
yz = 0. (5.20c)
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where m is the horizontal mesh size, n is the total number of TSVs, σa,b,i,j is the

stress value at the grid (i, j) induced by a single TSV centered at grid (a, b), σxx and

σxy are the xx and xy stress components, and the term
∑n

k=1 xk,a,b denotes whether

there is a TSV placed at grid (a, b) or not.

Then we formulate an optimization problem combining Equation 5.18, Equa-

tion 5.19 and Equation 5.20. Two constraints are imposed: (1) the kth TSV is

located inside its BB; (2) Each grid can have no more than one TSV. Considering

multiple BBs might overlap, we allow multiple TSVs placed within the same BB.

Min :
∑

(i,j)∈BB

1

Ti,j · exp( Ea
kTi,j

)
·

[
∂2σ(i,j)

∂x2
+

∂2σ(i,j)

∂y2

]

+
3γf
βEM

∑
(i,j)∈BB

[
(σ(i,j)

xx )2 + (σ(i,j)
xy )2

]

s.t.
∑

(a,b)∈k′sBB

xk,a,b = 1, ∀k;

m∑
k=1

xk,a,b ≤ 1, ∀a, b;

xk,a,b = 0 or 1, ∀k, a, b.

(5.21)

where the objective function is a weighted sum of the total EM rate and total

fracture rate. Ti,j is the temperature at the grid (i, j), and the coefficient βEM , γf

are the weights for EM, and material fracture, respectively.

The temperature distribution T is a fixed distribution under the assumption

that the logic gate’s placement is given, therefore, all the stress components, as

shown in Equation 5.20, are linear functions of all xk,a,b.
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To solve the optimization problem (Equation 5.21) numerically, we further

linearize the second order derivative of the stress term by applying forward differ-

encing method, as shown in Equation 5.22. After linearization, the first term in

Equation 5.21, the EM rate part, becomes a linear function w.r.t all xk,i,js. Its

second term, the fracture rate part, is a sum of squares of a linear function w.r.t all

xk,i,js. It’s clear this is a QP problem w.r.t. all xk,i,js.

∂2σ(i,j)

∂x2
+

∂2σ(i,j)

∂y2
=

σ(i+1,j) + σ(i−1,j) − 2σ(i,j)

△2

+
σ(i,j+1) + σ(i,j−1) − 2σ(i,j)

△2
.

(5.22)

where △ is the mesh size (a constant).

After all the TSV locations have been determined, we perform a simple legal-

ization step based on an algorithm in [77]. Generally, all cells (gates and TSVs) are

sorted by their x coordinates and then packed sequentially into a row to minimize

displacement. Although this is a simple legalization algorithm, we find it effective

in removing cell overlaps.

Results in Sec.5.11.1 shows that the TSV re-placement engine effectively re-

duces average TSV EM rate and average von Mises stress value by globally re-

distributing all the TSVs, with little overhead in total wire length.
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5.9 Temperature Estimation Engine

After the TSV locations are perturbed by the TSV re-placement engine, we

try to estimate the “best” temperature at these TSVs so that the average EM and

fracture rate are minimized. This thermal profile would be provided as a matching

objective to the subsequent gate re-placement engine.

We rewrite the reliability part of the objective function (Equation 5.18) and

denote its value as F (T). Basically F (T), as shown in Equation 5.23a, is determined

by three components: G(i) in Equation 5.24a, H(i) in Equation 5.24b, and L(i) in

Equation 5.24c.

All G(i), H(i) and L(i) are functions of temperature. On the one hand, G(i)

is an exponentially increasing function of temperature. On the other, H(i) and L(i)

are linearly decreasing functions of temperature. In other words, decreasing the ith

TSV’s temperature will decrease G(i), at the cost of increasing its H(i) and L(i).

The increasing H(i) and L(i) accelerate material fracture and other TSV’s EM.
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Thus the problem of minimizing F (T) in Equation 5.23a is a global optimization

problem, where every TSV’s temperature affects not only its own reliability, but

also all other TSVs’ and substrate’s reliability as well.

F (T) =
∑

i∈TSV

1

Ti · exp( Ea

kTi
)
·
(
∂2σi

∂x2
+

∂2σi

∂y2

)

+
3γf
βEM

∑
i∈BB

[
(σi

xx)
2 + (σi

xy)
2

]

=
∑

i∈TSV

G(i) ·H(i) +
3γf
βEM

∑
i∈BB

L(i) (5.23a)

G(i) =
1

Ti · exp( Ea

kTi
)

(5.24a)

H(i) =

(
∂2σi

∂x2
+

∂2σi

∂y2

)
=

∑
j ∈ TSV

j ̸= i

c0(Ta −Tj) ·∇2(
1

r2i,j
) (5.24b)

L(i) = (
∑

j∈TSV

c0
r2i,j

[(Ta −Tj)cos2θij])
2

+ (
∑

j∈TSV

c0
r2i,j

[(Ta −Tj)sin2θij])
2 (5.24c)

where n is the total number of TSVs, c0 =
−E(αCu−αSi)

2(1−νCu)
R2, ∇2( 1

r2
) =

∂2( 1
r2

)

∂x2 +
∂2( 1

r2
)

∂y2
,

Ta is the annealing temperature, ri,j is the distance from the measured point (j) to

the center of the ith TSV, and c0, ∇2( 1
r2
), and Ta are all constant scalars in this

section.
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G(i), H(i), and L(i) are all functions of temperature, and their temperature

dependencies are plotted in Figure 5.12.

(a)

(b)

Figure 5.12: TSV’s EM flux (a) increases when heated, while the stress value (b) drops.

As shown in Figure 5.12(a), G(i), the TSV’s EM flux, is an exponentially

increasing function of temperature. However, H(i), the TSV’s stress, shown in

Figure 5.12(b), is a linearly decreasing function of temperature. In other words,

decreasing the ith TSV’s temperature will decrease the ith TSV’s EM, at the cost

of increasing all other TSVs’ EM due to increasing stress value contributed by the
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ith TSV to other TSVs. Thus the problem of minimizing F (T) in Equation 5.23a is

a global optimization problem, where every TSV’s temperature affects not only its

own EM, but also all other TSVs’ EM as well.

As indicated earlier, our objective to find an optimal allocation of TSV tem-

peratures such that the TSV’s average EM is minimized. However, unfortunately

Equation 5.23a is not a convex function w.r.t. all T. Therefore considering the

characteristics of G(i) and H(i), we develop the following heuristic, as shown in

Algorithm 5.

Input:
1.Fixed placement for logic gates and TSVs;
2.Initial temperature (T (0)) and temperature range for each TSV.
Output:
Desired temperature allocation for all TSVs.
Objective:
Minimize TSV’s average EM (Equation 5.23a).
0.k = 0;
1.Repeat
2. T k+1

i = T k
i − δT · [∇G(i)] ·H(i);

3. T k+1
i = T k+1

i − δT ·
∑

j∈TSV,j ̸=iG(j)∇H(j);
4. Check each Ti is within the given temperature range;
5. k = k +1.
6.Until EM objective met.

Algorithm 5: Heuristic for temperature estimation

Algorithm 5’s input includes (1) the placement for logic gates from either

conventional 3D placer during step zero, or the logic cell’s re-placement engine

that we’ll introduce in Sec.5.10, (2) the TSV placement generated by the TSV

placement engine, and (3) initial TSV’s temperature allocation obtained by applying

the compact thermal model (Sec.5.2.6) or temperature range from feedback of the

logic cell’s re-placement engine. Algorithm refalg:temperature iteratively updates

the temperature for all TSVs by moving in a direction that helps in the highest
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reduction in G(i) and H(i). The update’s step size is denoted as δT . After each

temperature update, we check if all current temperature values are within the given

temperature range. Then iteration proceeds until a desired TSV’s EM objective is

reached.

5.10 Logic Cell Replacement Engine

The primary purpose of the logic cell replacement engine is to perturb the

current logic gate’s placement solution such that the TSV’s temperature is as close

as possible to the desired temperature allocation generated from Algorithm 5, while

minimizing the increase in wire length. The logic cell’s re-placement engine is based

on multi-level simulated annealing (SA), as shown in Algorithm 6 [78].

Input:
1.Fixed placement for TSVs, and initial placement for logic gates;
2.Power consumption of each logic gate;
3.Desired temperature allocation for TSVs, T = [T d

1 , . . . , T
d
n ]

′
.

Output:
Placement of logic cells.

Begin
1. Setup initial mesh.
2.Repeat
3. Calculate the objective grid temperature, T g by averaging the desired TSV
temperature inside each grid.
4. Begin SA
5. Move: exchange logic gates between two mesh grids.
6. Update TSV temperature, Tnew = T cur +∆T .
7. Objective: WL+ η[(Tnew − T g)

′
(Tnew − T g)].

8. End SA.
9. Update mesh size.
10.Until Each mesh grid contains only one TSV.

Algorithm 6: Heuristic for SA based cell’s placement
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The SA begins with a relatively coarse mesh, and iteratively shrinks the mesh

size until only one TSV is contained inside each mesh grid. For a particular mesh,

we assume the temperature distribution inside each mesh grid is uniform. The

desired temperature for each mesh grid is set to be the average temperature of all

the residing TSV. During the SA process, logic gates are exchanged between two

random mesh grids. Then 3D temperature distribution is incrementally updated, as

shown in Equation 5.25.

∆T = R · [0, . . . , 0, δPi, 0, . . . , 0, δPj , 0, . . . , 0]
′
. (5.25)

where R is the thermal transfer matrix, which is constant since we fixed all TSVs’

locations, δPi, δPj are the power changes of grid i and j after logic gates in grid i

and j are exchanged during the SA process. The temperature update is incremental

thus can be finished in constant time.

The SA’s objective function is the weighted sum of total wire length and the

mean square error (MSE) between the current and the desired TSV temperature.

Again, cell legalization is performed after cell replacement. Finally, the logic cell’s re-

placement engine feeds its output back to temperature estimation engine if it fails

to converge and corresponding temperature range is modified in the temperature

estimation engine in the hope that the it will produce a more reasonable temperature

allocation next time.
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5.11 Experimental Results

In this section, we implement our algorithms in Matlab and C++, by an Intel

Core i5 3.1GHz CPU and 12GB RAM. We use the IWLS 2005 benchmarks [79], for

the purpose of a fair comparison with conventional EM-unaware 3D placer such as

3Dcraft. Detailed statistics of the benchmarks used in our simulation in presented

in Table 5.2. The circuit is synthesized with a standard cell library for the MIT

Lincoln Lab 130nm 3D SOI technology. The diameter of the TSV is 8µm. The

power dissipation of each cell is randomly generated. And for the compact thermal

model, conventional air cooling is applied at the top of the 3D-IC while all other

sides are adiabatic.

Table 5.2: Benchmark Statistics
Circuit #Layer #Gate #TSV Power(W) Area(mm2)

usb phy 4 546 110 0.1580 0.053

simple spi 4 821 146 0.0592 0.077

des area 4 3132 1071 1.7015 0.318

spi 4 3227 813 1.4683 0.265

usb funct 4 12808 2128 6.4070 1.076

aes core 4 20795 4435 6.9717 1.396

ethernet 4 46771 12482 36.9108 4.420

des perf 4 98341 13112 42.3551 6.871

We use the TSV weight, αTSV as its default value (8000) in 3D-Craft for all

benchmarks. This produces 13112 TSVs for 98341 gates (TSV:gate = 13:100) in the

largest“des perf” benchmark. This is comparable to several papers in the literature,
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for example, [80] uses 5352 TSVs for 50K gates (TSV:gate = 11:100), and [67] uses

1.63K TSVs for 11K gates (TSV:gate = 15:100). The weights for TSV’s EM and

material fracture, βEM and γf , are experimentally determined. For example, for

benchmark “des perf”, we find βEM = 500 and γf = 0.01 produces a good balance

between reliability and total wire length.

5.11.1 TSV re-placement engine’s result

In this section, we compare the wire length and TSV’s average EM rate (rep-

resented as MTTF value using Equation 5.16) and the von Mises stress between the

initial placement result and our TSV re-placement engine. As mentioned earlier in

Sec.5.8, the TSV re-placement engine re-distributes all TSVs based on a given initial

gate and TSV placement by solving an convex QP problem (Equation 5.21). The

bounding box is set to be 10µm×10µm, by which we can obtain good reliability im-

provement within reasonable run time. A larger bounding box size results in longer

time, but produces limited improvement in reliability metrics. This is because the

magnitude of TSV-induced stress is inversely proportional to the square of distance

(Equation 5.5), thus a TSV has a small stress impact on a faraway location. We

relax the integer constraint in Equation 5.21 to 0 ≤ xk,a,b ≤ 1 and solve the re-

sulting continuous QP problem for shorter computational time and then round the

solutions. Each simulation for one benchmark is able to finish within one hour. The

resulting wire length (in µm) and normalized TSV’s average MTTF are presented

in Table 5.3.
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Table 5.3: TSV re-placement result

Circuit
Initial Placement TSV Re-placement

WL
(×103)

von Mises
(MPa)

MTTF
(norm.)

WL
(×103)

von Mises
(MPa)

MTTF
(norm.)

usb phy 10.7 485 7.22 10.7 441 10.4

simple spi 20.0 432 1.32 20.0 395 1.82

aes area 184.2 556 1.92 184.2 514 2.34

spi 117.2 523 2.22 117.4 481 2.76

usb funct 506.8 486 1.54 507.3 444 1.97

aes core 910.9 558 2.42 911.0 519 2.86

ethernet 4298.0 495 1.00 4299.0 447 1.38

des perf 4148.0 468 6.11 4148.7 431 8.05

Average 1.0x 1.0x 1.0x 1.0x 0.92x 1.26x

As shown in Table 5.3, the TSV re-placement engine is able to achieve 26%

longer TSV lifetime on average (1.26x), 8% reduction in von Mises stress (1.0x -

0.92x) with negligible wire length (0.1%) overhead. The gate placement at this

stage is unchanged, therefore each TSV has a fixed temperature value. The 0.1%

wire length overhead comes from the local change in TSV’s locations in order to

minimize the TSV’s mutual influence on each other’s EM rate and thermal stress.

Figure 5.13 shows a 3D IC’s von Mises stress distribution before and after the

TSV replacement. The TSV-replacement engine spreads out the TSVs in order to

minimize the average thermal stress. The average TSV displacement is 5.6µm, for

10µm× 10µm bounding boxes.
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(a) (b)

Figure 5.13: (a) von Mises stress distribution before optimization. (b) after optimization.

5.11.2 TSV and gate re-placement’s result

A more aggressive approach in addition to the TSV re-placement is to re-

place all the TSVs and logic gates such that a desired TSV distribution as well

as a desired thermal profile are obtained, while keeping the wire length overhead

small. The resulting wire length, peak temperature, and TSV’s average MTTF are

compared to initial placement, as summarized in Table 5.4.

As Table 5.4 indicates, compared to the reliability-unaware initial placement,

our post-placement gate & TSV re-placement enhances the average MTTF (EM

caused) by 2.44x, and reduces the average von Mises stress by 23% (1.0x - 0.77x)

with 1% wire length overhead.
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Table 5.4: TSV & gate re-placement result

Circuit
Initial Placement TSV & Gate re-placement

WL
(×103)

von Mises
(MPa)

MTTF
(norm.)

WL
(×103)

von Mises
(MPa)

MTTF
(norm.)

usb phy 10.7 485 7.22 11.2 360 19.9

simple spi 20.0 432 1.32 20.9 329 4.59

aes area 184.2 556 1.92 186.9 434 4.01

spi 117.2 523 2.22 119.9 406 4.68

usb funct 506.8 486 1.54 518.4 365 3.26

aes core 910.9 558 2.42 928.4 440 5.26

ethernet 4298.0 495 1.00 4342.6 364 2.63

des perf 4148.0 468 6.11 4185.8 392 13.15

Ratio 1.0x 1.0 x 1.0x 1.03x 0.77x 2.44x

5.12 Summary

This chapter presents a TSV and logic gate’s post-placement redistribution

method to minimize the material fracture and EM for 3D ICs. A unified objective

function to model both the material fracture and TSV SM is successfully integrated

into existing 3D placement tool. Two studies are performed: (1) locally changing

the TSV’s locations decouples the TSV-induced stress field thus improves 3D IC’s

reliability. (2) re-placing both gates and TSVs to achieve a desirable TSV distribu-

tion and thermal profile is a more effective approach, as material fracture and TSV

SM are both highly temperature dependent. Simulation results show the proposed
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TSV & gate re-placement approach achieves 2.44x improvement in SM MTTF, 23%

reduction in von Mises stress, with only 1% wire length overhead, compared to a

reliability unaware initial 3D placement.
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Chapter 6: Voltage Noise Induced DRAM Soft Error Reduction Tech-

nique for 3D-CPUs

Three-dimensional integration enables stacking DRAM on top of CPU, pro-

viding high bandwidth and short latency. However, non-uniform voltage fluctuation

and local thermal hotspot in CPU layers are coupled into DRAM layers, caus-

ing a non-uniform bit-cell leakage (thereby bit flip) distribution. We propose a

performance-power-resilience simulation framework to capture DRAM soft error in

3D multi-core CPU systems. A dynamic resilience management (DRM) scheme

is investigated, which adaptively tunes CPU’s operating points to adjust DRAM’s

voltage noise and thermal condition during runtime. The DRM uses dynamic fre-

quency scaling to achieve a resilience borrow-in strategy, which effectively enhances

DRAM’s resilience without sacrificing performance.

6.1 Introduction

Three-dimensional integration of stacked memory and CPUs has received many

attentions recently for its potential to overcome the “Memory Wall” problem - the

memory access time (in CPU cycles) has increased to an extent that the memory

access latency has become the bottleneck. Vertical stacking enables heterogeneous
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integration of multiple DRAM chips on top of a microprocessor, and the high-speed

and wider memory bus interfaces (i.e. through-silicon-vias) between the two signif-

icantly reduce memory latency.

However, several recent publications have shown that transient fault is one of

the common forms of DRAM failures in modern computing and storage systems.

One important cause of DRAM transient faults is the power-delivery-network (PDN)

noise on DRAM wordline (WL). A noisy WL makes DRAM transistor’s gate unable

to shut off, causing significant sub-threshold leakage from bit cell’s capacitor. As

volatile memory, a DRAM bit cell cannot retain its data permanently as the bit

capacitor gradually loses its charge. If significant leakage occurs such that DRAM

sense amplifier can no longer read the correct data as written last time, a DRAM

transient fault happens.

The WL noise induced DRAM transient fault is a severe problem in 3D-CPU

systems for the ever-increasing PDN noise and 3D integration’s thermal issue. From

PDN noise perspective, as more and more devices are integrated and stacked, the

power consumption increases volumetrically. The increase of power combined with

decrease of supply voltage with technology scaling result in a huge increase in cur-

rent need. This causes even higher current demand per unit area, because power

pins can only be placed at the bottom surface of 3D CPUs. As interconnect resis-

tance increases with technology scaling (narrower planar wires and extra resistance

of TSVs), the resistive voltage drop (IR drop) becomes more significant. As CPU

frequency increases, the inductive transient voltage droop (Ldi/dt noise) also in-

creases. From thermal perspective, the stacking structure lacks heat conduction
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path to reach the ambient. A large amount of heat generated by the ever-increasing

CPU power, is often coupled into the DRAM layers, affecting the leakage rate of

DRAM transistors.

The architectural solutions for mitigating stacked DRAM’s transient fault

seem non-trivial. An intuitive idea is to enable shorter DRAM refresh period. How-

ever, refreshing operation blocks DRAM access, therefore degrades the performance

and energy efficiency [81, 82]. Another approach is to throttle CPU performance

to cool the chip or/and reduce PDN noise, which again hurts the performance. In

our opinion, a promising opportunity lies at the moment when both low and high

power tasks enter the system, and designers can exploit the reliability margin of

these tasks and allocate different operating points to maximize the performance

while achieving certain long-term resilience. A “borrow-in” strategy can be applied,

and high-power tasks might borrow resilience margins to boost performance, and

the resilience “loan” will be paid off during a low-power task period.

To the best of our knowledge, although there have been many field studies

about the transient DRAM fault recently [83–85], simulation frameworks that in-

vestigate its underlying causes, its implications in 3D CPUs, and corresponding mit-

igation techniques have been lacking. Several publications use fault-injection tech-

nique based on constant DRAM failure rate to investigate DRAM resilience [86,87],

however, the fact that different CPU workload causes a temporal and spacial DRAM

fault rate variation has been ignored. In 3D CPU architectures, CPU activity caus-

es fluctuation in PDN voltage and temperature, both of which gets coupled into

DRAM layers. The integration of multi-dimensional inter-dependent simulation
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analysis (performance, power, thermal and voltage) is a challenging task. A more

fundamental dilemma for simulation setup is the gap between CPU cycle-level per-

formance / power simulation and long-term DRAM resilience simulation. Although

CPU performance / power simulation is crucial in determining the thermal and PDN

transients, it’s not practical to perform cycle accurate simulation across the entire

DRAM lifetime (often in years). This gap needs to be filled for accurate DRAM

resilience analysis within practical run-time.

In this chapter, we focus on the WL voltage noise induced stacked DRAM

transient fault problem. Although there are other transient fault causes, such as

particle-induced upset, they are heavily investigated in the literature, and their

trends seem irrelevant with 3D integration. We propose a performance - power -

voltage - resilience simulation framework, which effectively captures the interaction

between multi-core CPU layer’s activity, and voltage noise induced DRAM transient

fault. We observe significant correlation between CPU core’s activity and DRAM

voltage and thermal profiles, both in time and space. As the DRAM leakage strongly

depends on voltage noise and temperature, we further observe significant temporal

and spacial variation in bit-cell’s leakage rate. These two observations imply that

the DRAM failure probability strongly depends on 3D CPU’s operating points.

In our simulation experiments, we investigate an off-line task assignment problem,

and propose a two-stage DRAM resilience management approach, which enables

frequency allocation for CPU cores and refresh rate adjustment for DRAMs, in

order to optimize 3D-CPU’s performance while accommodating DRAM resilience

requirement.
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Specifically our contributions are summarized as follows:

1. Contrary to common assumptions that DRAM transient error is random in

time and space, we demonstrate that stacked DRAM’s transient error is strong-

ly correlated with 3D CPU activities, through voltage and thermal coupling.

2. Using SPICE simulation, we show that DRAM bit cell leakage is an accu-

mulative effect, indicating it’s more related to IR drop rather than transient

droop.

3. We propose an effective off-line operating point tuning approach to solve a

task assignment problem, which allocates frequency and refresh rate for CPU

cores and DRAM controllers, such that the system’s performance is maxi-

mized, while ensuring DRAM resilience. Compared to a simplistic frequency

throttling method, significant performance enhancement is achieved.

6.2 Related Work

In this section, we provide a brief overview of recent work on DRAM transient

error field experiment and simulation, and we also cover prevailing management

methods.

6.2.1 Background: DRAM Transient Fault

Transient fault in DRAM is a very common form of hardware failure in modern

computing clusters and data centers. DRAM’s transient fault can be caused by

voltage noise and external particles (i.e. alpha particles and neutrons). Voltage
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noise on the WL causes transistor sub-threshold current and loss of charges on the

bit capacitor. The sources of external particles that include alpha particles emitted

by packaging materials, and neutrons from cosmic radiation [88].

Recently, several publications from major data servers have shown field ex-

perimental studies for detecting and measuring DRAM transient fault. Google [84],

AMD [85], and Facebook [83] have reported significant transient error rate during

years-long studies. Schroeder et al. from Google collected its server fleet’s failure

record for nearly 2.5 years, and observed a high annual incidence of uncorrectable

errors even with strong error correction code (ECC) such as ChipKill [84]. Srid-

haran et al. from AMD also performed field study based on two supercomputers

and suggested that transient DRAM errors will become a major concern in the fu-

ture [85,89]. Meza et al. investigated Facebook’s server fleet over fourteen months,

and observed an increasing trend of DRAM failure rate with new DRAM fabrica-

tion generations [83]. The authors also suggested that the DRAM failure rate is

correlated with DRAM PDN noise, and DRAM access patterns. El-Sayed etc. pub-

lished a study on the temperature effect on the DRAM failure rate in data center

environment [90].

Statistical modeling approaches such as Monte Carlo (MC) methods are adopt-

ed to analyze the probability of DRAM failure under different resilience schemes

[86, 87]. The lifetime of DRAM into equal-sized time intervals and transient faults

are injected into memory array based on their probability of occurrence. Error de-

tection and correction are invoked periodically to determine whether the injected

faults are correctable or not.
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In 3D-CPU architectures, power is delivered from external power sources to

CPU and DRAM layers, therefore, CPU activity has a strong impact on DRAM

layer’s voltage fluctuation. An active CPU core draws more current from PDN,

causing higher IR drop (and possibly more Ldi/dt voltage droop) in the DRAM

layer. We are especially interested in the voltage noise on DRAM WL, as it causes

sub-threshold leakage over time. In summary, this chapter focuses on the WL voltage

noise induced DRAM transient faults.

6.2.2 Existing Mitigation Techniques

A variety of architectural techniques exist to mitigate the DRAM transient

fault problem. Process solutions such as developing purer materials, using better

particle strike shielding, employing silicon-on-insulator devices exist, but in this

chapter we focus on effective architectural methods. The most effective and prevail-

ing method is hardware-based parity or ECC [91]. Parity is typically an XOR of

all data bits and is able to detect any single-bit error. As a more powerful scheme,

ECCs such as ChipKill [92] and BCH [93] enable detection and correction of one or

multiple bit errors. Hardware-based ECC usually has certain hardware overhead,

for example, BCH has an overhead of 8 bits per 64 bits of data.

Reducing the refreshing time interval is an intuitive method to mitigate DRAM’s

transient fault. However, memory refresh wastes energy and degrades performance

by interfering with memory access [81, 82]. The energy and performance overheads

of DRAM refresh increase as DRAM device capacity expands.
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Since DRAM transient faults can accumulate over time, another option is

to perform memory scrubbing that scans throughout the memory and then write

back the corrected bit information before single-bit fault mounts to multi-bit uncor-

rectable fault [94]. However, such a heavy task also incurs significant performance

and energy overhead.

Software-based technique includes completely mirroring CPUs or threads. I-

dentical copies of the same program are run simultaneously and the operating system

can determine the correct data based on majority voting [95–97].

Another possibility is to change the operating point for dynamic reliabili-

ty management. Mercati etc. proposed a sensor based CPU reliability control

scheme, where voltage and frequency operating points are dynamically allocated

to improve the performance while meeting the long-time CPU reliability constrain-

t [98]. Shevgoor etc. proposed an IR-drop-aware memory controller and a page

migration method to cope with IR-drop constraint [99]. While these approaches are

effective in handling CPU core reliability degradation, their implications on DRAM

resilience are unclear.
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6.3 Simulation Framework

In order to analyze the correlation between 3D CPU activity and stacked

DRAM resilience, an integrated analysis of how CPU’s performance and power tran-

sients influences DRAM layer’s thermal and voltage behavior is of vital importance.

One also needs to quantify how WL noise induces bit flip. Our performance / power

/ voltage / resilience simulation and optimization flow is summarized in Figure 6.1.

Multi2Sim McPAT
Thermal 

Simulator

PDN 

Simulator

Transient DRAM 

Bit Cell Simulation

p(Vcell(trefresh)>Vnoise-margin)

Dynamic

Power

Leakage

Power

Performance

Leakage 

Model

Total

Power

Temperature

(T)

Word Line 

Voltage (VWL)

Vnoise-margin, 

trefresh

Vcell(t,T,VWL,Vt)

Monte Carlo Simulation

PBE(x,y,z)

DRAM Fault Simulation

(Monte Carlo)

Benchmark,

Architecture,

Operation Point

Mfg Variation 

Model

Threshold

Voltage (Vt)

Frequency Scaling, 

Refresh Rate Assignment

ECC

Memory 

Orgnization

Subthreshold

SPICE Model

Figure 6.1: Overview of Performance / Power / Voltage / Resilience Simulation and
Optimization flow for 3D-CPU.
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Multi2Sim is used to produce performance data (instructions executed per

nanosecond) and number of memory access [100]. Dynamic and leakage powers of

3D-CPU are simulated with McPAT [101]. The power data are fed into in-house

thermal and PDN simulator to generate transient thermal and WL voltage noise

distribution. This is followed by a DRAM bit cell SPICE simulation, which captures

the sub-threshold leakage current within one DRAM refresh period. Once the noise

margin of DRAM bit information is known, we use MC simulation to obtain the

probability of a bit cell error (PBE), for a given random manufacturing variation.

The PBE value is a function of three dimensional space, which is the input of a

DRAM resilience simulator. The DRAM resilience simulator maps the PBE value

into memory space, and a high PBE value at certain (x, y, z) location will have a

higher probability of transient error in its corresponding memory address space.

ECC scheme such as SECDED is evoked periodically. The DRAM fault simulator

returns the probability of uncorrectable errors after thousands of MC iterations.

After all the benchmarks and all the operating points have been profiled, a feedback

loop is created to adjust the operating points of 3D-CPUs. Specifically we consider

CPU core frequency scaling and DRAM refresh rate adjusting as two tuning knobs

for optimizing CPU performance and DRAM resilience.
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6.3.1 Performance/Power/Thermal/Voltage Simulator

6.3.1.1 Performance Simulation

Performance of a software workload on a target 3D CPU is estimated using

Multi2Sim [100], a cycle-accurate multi-core CPU simulator. Architectural param-

eters of the target system including memory and cache architectures and latencies,

operating frequency, network-on-chip (NOC) topology, pipeline width, function u-

nit count etc. are given to the simulator and the simulator reports the total run

time, number and type of executed instructions, and access counts of the various

CPU components. The performance metric considered in this work is the number

of instructions executed per nanosecond (IPnS).

6.3.1.2 Power/Area Estimation

Power estimates are calculated using McPAT [101]. The tool considers the

architectural parameters of the target system and the component access counts

generated by the cycle-accurate performance simulator (Section 6.3.1.1). The ar-

chitectural parameters are used to determine the energy-per-access and total area of

each CPU components. The performance counters determine the number of accesses

to each component, thus yielding the total energy consumption and average power

consumed during the simulation period. The estimation tool outputs a hierarchical
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list of dynamic and leakage power estimates for each CPU component. The power

distribution is used to analyze the chip temperature (Section 6.3.1.3) and IR drop

(Section 6.3.1.4).

6.3.1.3 Thermal Analysis

A 3D grid thermal resistance model of the target 3D CPU is generated based

on dimensions and material properties. The power located in each grid is modeled

by a current source. This technique is similar to other proposed thermal simulation

techniques such as HotSpot [102]. The generated circuit model is solved to yield a

voltage distribution which is representative of the thermal distribution of the target

3D stack. Thermal estimates are used to re-estimate leakage power using the baseline

estimates from McPAT (which assumes a uniform user-selected temperature) and a

thermal-leakage scaling model extracted from the McPAT source code [103]. This

thermal-leakage feedback repeats until the convergence. Final thermal estimates are

used to model the DRAM bit cell leakage rates and the associated probability of bit

errors (Section 6.3.2).

6.3.1.4 PDN Modeling

Our PDN model is an RLC circuit which includes on-chip and off-chip com-

ponents. Each on-chip grid is connected to its neighbor through a resistor and a

inductor in series, and is also attached to a current load. On-chip decoupling ca-

pacitance is distributed uniformly on-chip. Power/ground C4 bumps are modeled
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as series of resistors and inductors between on-chip and off-chip networks. Pow-

er/ground TSVs establish vertical power delivery. We only model the power rail

because the ground rail has symmetric property. Our PDN modeling is similar

to [104].

6.3.2 DRAM Bit Flip Probability Modeling

Noise induced DRAM bit cell’s failure probability is estimated by MC simu-

lation and a transistor level SPICE simulation. During one DRAM refresh period,

WL noise induces sub-threshold leakage current, which causes charge transfer from

the bit-line capacitor to the DRAM capacitor. The bit-line is connected to VDD/2

when memory access happens, or is floating when the memory array is idle. Once

the change of charges exceeds the noise margin, a bit fault occurs.

We assume DRAM manufacturing process causes random variation in bit-cell

transistor’s gate oxide thickness. A transistor with thin gate oxide leaks faster, and

the probability of bit flip is calculated by the total number of flipped bit divided by

the number of MC simulations.

The transistor leakage model, Eqn. (6.1a), is from [105]. The temperature-

dependent leakage scaling model, Eqn.(6.1b) is extrapolated from the McPAT [101]

source code, as in [103].

I(t) = I0(T (t))e
(Vgs(t)−Vth)q/nkT (t)(1− e(−Vds(t)q/kT (t))) (6.1a)
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I0(T (t)) = I(T0)× (5.121
T (t)2

T0
− 6.013

T (t)

T0
+ 1.892) (6.1b)

dVcell(t)

dt
=

I(t)

Ccell
(6.1c)

where I is DRAM transistor leakage, t is time, T is temperature, Vgs is gate-to-

source voltage, Vth is threshold voltage, q is electron charge, k is Boltzmann constant,

Vds is drain-to-source voltage, T0 is nominal temperature, Vcell is bit-cell’s voltage,

and Ccell is cell capacitance.
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Figure 6.2: Transient WL noise and temperature change in DRAM layer during a
32 ms refresh cycle of “bodytrack” execution.

Figure 6.2 shows the transient of voltage and temperature changes in DRAM

layers during the first 32 ms refresh period when executing benchmark “bodytrack”.

Oscillation in CPU activity is coupled into the DRAM layer, causing thermal and
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voltage fluctuations. The transient of bit-cell voltage (with WL noise) is shown with

the solid black line in Figure 6.3. The supply voltage is 1 Volt. The transient voltage

and temperature data in Figure 6.3 are sampled at 280 µs, and the adaptive time

step used by the DEQ solver to calculate bit cell voltage is roughly 10x small than

the data sampling rate. For comparison, an ideal WL voltage (perfectly grounded)

is applied for the same bit-cell, and the voltage on its capacitor is plotted with the

black dotted line. As can be seen in the figure, the original bit information “0” gets

corrupted much fast due to WL noise.
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Figure 6.3: DRAM bit transistor’s sub-threshold leakage charges the bit capacitance over
time. The original bit information “0” gets corrupted when capacitor’s voltage exceeds
the noise margin.

Another transient is performed with the average voltage noise and temperature

as inputs, and the bit-cell’s voltage trace is solved similarly. We refer this as “V-T

steady state” simulation. The resulting bit cell voltage is plotted with the dashed
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black curve. The “V-T steady state” simulation converges with the real transient

simulation at the end of the refresh cycle. Note that in Eqn.(6.1), the leakage

current is an exponential function of Vgs, where Vgs = VWL − VCell. However, the

reason that “V-T steady state” simulation achieves high accuracy is that within

the temperature and voltage noise range (35 ◦C - 45 ◦C and around 100 mV WL

noise), the bit-cell voltage as function of temperature and WL noise is operating at

a linear region. This effect has important implications on operating point tuning

techniques such as dynamic frequency and voltage scaling (DVFS). When the time

constant of DVFS is in the same order of magnitude with DRAM refresh period

(V-F selection in roughly every 50 ms in [106]), taking the average of voltage noise

and temperature and then simulate the transient of bit cell voltage will be fast and

accurate.

We also perform two sensitivity analyses, one with ambient temperature and

transient voltage noise, and another with transient temperature and ideal WL volt-

age (i.e. grounded). The results are plotted with blue dashed line and red solid line,

respectively. The data show that when executing “bodytrack”, WL noise seems to

be a more dominating factor than temperature for sub-threshold leakage.

6.3.3 DRAM Resilience Simulator

The DRAM resilience simulator uses MC method to obtain the probability

of DRAM failure under a given ECC scheme. Based on DRAM layer’s thermal

and voltage noise distribution generated by thermal and PDN simulations for a
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particular CPU activity transient, we obtain the physical distribution of PBE. A

DRAM block with a thermal hotspot and a noisy WL has higher probability of

bit flip. A random number of bit flips per grid is generated according to binomial

error distribution. The spacial distribution of bit flip numbers is then mapped

into memory address space, for a given memory organization and physical layout.

We use the data structure of Faultsim [87] to represent transient faults in memory

address space. Finally ECC is evoked and the simulator returns whether the voltage

noise induced transient fault causes an uncorrectable DRAM fault. Thousands of

MC simulations are performed with random manufacturing variation until a reliable

probability of uncorrectable DRAM failure (POF ) is obtained.

6.4 DRAM Resilience Management

Using the simulation framework discussed in Section 6.3.1 we are able to

obtain the spatial distribution of PBE and the corresponding POF when executing

different phases of a set of software workloads. With this profiling data we are able

to estimate the optimal core frequency and DRAM refresh rate for each phase of

each application using the scheme shown in Figure 6.4.

In Figure 6.4, the optimization goal is to maximize the system performance

while meeting a specified DRAM resilience target (i.e. the long-term probability of

an uncorrectable memory error). The long-term period is divided into several short-

term periods. The long term controller (LTC) takes a set of applications awaiting

execution from the application queue, and determines at which operating point (i.e.
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Figure 6.4: Control scheme for frequency and refresh rate assignment across appli-
cations (long term control) and application phases (short term control).

frequency/refresh rate setting) each application should be run to minimize runtime

while meeting the long term DRAM resilience target Rt averaged across all consid-

ered applications. The short term controller (STC) optimizes the runtime of each

application by assigning an operating point to each phase of the application. The

POF estimate output by LTC serves as a constraint on the POF of the application

during STC optimization.

One limitation of our control scheme is it relies on the availability of pro-

file data, which assumes that the workloads can be predicted off-line. While this

assumption may not be applicable to all systems, it applies well to embedded sys-

tems [107] and high performance computing (HPC) systems [108]. These are two

paradigms where the stacked DRAM processor shows great potential due to its small

form factor and low power (embedded systems) and/or massive memory bandwidth

(HPC).

152



6.4.1 Long Term Controller

During one long term period, we assume DRAM bit errors do not accumulate

from one application to the next. Any errors accumulated in one application are

effectively corrected when the application completes and its memory is deallocated.

Thus the POF of each application is independent and the DRAM resilience (R) is

calculated using Equation (6.2).

R =
∏
i

(1− POFi) (6.2)

The DRAM resilience constraint can be linearized using Equation (6.3), allowing

the assignment problem to be formulated as an integer linear program (ILP) in

Equation (6.4). δi,j,k is a binary variable such that it is set when application i is

assigned to run at frequency j and DRAM refresh rate k. Likewise ti,j,k and POFi,j,k

are the runtime and POF of application i running at frequency j and DRAM refresh

rate k.

∏
i

(1 − POFi) ≥ Rt →
∑
i

ln(1 − POFi) ≥ ln(Rt) (6.3)

153



Decision variable : δi,j,k

max
∑
i,j,k

δi,j,k

s.t. 1.
∑
i,j,k

ti,j,k · δi,j,k ≤ tLTC

2.
∑
i,j,k

− ln(1− POFi,j,k) · δi,j,k ≤ − ln(Rt)

3.
∑
j,k

δi,j,k ≤ 1 ∀i

4.
∑
j,k

δi,j,k −
∑
j,k

δi−1,j,k ≤ 0 ∀i

(6.4)

The ILP problem objective maximizes the number of assigned applications and

Constraint 1 ensures that the total runtime of all assigned applications is less than

the LTC control window tLTC . By maximizing the number of applications assigned in

a fixed period of time we maximize performance since applications must be executed

in order. Constraints 3 and 4 respectively ensure that each application is assigned no

more than one operating point and applications are executed in order. Constraint

2 uses the linearized resilience constraint from Equation (6.3) to generate operating

point assignments that meet the resilience constraint across the LTC control window.

The assignment of operating points to each application yields an expected

POF and runtime value for each application such that total runtime is minimized

and the DRAM resilience target is met. However the assignment of a single oper-

ating point to each application is overly constrained. We improve our assignment
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solution by allowing different operating points to be assigned to each phase of a

single application using the short term controller such that the application’s POF

is less than the POF estimated by the LTC but the total runtime is reduced.

6.4.2 Short Term Controller

The short term controller (STC) allocates operating points to each phase of

one application. The POF estimate output by LTC is a POF constraint during

STC optimization. Within a single application DRAM transient fault from phase to

phase do compound, which means the POF of an application cannot be described

as a linear combination of the POF of each phase. The problem could be solved

by expanding the size of the ILP problem to include all possible sequences of oper-

ating points, but this would be computationally infeasible for non-trivial problem

sizes. Moreover the profiling effort to generate POF values for all combinations

of operating points would be unnecessarily detailed. So we instead solve the STC

optimization problem using a simulated annealing (SA) heuristic. Since the initial

solution given by the LTC (i.e. run all phases of one application at the given op-

erating point) is already a good solution, low temperature SA does well to improve

the solution.

The annealing function used in our SA formulation moves the operating point

of one phase to a neighboring operating point (i.e. increase or decrease the frequency

or refresh rate by one level). The SA objective function evaluates the runtime and

POF of each considered sequence of operating points and evaluates Equation (6.5).
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ri is the runtime of phase i running at the assigned operating point. POF is the

POF of the entire application running at the considered sequence of operating

points. Evaluation of POF is explained below. POFLTC and RTLTC are the POF

and runtime estimate generated by the LTC for this application, assuming all phases

were run at a single operating point.

OBJ = c1 ·
∑

i r(i)

RTLTC

+ c2 · max(1,
POF∑

i r(i)
/
POFLTC

LTLTC

) (6.5)

The first objective term tries to reduce the total runtime of an application.

However if the runtime of an application is reduced the probability of failure must

reduce by the same amount to maintain to long term POF constraint. The second

term serves to constrain the optimization by assigning a large penalty if the consid-

ered ratio between POF and runtime increases above the one assigned by the LTC.

Since the second term is a constraint, c2 is much greater than c1.

Note that the runtime of each phase at each operating point is already available

in our profile data, and we can simply sum up all phases to evaluate the runtime of

the entire application.
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6.4.3 Fast Conversion from PBE to POF

In Eqn.6.5, the evaluation of the POF (of an entire application) requires

simulating the sequence of associated PBE distributions using our DRAM resilience

simulator (Section 6.3.3), which takes significant runtime. In order to speed up

the optimization we propose a fast conversion method to convert a sequence of PBE

distributions into a POF estimation, based on the observation in Figure 6.5.

Figure 6.5 shows a plot of the POF value estimated from our DRAM resilience

simulator versus the average PBE over 3D space. As the average PBE increases, more

bit flips occur therefore it becomes harder for ECC detection. Each red data point

represents running one benchmark at a specific combination of core frequency and

DRAM refresh rate. We observe that the data fits an error function very well, and

conclude that such the fitted function can be used to convert an arbitrary average

PBE over space into a scalar POF value. The fitted error function is shown in Figure

6.5.

The data in Figure 6.5 is derived using the DRAM resilience simulator with a

specific PBE distribution. In our SA objective function we must convert a sequence

of PBE distributions to the application’s POF , since each application consists of

multiple phases with varying operating points. We deduce that a sequence of PBE

distributions can be converted to an equivalent single distribution by taking the

maximum value across all members of the sequence for each point in the spatial

distribution. Because the underlying source of randomness (i.e. manufacturing

variations) is not changing over time, it is in fact the phase with the highest PBE
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Figure 6.5: Probability of uncorrectable fault (POF ) versus probability of bit flip (PBE)
averaged over three dimensional space.

that determines if bit flip occurs at that point. If the bit error does not occur when

the probability is the highest (i.e. when the leakage current is the highest) it is not

possible that the bit error would have occurred when the probability was less (i.e.

when the leakage current was lower). Thus to evaluate an application’s POF , we

first generate an equivalent PBE distribution by taking the maximum PBE across all

members of the sequence at each point in space, and then evaluate POF based on

the mapping in Figure 6.5.
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6.5 Simulation Results

6.5.1 Experimental Setup

We study a 3D CPU architecture with four layers of DRAM (4GB total ca-

pacity) and one layer of CPU. Each DRAM layer represents one rank. One DRAM

rank is partitioned into four banks, and within each bank, there are 131072 rows

and 16384 columns. Each DRAM rank is connected to the CPU layer with a 512

bit bus implemented with TSVs. The memory organization we consider is similar to

previous stacked DRAM publications [106,109]. Distributed refresh mode supported

by JEDEC is used. The CPU layer containing 16 cores is stacked above the DRAM

layers and adjacent to the heat sink to prevent thermal violations. We mesh the

3D CPU into multiple grids, with the size of 200µm× 200µm for each grid. As the

power estimates provided by McPAT are at the function unit granularity which is

on the order of 0.1 mm2, the 200µm × 200µm grid size is sufficient to capture the

thermal and voltage variance in both the multi-core processor and DRAM layers.

BCH [93] is used as ECC.

For PDN modeling, the on-chip decoupling capacitance density is 33nF/cm2

[110]. Other parameters of PDN is calculated based on its physical dimension and

material property, similarly to the techniques proposed in [104].

For DRAM bit flip probability PBE modeling, we assume a normal distribution

of gate oxide thickness. The DRAM capacitance is 30 fF . The DRAM cell’s noise

margin depends on the strength of the DRAM sense amplifier, and here we assume
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that a bit error occurs if the bit cell voltage degrades more than 10% VDD from

ideal. For a given DRAM refresh period, a hundred thousand MC simulations are

run for each WL voltage and temperature point to obtain accurate PBE distribution.

The run time of the total MC simulations is about 12 hours for a PC with an Intel

Core i5 3.1GHz CPU and 12GB RAM. We only need to run the MC simulations

once to obtain PBE as a function of PDN noise and temperature.

We use part of SPLASH-2 and PARSEC benchmarks in our simulation [111,

112]. These benchmarks are commonly used to profile highly parallel computing

systems, and we assume them to be representative of the different computing opera-

tions to be encountered in real applications. We profile our proposed control scheme

across a sequence of applications, where each application is composed of different

computing phases which are represented by the benchmarks. Each application is

randomly assigned a nominal runtime (i.e. runtime if it were assigned the nominal

operating point) and a random distribution of how much runtime is consumed by

each type of phase. It is likely that a single application only contains a subset of all

possible phases, and even applications containing the same subset can have dras-

tically different distributions of runtime across phases.The specific benchmarks we

use are: bodytrack, dedup, fft, fluidanimate, radix and swaptions.

Performance, power, voltage and temperature for each benchmark at each

operating point are generated using the simulation framework described in Sec-

tion 6.3.1. DRAM refresh rate affects memory latency due to less availability of

the DRAM. Memory latency is scaled from the nominal value proportional to the

increase in DRAM overhead (refresh time divided by refresh period). Although the
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DRAM refresh rate determines the DRAM memory latency, it affects performance

differently for different benchmarks as a function of their memory usage: memo-

ry bound workloads will gain a large performance improvement if memory refresh

period is increased whereas CPU bound workloads will see little improvement.

We set the long term control window (tLTC) to 30 minutes and assign appli-

cation runtime uniformly between 1.33 to 8 seconds. The POF constraint within a

long term control window is 0.3%. The controller assigns each phase of each appli-

cation a frequency value from the set {3.0, 2.5, 2.0, 1.5} GHz and a refresh period

from the set {8, 12, 16, 32, 64} ms.

6.5.2 Results

6.5.2.1 Probability of Bit Flip

We use the SPICE simulation setup described in Sec. 6.3.2 to determine the

probability of DRAM bit flip (PBE) across the voltage noise, temperature and refresh

rate ranges. The resulting PBE at 16µs refresh period is shown in Fig.6.6. The PBE

values are normalized to the POF value at 75 oC and 100mV WL voltage noise.

As Figure 6.6 shows, increasing the WL noise and temperature both increase

PBE exponentially, where the WL noise has a more dominating effect.
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Figure 6.6: Probability of bit flip (PBE) versus WL noise level (VWL) and temperature,
at 16µs refresh period.

6.5.2.2 DRAM Resilience Management

We analyze the distribution of operating points assigned to our controller

across a set of 520 applications. The nominal operating point is 3.0 GHz clock

frequency and 8 ms refresh period. The results of this analysis are shown in Table 6.1.

Although 20 combinations of frequency and refresh are possible, 13 of them are

never assigned. The 32/64 ms refresh rates are never chosen by the scheduler. This

is because the DRAM IR drop can be as high as 0.1 VDD (shown in Figure 6.2),

which leads to significant increases to DRAM transistor leakage and that is why

32/64 ms are used for 2D ICs but only shorter refresh periods are feasible for 3D

ICs.
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Figure 6.7 plots the 12 operating points (32/64 ms refresh rates are exclud-

ed in this figure) and their corresponding runtime and POF for a representative

application from the optimized set. It can be seen that four operating points for

this application are not on the Pareto optimal front, and thus will never be chosen

by the controller. This explains the data in the upper right corner of Table 6.1.

In this distribution the nominal operating point is chosen a majority of the time,

but significant throttling of both frequency and refresh rate are used to optimally

trade off performance and DRAM resiliency. For example, an application with high

power (which causes PDN noise and temperature increase) may require frequency

to be reduced, whereas a lower power application puts less stress on the DRAM

resiliency constraint and can be configured to run with a longer refresh period and

get a performance boost.

Table 6.1: Distribution of operating points assigned by our controller

Refresh Rate

8 ms 12 ms 16 ms 32 ms 64 ms

Freq.

1.5 GHz 1.8% 0.0% 0.0% 0.0% 0.0%
2.0 GHz 1.8% 0.0% 0.0% 0.0% 0.0%
2.5 GHz 7.2% 0.0% 0.5% 0.0% 0.0%
3.0 GHz 59.3% 27.5% 2.0% 0.0% 0.0%

We compare the performance subject to POF constraint of our control scheme

to the baseline case of running at nominal frequency and refresh rate. Our technique

is able to improve system throughput (jobs completed per second) by 27%. Our
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Figure 6.7: Pareto optimal frequency/refresh rate points for a representative appli-
cation.

controller improves performance in two ways: 1) it allows applications to trade off

resiliency and performance with one another and 2) it allows slack in the POF

constraint to be converted to performance improvements.

Table 6.2: Throughput improvement using our frequency/refresh rate controller
scheme

Optimal Nominal

POF 0.30% 0.23%
Throughput (jobs/second) 0.29 0.23

Normalized Throughput 1.27 1.00

6.6 Conclusion

This chapter presents a detailed analysis and optimization scheme for 3D CPUs

on voltage noise induced DRAM transient fault. Significant correlations between

CPU activities and DRAM layer thermal and voltage noise behaviors have been

observed. We show that under certain DRAM resilience target, the currently off-
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the-shelf DRAM refresh period (32 or 64 ms) is not sufficient, however arbitrarily

applying faster DRAM refresh rate inevitably hurts the performance. We propose

a dynamic DRAM resilience management technique, which tunes CPU frequency

and DRAM refresh rate in order to maximize performance while meeting long-term

resilience target. Simulation results show that our management scheme achieves

27% increase in performance when comparing to running at the nominal operating

point.
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Chapter 7: Conclusions and Future Work

3D ICs have shown promising improvements in performance and energy effi-

ciency independent of costly transistor scaling. However, the expanded design space

brought on by 3D integration imposes extra design complexities to the physical

design domain, including the 3D clock tree synthesis. Furthermore, vertical vias

introduce new sources of reliability degradations. In this dissertation, we present

novel clock tree synthesis flow for 3D ICs. We also develop a simulation framework

to capture the trend of EM degradation and thermal mechanical stress. These phys-

ical design methodologies are necessary enhance 3D IC’s performance, power and

reliability, and push 3D ICs into full commercialization in the near future.

In order to deliver clock signal throughout the three dimensional space, we

develop a clock tree synthesis algorithm for 3D ICs. Clock gating is applied in order

to minimize the clock tree power. Different than clock gating a 2D IC, sending

“enable” signal to shutdown gates requires control TSVs, which compete with clock

TSVs for placement resources. In contrast with conventional clock tree synthesis

flow which constructs the clock tree based only on the clock sinks’ geometric infor-

mation, our flow aims to cluster clock sinks with similar switching behaviors, thus

one shutdown gate can control multiple clock sinks at the same time. Besides, our
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clock tree synthesis flow accounts for placement whitespaces for TSVs, and is able

to optimally allocate clock TSVs and control TSVs such that the overall clock power

is minimum.

We also investigate several reliability aware physical design methodologies.

The first case study we have performed is about EM-aware delay optimization for

a TSV-involved timing path. We develop a fast and accurate meshing strategy

to predict the peak current density inside one TSV. The meshing strategy avoids

time-consuming numerical simulation. To prevent EM degradation caused by high

magnitude of current, wire sizing technique is used to control the peak current den-

sity, while optimizing for wire delay. We use dynamic programming method to

solve the EM-constrained delay optimization problem, and successfully minimize

interconnect delay while meeting the EM constraint. In addition, we recognize the

TSV’s tapering effect, which is a byproduct of TSV manufacturing, and quanti-

tatively summarize that TSV tapering causes higher magnitude of current in side

TSVs.

Furthermore, a more advanced and accurate TSV EM model is investigated.

We set up a simulation framework using FEM to investigate the impact of electrical

current, thermal stress, and temperature on TSV’s EM. Due to the large mismatch of

CTEs between copper and silicon, TSV and neighboring substrate area endure high

magnitude of thermal stress, which dramatically accelerates the migration of atoms

inside TSVs. Besides, high magnitude of thermal stress leads to delamination and

cracks of the substrate. We develop accurate analytical models for TSV’s EM and

TSV-induced material fracture, which replace time-consuming FEM simulations.
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These reliability models are then embedded into the 3D placement design flow, and

we show that from locally rearranging the locations of TSVs and logic gates, circuit

lifetime can be substantially increased, and thermal stress can be reduced, with

litter degradation on circuit’s performance.

At last, we present a detailed simulation framework for analyzing 3D CPUs’

voltage noise induced DRAM transient fault. Significant correlations between CPU

activities and DRAM layer thermal and voltage noise behaviors have been observed.

We show that under certain DRAM resilience target, the currently off-the-shelf

DRAM refresh period (32 or 64 ms) is not sufficient, however arbitrarily applying

faster DRAM refresh rate inevitably hurts the performance. Based on our simu-

lation framework, we propose a dynamic DRAM resilience management technique,

which tunes CPU frequency and DRAM refresh rate in order to maximize perfor-

mance while meeting long-term resilience target. Simulation results show that our

management scheme achieves higher throughput when comparing to running at the

nominal operating point.

7.1 Future Work

In Chapters 3 through Chapters 6 we have discussed our physical design

methodologies on 3D clock tree synthesis, wire delay optimization, reliability-aware

3D placement flow, and techniques for voltage noise induced soft error mitigation.

We have proposed effective models and algorithms for solving these problems. One

of our future thesis works is on the powe delivery design and mangement.
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7.1.1 Power Delivery Design and Management

Suppressing voltage noises is the most important PDN design objective to

ensure a quality and stable voltage level. Voltage noises are especially severe in

3D ICs. On one hand, the total power consumption increases as more chips are

vertically stacked. On the other hand, the power I/O pin count is proportional to

3D IC’s footprint area, which is relatively fixed due to manufacturing constraints.

As functional units are drawing large amounts of currents from the power supply,

significant power is lost during vertical transportation through IR drop. In addition,

the surge of current can induce significant Ldi/dt voltage droop.

Source Board Package

P/G TSVs

Power Rail

Ground Rail
Layer 0

Layer 1

Figure 7.1: A two-layer 3D IC’s PDN model

Figure 7.1 shows a two-layer 3D IC’s PDN model, which consists of RLC

components in the PCB board, package, and the stacking chips. The stacking chips

are meshed into multiple grids, where current draws are modeled as current sources

attached to each of the grids. Between grids there are RL components for planar

wires and power TSVs.
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Several properties of 3D power network are essential for designers to suppress

the voltage noises in a 3D IC’s power line. First, power consumption possesses

significant spatial variations in both planar plane and along the vertical direction.

Inside the planar plane different functional units dissipate various powers (i.e. an

execution unit dissipates more power than a load-and-store unit). Along the vertical

direction, where chips with different technologies are bonded, power consumptions

might also be different. For example, a DRAM layer requires much lower power

than a CPU layer.

Second, the stacking structure makes the power noise to be coupled to adjacent

layers. For example, during a period when CPU cores are active, significant voltage

noise are observed in adjacent DRAM layers as well. Figure 7.2 shows the static

state voltage map for a 3D CPU where 4 DRAM layers and 1 16-core CPU layer

are stacked, and power I/O pins are placed next to the DRAM layer. The nominal

VDD is 1 Volt.

(a) (b)

Figure 7.2: Voltage map of (a) the processor layer (furthest away from power I/O )
and (b) the bottom DRAM layer (closest to power I/O)
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In Figure 7.2, the CPU layer has larger voltage droop and also larger voltage

droop variation, comparing to the DRAM layer. This is primarily because the CPU

layer consumes large amounts of power, therefore large amounts of currents are

drawn from the power I/Os and transported to the CPU layer, causing significant

IR drop. DRAM layers consume much less power, therefore, the IR drop is much

less severe.

Third, power consumptions vary dramatically in time. Heavy computational

task results in higher power consumption, and run-time approaches such as dynamic

voltage and frequency scaling (DVFS) also impacts the power profile dynamically.

The transient voltage droop for the same 3D CPU when simulating the “BodyTrack”

parallel benchmark from [111] is shown in Figure 7.3. We observe large temporal

voltage droop variation in the CPU layer, and in addition, the voltage droop from

the CPU layer is coupled into adjacent DRAM layers.

Figure 7.3: The transient voltage droop in CPU and DRAM layers when simulating
the “BodyTrack” parallel benchmark
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