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Fundamental to many tasks in the field of computer vision, this work con-

siders the understanding of observed visual patterns in static images and dynamic

scenes . Within this broad domain, we focus on three particular subtasks, contribut-

ing novel solutions to: (a) the subordinate categorization of objects (avian species

specifically), (b) the analysis of multi-agent interactions using the agent trajectories,

and (c) the estimation of camera network topology.

In contrast to object recognition, where the presence or absence of certain

parts is generally indicative of basic-level category, the problem of subordinate cat-

egorization rests on the ability to establish salient distinctions amongst the char-

acteristics of those parts which comprise the basic-level category. Focusing on an

avian domain due to the fine-grained structure of the category taxonomy, we ex-

plore a pose-normalized appearance model based on a volumetric poselet scheme.

The variation in shape and appearance properties of these parts across a taxonomy

provides the cues needed for subordinate categorization. Our model associates the



underlying image pattern parameters used for detection with corresponding volu-

metric part location, scale and orientation parameters. These parameters implicitly

define a mapping from the image pixels into a pose-normalized appearance space,

removing view and pose dependencies, facilitating fine-grained categorization with

relatively few training examples.

We next examine the problem of leveraging trajectories to understand inter-

actions in dynamic multi-agent environments. We focus on perceptual tasks, those

for which an agent’s behavior is governed largely by the individuals and objects

around them. We introduce kinetic accessibility, a model for evaluating the per-

ceived, and thus anticipated, movements of other agents. This new model is then

applied to the analysis of basketball footage. The kinetic accessibility measures are

coupled with low-level visual cues and domain-specific knowledge for determining

which player has possession of the ball and for recognizing events such as passes,

shots and turnovers.

Finally, we present two differing approaches for estimating camera network

topology. The first technique seeks to partition a set of observations made in the

camera network into individual object trajectories. As exhaustive consideration of

the partition space is intractable, partitions are considered incrementally, adding

observations while pruning unlikely partitions. Partition likelihood is determined

by the evaluation of a probabilistic graphical model, balancing the consistency of

appearances across a hypothesized trajectory with the latest predictions of camera

adjacency. A primarily benefit of estimating object trajectories is that higher-order

statistics, as opposed to just first-order adjacency, can be derived, yielding resilience



to camera failure and the potential for improved tracking performance between

cameras. Unlike the former centralized technique, the latter takes a decentralized

approach, estimating the global network topology with local computations using

sequential Bayesian estimation on a modified multinomial distribution. Key to this

method is an information-theoretic appearance model for observation weighting.

The inherently distributed nature of the approach allows the simultaneous utilization

of all sensors as processing agents in collectively recovering the network topology.
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Chapter 1

Introduction

1.1 Preliminaries

Learning visual patterns is fundamental to many problems in the field of com-

puter vision. Crucial to the ability to successfully learn and recognize such patterns

is an appropriate model or representation of the visual phenomena observed. In this

dissertation, we specifically consider three problems:

i) subordinate object categorization (specifically for avian species);

ii) analysis of multi-agent interactions using the agent trajectories; and

iii) estimation of camera network topology.

For each of these problems, we provide both background on the problem and a dis-

cussion of previous work in the respective domain and other related research. We

then describe our solution, detailing the novel characteristics of our proposed repre-

sentation and how the constraints it imposes effectively address the given problem.

1.2 Subordinate Categorization

We first consider the problem of subordinate categorization, namely, identify-

ing the object in a novel image not only as an instance of a given basic-level category

1



Head
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Blue-headed Vireo

Body

Figure 1.1: Subordinate Categorization - Proposed Approach. Basic-level

categories are modeled by a configuration of volumetric primitives or parts. Detec-

tion recovers these parts and enables application of a pose-normalized appearance

model for classification within a taxonomy of subordinate categories.

(e.g . frog or automobile), but rather by assigning it to a finer-grained category la-

bel (e.g . spring peeper, Pseudacris crucifer, or Lamborghini Countach). Basic-level

categories are defined largely by a collection of constituent parts. Elephants, for ex-

ample, have (in addition to their head and body) four legs, a small tail, large ears,

a large proboscis (trunk), and tusks. Basic-level categorization thus relies princi-

pally upon the recognition of these object parts that are either category-specific

(like the elephant’s trunk, tusks and large ears) or shared amongst a subset of other

basic-level categories (like the head, body and legs and perhaps tail).

Most computational approaches for categorization rely upon learning coarse

characterizations of shape and/or appearance based purely on local or global im-

age statistics, instead of explicitly modeling parts and/or pose. In the context of

subordinate categorization, however, distinguishing features can be so subtle that

2



localization of semantic parts can be crucial. Consider, for example, the differences

between African (genus Loxodonta) and Asian (genus Elephas) elephants: African

elephants have much larger ears, generally have a concave back, are generally less

hairy, and both male and female African elephants have tusks (whereas only male

Asian elephants do). Coarse-grained image statistics generally fall short of capturing

such details.

Figure 1.2: Comparison of Subordinate Species. The elephant on the left is an

African Elephant (genus Loxodonta), the one on the right an Asian Elephant (genus

Elephas). Photo Credits: [110] and [35], respectively.

In this work, we focus on subordinate categorization in the avian domain, a

taxonomy comprised of approximately ten thousand unique species, each with gen-

erally the same set of anatomical parts: a beak or bill, a head, a body, two wings,

two feet and a tail. There is clearly great variation in both shape and appearance

across these parts (consider, for example, the distinctive bills of pelicans, humming-

birds and toucans). It is not the presence or absence of these parts that allows us

to differentiate amongst bird species, rather, it is precisely these variations in shape

(e.g . aspect, cross-section, proportions relative to other parts) and appearance (par-

ticularly part colors, streaking patterns, contrasting stripes or patches) that allows

3



visual discrimination between species.

Motivated by Biederman’s Recognition-by-Components theory [8], our ap-

proach represents objects as a constellation of volumetric primitives, each a seman-

tically meaningful part. To facilitate finding these volumetric parts in an image,

we extend the poselet model recently proposed by Bourdev et al . [12, 13] to ac-

commodate such primitives instead of just keypoints. Given these semantic parts,

ellipsoids for the bird’s head and body in our case, we describe a pose-normalized

appearance model which implicitly maps image pixels into a pose-normalized space,

thus removing view and pose dependencies. This pose-normalized (or semantic) ap-

pearance space facilitates discrimination amongst closely-related species, improving

accuracy in subordinate-level categorization.

This work is currently under review.

1.3 Analyzing Interactions in Multi-Agent Environments

We next examine the task of understanding the behavior of multiple interacting

agents using their trajectories. Within the vast space of multi-agent environments,

we focus on domains dominated by perceptual tasks, those for which an agent’s

behavior is governed largely by the locations and movements of the other individuals

and objects around them. As a model for such perceptual tasks, we introduce kinetic

accessibility, a representation based on the spatiotemporal geometry of trajectories

which is well-suited for evaluating an individual’s behavior in light of the perceived,

4



Figure 1.3: Multi-Agent Interaction Analysis - Proposed Approach. In-

teractions in a multi-agent environment are analyzed using kinetic accessibility, a

spatiotemporal framework for considering individual perception and behavior in the

context of agent and object trajectories.

and thus anticipated, movements of other agents.

The arena in which we apply our new approach is the sport of basketball,

where two five-player teams each try to get the playing ball into a small basket or

hoop at their end of the playing field. A reasoning framework based on Markov

Logic Networks [112] allows integration of the domain-specific rules of basketball,

low-level visual cues and quantitative kinetic accessibility-based measures. Such

measures describe the feasibility of actions such as an agent completing a pass to a

given teammate, allowing recognition of events such as passes, shots and turnovers.

1.4 Topology Estimation in Camera Networks

While there are fascinating new challenges introduced by the growing ubiq-

uity of mobile video-recording devices (e.g . cell phones, tablets, netbooks), this work

focuses on a long-standing challenge for static networks of cameras, one that is par-
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Figure 1.4: Estimation of Camera Network Topology. This illustration shows

an office environment with twenty cameras placed throughout it. The objective

is to leverage the collection of observations throughout the network to recover the

topology of the network.

ticularly relevant in the surveillance domain. Prerequisite to identifying events of

interest or interpreting an agent’s activities is the ability to track observed indi-

viduals over extended periods of time. If cameras overlap and are appropriately

calibrated, tracking between cameras is relatively straightforward. In many circum-

stances, however, sensors have disjoint fields of view, due to factors such as large

coverage areas, target resolution requirements or physical building layouts, and it is

in such non-overlapping networks that identity maintenance is so difficult.

We introduce two methods for recovering the topological relationships between

non-overlapping cameras. While the latter approach uses a distributed or decentral-

ized architecture, the first system collects all of the observations throughout the

network and processes them centrally. This technique aims to partition the set of

observations into unique object trajectories, each observation assigned to the correct
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individual’s sequence of observations. As exhaustive consideration of the partition

space is intractable, partitions are considered incrementally, adding observations

while pruning unlikely partitions. A probabilistic graphical model is employed to de-

termine each candidate partition’s likelihood, balancing the consistency of observed

appearances with current predictions of camera adjacency. While prior solutions

generally recover only first-order camera adjacency, the proposed trajectory-based

method provides higher-order statistics, yielding resilience to camera failure and the

potential for improved tracking performance between cameras.

The decentralized approach is amenable to a network of smart cameras which

couple the ability to communicate with other camera nodes with onboard process-

ing capabilities. Under this model, the global network topology is computed in

parallel using sequential Bayesian estimation on a modified multinomial distribu-

tion. A crucial aspect of this system is the integration of an information-theoretic

appearance model in which easily-confused objects are discounted and salient or con-

spicuous appearances are weighted more heavily. As the system acquires additional

observations, the global topology estimate converges toward the correct underlying

representation.

This work was previously published [39, 38].
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1.5 Overview of the Thesis

The dissertation is organized as follows. . . We tackle the problem of subordi-

nate categorization in Chapter 2, using the avian domain as a testbed for the pro-

posed approach. Our approach couples a volumetric poselet-based detection model

with a pose-normalized part appearance model. Chapter 3 introduces kinetic acces-

sibility, our proposed approach for reasoning about agent interactions based on their

trajectories, and describes its application in the domain of basketball. Leveraging

trajectories at a more global scale, Chapters 4 and 5 present two approaches to the

problem of estimating camera network topology, equivalently, the task of deriving

a model describing how objects transition between cameras. While one approach is

centralized and the other distributed, both approaches rely heavily on the individual

observations, utilizing factors such as object appearance and temporal constraints.

Chapter 6, the conclusion, both provides a summary of the contributions contained

in this work and suggests some research directions for future investigation.
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Chapter 2

Subordinate Categorization Using Volumetric Primitives and

Pose-Normalized Appearance

2.1 Introduction

In recent years, the computer vision community has devoted extensive efforts

toward the development of computational techniques for object recognition. These

efforts, however, have focused almost exclusively on basic-level categories; relatively

few have addressed the broad continuum of fine-grained or subordinate categories

which lies between the two extremes of individuals (e.g. face recognition, biometrics)

and basic-level categories (e.g. Caltech-256 etc.), see Figure 2.1.

Figure 2.1: Categorization Spectrum. This illustration shows the range of cat-

egorization levels, ranging from basic-level categories (e.g . frog vs. piano) to the

individual/biometric level (e.g . face recognition). Between these extremes we find

entry-level categories (e.g . more readily identified as “owl” and “quail” than “bird”)

and subordinate level categories (e.g . individual species).
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Figure 2.2: Overview of the Proposed Approach. Basic-level categories are

modeled by a configuration of volumetric primitives or parts. Detection recovers

these parts and enables application of a pose-normalized appearance model for clas-

sification within a taxonomy of subordinate categories.

In cognitive psychology, Rosch et al . [113] proposed that, whereas basic-level

categories are principally defined by their parts, subordinate level categories are

distinguished by the differing properties of these parts. This theory suggests that

the capacity to differentiate subordinate categories hinges not only on the successful

recognition of individual parts but, perhaps more particularly upon understanding

how these part “properties” vary across subordinate categories. While recent ad-

vances on part-based and attribute-based recognition are promising, general and

view-independent identification of part-specific attributes in novel images remains

somewhat elusive.

We tackle the problem of subordinate categorization, proposing a solution

that simultaneously addresses the challenges of localizing and describing the class-

defining parts. Our approach (see Figure 2.2) builds upon the Poselet detection
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framework recently proposed by Bourdev et al . [12, 13]. The strength that we see

in this framework is that, in theory, the model allows for specific types of train-

ing annotations to be recovered from detections in test images. Our approach is

also motivated by Biederman’s theory of non-accidental arrangements of geometric

primitives [8, 9]. We use a simple configuration of volumetric primitives to represent

the basic-level class. Then, following Rosch et al ., variations in the shape, config-

uration and appearance of these volumetric parts provide the basis for subordinate

discrimination.

Our proposed approach contributes three main innovations:

(i) a framework, based on Poselets, for detecting volumetric part models, used

both to find the basic-level object and to convey information about part shape

and configuration;

(ii) a pose-normalized appearance model (similar to representations such as Active

Appearance Models [25] and Morphable Models [70] used in the domain of

faces) which is used to effectively compare part appearances in a test image

to those of subordinate category training examples; and

(iii) a classification model, based on Stacked Evidence Trees [93], which aggregates

information about part properties (shape, configuration and appearance) and

leverages the underlying taxonomy.

We demonstrate experimentally that the proposed approach enhances the perfor-

mance for view-independent recognition of subordinate categories.
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2.2 Related Work

The problem of subordinate categorization has been previously examined.

Bar-Hillel et al . [5] performed experiments on two subclasses for each of six ba-

sic categories (e.g. Grand vs. Upright Pianos). Nilsback and Zisserman [98, 99]

considered subordinate categories of flowers (introducing the 17- and 102-category

Oxford Flowers datasets), whereas Mart́ınez-Muñoz et al . [93] considered subordi-

nate categorization of stonefly larvae, a domain which exhibits tremendous visual

similarity. These approaches focused primarily on discriminative learning of image

features, an approach that does not generalize for view-independent categorization

of part-based objects that exhibit significant pose variation.

There are various methods that have been proposed for learning part-based

object representations. Constellation models [19, 128] and their computationally

attractive variants [27, 47] are composed of a set of local part detectors together with

one or more probability density functions describing the parts’ relative locations.

Felzenszwalb and Huttenlocher [44] proposed an efficient framework implementing

Fischler and Elschlager’s Pictorial Structure model [49], which represents an object

by a collection of parts, interconnected as if by elastic springs. This Deformable

Part Model has culminated in Felzenszwalb et al .’s recent work using Latent SVMs

[43] to discriminatively train class-specific object detectors. Ferrari among others

have explored the use of contours in object representation [48]. While these models

perform well for objects that exhibit minimal articulation or pose variation, they are

unsatisfactory for objects with high intra-class variability or significant articulation.
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There is also a growing body of work that seeks to leverage similarities be-

tween categories to improve recognition performance. We consider two principal

areas of interest: first, class taxonomies or hierarchies and, second, attribute-based

models. Unsupervised hierarchical approaches range from constructing latent topic

hierarchies [6] to sharing classifiers [4] or visual parts [122] to constructing efficient

classification trees [59, 92]. Each such approach provides insights or advances to-

ward efficiently solving basic-level classification. These unsupervised approaches,

however, cannot be readily applied to the problem of distinguishing closely-related

subordinate categories which, by definition, share a common set of parts and yet

can have both subtle and drastic appearance variation.

Techniques that leverage the semantic class hierarchy should possess an in-

herent advantage over those that do not. Supervised methods that utilize such

information (as contained in WordNet for example) include the sharing of training

examples across semantically similar categories [46] and combining information from

different levels of the semantic hierarchy [137]. Deng et al . [29] consider exploiting

the semantic hierarchy in the context of more than 10,000 categories (using the

ImageNet [30] dataset).

A growing interesting in attribute-based recognition has produced some no-

table advances. Representative work in this area includes Farhadi et al . [36, 37],

Kumar et al . [78] Lampert et al . [79] and Wang and Forsyth [127]. These tech-

niques often learn discriminative models from attribute-labeled training data and

subsequently apply the learnt models to estimate the appropriate visual attributes

present in a test image. Attribute-based models are particularly well-suited for ad-
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dressing the one-shot learning problem (previously considered in [41, 42, 45, 94]

among others). Note that while these approaches are effective for the recovery of

object level attributes such as brown, furry, spotted and even four-legged, they are

generally insufficient to model subtle differences between parts necessary for subor-

dinate categorization.

An interesting exception is the innovative work of Branson et al . [17] which

proposes improving recognition accuracy by interleaving computation with attribute

queries made to a human subject. This method performs effective, though not

automatic, recognition in a large, 200-category bird dataset [129]1. Additionally,

in the context of subordinate categorization, the attribute-based work of Berg et

al . [7] is also of interest as it attempts to discover (and localize) visual attributes

which can be used to differentiate classes within a basic-level category (e.g. stiletto,

running shoe, sandal, etc.). This approach is somewhat limited, however, in that

its training data is segmented from any background and also must be in a similar

pose/orientation.

Before proceeding to describe our approach, we first visit the theory initially

put forth by Marr and Nishihara [91] and later extended with Biederman’s geons [8]

which suggests that object perception is largely governed by recognition of three-

dimensional parts in particular configurations. While subsequent research has ques-

tioned certain aspects such as view invariance [120], this theory of perception as the

search for arrangements of non-accidental structures has survived. Biederman et al .

1Additional details on the CUB-200 dataset can be found in Section 2.6 which describes our

experiments.
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revisited it in the specific context of subordinate-level classification [9]. This the-

ory provides support for the proposed approach which models a basic-level category

with geometric primitives, and then couples the statistical variation of the parts’

shape and arrangement with their appearance to represent subordinate classes.

2.3 Subordinate Categorization in an Avian Domain

We begin by considering more closely the problem of subordinate categoriza-

tion, highlighting some of the ways it differs from basic-level categorization. The

seminal work of Rosch et al . [113] provided experimental evidence in support of

a distinction between levels of abstraction within a taxonomy: superordinate, ba-

sic, and subordinate (in decreasing order of inclusivity). Rosch et al . contend that

basic-level categories generally possess the highest cue validity P (category|cue), as

superordinate-level categories, being more inclusive, have fewer attributes in com-

mon and subordinate-level categories share most of their attributes with contrasting

subordinate categories.

2.3.1 Basic- and Subordinate-Level Categorization

Objects within a superordinate category tend to share common material and/or

functional properties (sensory-motor “affordances” to use Gibson’s terminology [53]).

In contrast, a (and perhaps the) key characteristic of categories at the basic-level is

shape. Rosch et al . include in their definition of shape “the structural relationship

of the parts of an object to each other - for example, the visual representation of
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the legs, seat, and back of a chair and of the way in which those parts of the chair

are placed in relation to one another.”

This notion of basic-level shape as a fixed set of parts in an expected arrange-

ment agrees strongly with Biederman’s theory of Recognition-by-Components [8]

which suggests that a category may be represented by volumetric components or

primitives called “geons” (blocks, cylinders, cones, etc ) in a particular configura-

tion. While Biederman’s theory presents a broad perspective on the human recog-

nition process (edge extraction and parsing, identification of components, matching

to known configurations, object identification), we focus on this underlying repre-

sentation of basic-level categories: a configuration of volumetric parts.

This basic-level representation is intuitive for many natural categories. Objects

within a category such as automobiles, for example, share a common set of parts:

a main chassis (engine, passenger compartment, trunk) and four wheels. Similarly,

trees have a trunk, branches and a leaf canopy (the roots are generally not visible)

while dogs have a head, body, four legs and a tail. Within such categories, the

configuration and “connectivity” of these parts is generally highly constrained.

Differentiation amongst subordinate categories (e.g . between sports cars and

sedans or even different brands/models), however, must rely on more than the simple

presence and configuration of these parts. We thus consider properties of these

parts, including quantitative properties such as shape variation (aspect, relative

size) or structural relationships (relative position/angle) and qualitative appearance

properties such as color, material and texture.

We have selected birds as the domain for our experimental evaluation for a
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variety of reasons. There are several basic-level categories for which vision datasets

include many subordinate classes. None are larger than the recently introduced

Caltech/UCSD Birds dataset (CUB-200) [129] which includes 200 distinct avian

species. While some categories are readily identified by their unique shape, pose,

or appearance, the distinctions between other categories are very subtle. Due to

highly variable appearances and articulation, birds are also extremely challenging

to even detect, consistently the most difficult across the 20 standard VOC categories.

Ultimately, however, the principal motivation for our use of birds as a domain in

which to explore subordinate visual categorization is their suitability for our pose-

normalized representation.

2.3.2 Pose-Normalized Appearance Representation

Following Rosch’s prototype theory which defines basic-level categories by their

parts, we distinguish subordinate categories based on both the geometric shape and

the photometric appearance properties of these basic-level parts. In describing our

appearance representation, we begin with a basic-level object, represented as con-

stellation of volumetric parts. The detection process provides estimates for each

part’s respective parameters: location, scale and orientation. The geometric shape

and arrangement properties can be used to influence categorization. Within the

domain of birds, taxonomic guidance by shape is intuitive; even individuals with

minimal expertise in recognizing birds can correctly assign a silhouette to its re-

spective family (e.g . duck, heron, hawk, owl, songbird, etc.).
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As far as the volumetric part appearance properties, the primary difficulty

is relative pose variation with respect to the camera, an issue that complicates

the comparison of part appearances observed from different angles. To overcome

this challenge, we propose a pose-normalization approach leveraging the detected

volumetric parts. Fundamental to our approach, this technique imposes a surface

parameterization on the volumetric part, the parameterization serving as a basis

for a non-parametric representation of the surface. Comparisons between images

are made not in image space, but on a distribution of patch descriptors in the

parameterized space of estimated surface normals.

In our part model, we have two ellipsoids, one for the head and one for the

body. For a given ellipsoid, we take the pose parameters: ellipsoid center (x,y),

scale (cross-section and axial aspect ratio) and orientation (represented as a quater-

nion) and generate the transformation that maps points on a unit sphere onto the

ellipsoid’s surface. The inverse of this transformation allows us to map image points

(that are within the ellipsoid’s silhouette) back onto the unit sphere. Instead of

parameterizing in the sphere’s space, we randomly sample points on the sphere,

transform them onto the ellipse’s surface and compute their normals (using the in-

verse transform), ensuring that they are visible. We can then find the tangent plane

at this location and for a square patch, tangent to the ellipse, centered at a sampled

point, we locate the corners of this tangent patch and project them back to the

image. We then take this rectangle in the image and warp it’s pixel contents onto

a small image square. We can then extract a descriptor from this image square (we

use a color-SIFT descriptor at the nominal orientation). We couple the appearance
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Figure 2.3: Pose-Normalized Appearance Descriptor (PNAD). Locations

are sampled from the surface of a volumetric primitive; at each sampled location

(parameterized as a surface normal), an image patch of the local tangent plane is

extracted and encoded with a feature descriptor (SIFT in our implementation); the

final pose-normalized appearance descriptor, or PNAD, is obtained by concatenating

the patch feature descriptor with the parameterized surface location.

information together with the parameterized location by concatenating the normal

vector onto the appearance descriptor. This process is shown in Figure 2.3. Af-

ter sampling several such points, we obtain a non-parametric representation of the

visible portion of the ellipsoidal part.

2.4 Volumetric Object Localization

As suggested in the introduction, the primary requirement for successful dif-

ferentiation of subordinate categories is an ability to find parts and understand how

these parts vary (or alternatively, how the “properties” of these parts vary) across

different subordinate categories. To address the problems of localizing and describ-

ing the class-defining parts simultaneously, we adopt the Poselet framework recently
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proposed by Bourdev et al . [12, 13], but with an object model comprised of volu-

metric primitives instead of 2D or 3D keypoints. We provide a brief description of

the approach while highlighting changes needed for our volumetric implementation.

2.4.1 Birdlets: Volumetric Primitive Templates

While the Poselet framework represents a basic-level category as a constellation

of 2D keypoints, our approach creates “Birdlets”, templates based instead on solid

volumetric primitives, consistent with Biederman’s notion of basic-level categories

as arrangements of 3D geometric primitives. Where the former technique estimates

the image location of each keypoint, the utility of using the volumetric parts lies in

its potential to estimate various geometric quantities for each of the volumetric el-

ements that collectively comprise the basic-level category model. Examples of such

geometric attributes (or “properties”) include part location, size/aspect, and orien-

tation, and can encode intrinsic category characteristics such as the cross-section or

aspect of a bird’s body relative to the size of its head.

This volumetric model is particularly well suited for birds, as the avian coun-

terparts for interior mammalian joints (e.g . shoulders, elbows, hips, knees) are often

obscured by plumage and thus very difficult to locate in a typical image. Moreover,

skeletal features such as many of the keypoints used in the Poselet model capture

body part proportions (e.g. cross-section, aspect) within the object poorly. The

proposed model, therefore, includes visible point features such as the beak tip, eyes,

wingtips, feet, and tail, only to assist in configuration alignment, but the model fo-
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cuses on its two volumetric components. The bird’s head and body are represented

by prolate ellipsoids (a sphere stretched along one axis), each having 7 parameters:

image location(x,y), 3D-orientation(a 3-DOF quaternion), and scale(circular cross-

section and axial length). Where one could try to model a bird with additional

primitives, this simplified version (or “partial version” [8, p. 131] as Biederman

calls it) captures the essence of shape and enables the pose-normalized appearance

representation.

2.4.2 Training and Detection

The Poselet framework requires images annotated with configuration land-

marks (2D or 3D keypoint locations in Bourdev et al ., location, orientation and

scale of volumetric primitives in our case). These annotations serve to help find

training examples that share similar local pose or configuration (it need not be

fully identical, just for the part or keypoints in question). In this manner, images

depicting similar poses relative to the camera are grouped together.

Birdlet training takes a certain base training image and determines a selection

window overlapping some subset of the volumetric parts (in our case, this could be

the head, the body or both). Next, the pose distance to each of the other training

images is computed, based on the similarity in parameters for this subset of parts

(i.e. can the two images be registered to one another such that the parts align well).

Specifically, this distance is computed using terms for rotation (geodesic distance

on 4D surface of quaternion rotations), scale (computed on cross-section and aspect
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Figure 2.4: Birdlet Training. This illustration shows the process of selecting the

positive training set. Training examples with similar pose (within the window of

interest) are identified and an aligning similarity transform determined. Then for

each training example, a HOG description is extracted for the aligned patch. These

features collectively form the positive training set.

after scaling to equal volume) and translation (generally ignored as single ellipsoids

can be brought into precise alignment as can the dipoles formed by ellipsoid centers).

As depicted in Figure 2.4, the n− 1 closest training images are selected (while

the figure shows 10 for ease of illustration, we nominally use n = 50) and the

similarity transform to align them to the base image is determined. With this

transform, the parts now line up (as best as can be done with the 2D similarity

transformation) and the corresponding image features should now be well aligned

also. Now, for each of n training images (the base and the n − 1 closest in terms
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of pose distance) which have been transformed into alignment, the pixels in the

selected window are mapped into a canonical rectangular patch (96×64 in our case)

and a HOG vector [28] is extracted (the concatenation of HOG features across 8×8

blocks). These n HOG vectors are used as positive examples, together with a much

larger set of negative HOG vectors (extracted from other random windows in the

training data), are used to train an SVM classifier to discriminate this birdlet from

background patterns. Like Bourdev et al ., we use a retraining stage, collecting false

positives predicted by the initial classifier and feeding these as additional negative

examples in order to train the final classifier for this birdlet.

For detection, our birdlet classifier will evaluate patches in a test image using

a sliding window (scanning over locations and scales), responding with a probabil-

ity of how similar each scanned patch appears to the positive examples that the

classifier was trained with. Windows with high response probabilities are labeled as

activations for the given birdlet.

The great benefit that we saw in the framework of Bourdev et al . is that

the birdlets we train facilitate detection, but moreover provide information about

the pose or part-configuration. A birdlet activation provides an estimate or vote

toward the parameters of those volumetric parts that overlapped the birdlet’s se-

lection window. Hence, whereas other techniques typically learn a model on latent

parts, the birdlet model maps the image patterns within the selection window to

the semantically meaningful volumetric primitives, inherently providing a level of

visual correspondence across instances (and views).

Many such birdlet templates are trained, binding images cues from the training
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set with their counterpart volumetric part annotations. The collection of birdlets is

then applied to a test image producing a set of birdlet activations. Each activation

has an associated probability (derived from the corresponding classifier’s response)

as well as the distribution on part parameters it acquired during training (this dis-

tribution is a simple tabulation on the parameters of the overlapping parts once

aligned). The birdlet normalizes the distribution relative to the height of the patch,

such that for a given activation window, the normalized location and relative size

information can be scaled up the activation window, thus converting it to a predic-

tion in the test image. Our implementation uses a non-parametric (kernel density

estimate) density to represent each ellipsoids 7-D parameter space.

The final step is to cluster the set of activations into one or more final detections

with the corresponding volumetric part estimates. The approach that we have taken

for this clustering is to compute the pairwise consistency of activation, determined by

symmetric K-L divergence between the parameter distributions of the corresponding

parts shared by the activations’ respective birdlets. We take the pair of activations

with the highest consistency (and activation probability or response) and draw the

volumetric parts’ parameters from their distributions. In theory we can sample from

the combined distribution, however, in practice, we found it effective to predict the

parameters of each birdlet’s base training image (for some birdlets, there are small

clusters of examples with similar pose, and thus only a few training examples that

share similar parameters).
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2.5 Integrated Classification

Our approach uses an integrated classification technique based on the Stacked

Evidence Trees model proposed by Martinez-Muñoz et al . [93]. The authors de-

scribe this approach as an alternative to dictionary learning, being instead a way

of “discriminatively structuring the evidence in the training set”. This model (see

Figure 2.5) relies on a Random Forest [18] constructed such that all leaf nodes of

the constituent random trees are required to have a specified minimum number (e.g .

20) of training samples. In this manner, when a query sample is passed through

a random tree and reaches a particular leaf node, the tree returns the distribution

across class labels corresponding to training examples that reached that node. For a

given image, features are extracted densely. As these features are dropped through

the trained random forest, the class label distribution vectors are collected and ag-

gregated into an “evidence” vector, each feature effectively voting for the category of

the image. A second-stage (“stacked”) multiclass adaboost classifier is then applied

to the class distribution evidence vector, producing the final category prediction.

The Stacked Evidence Trees model was selected principally for the way that it

complements the Pose-Normalized Appearance model, providing an attractive solu-

tion to the problem of varying surface visibility. In general, a volumetric primitive

has only half of its surface facing the camera, the remaining half is not visible. As

the visible/occluded portions are different for each image (e.g . a bird facing the

camera vs. facing left vs. facing right), it is desirable not only to map the visible

portions into a common (pose-normalized) space, but moreover, to effectively mask
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Figure 2.5: Stacked-Evidence Tree Classifier. The stacked-evidence tree model

is based on a random forest constructed from training data. For a test image, various

features are extracted and each one is dropped through the trained random forest.

As a given feature reaches a leaf node, the class distribution across the training

instances for that node is added to the stacked evidence histogram. Accumulated

across the test features, this stacked evidence histogram (vector) is used to determine

the test image’s class.

which part(s) of this common space should be used for classifying each given image,

see Figure 2.6.

As described earlier, the Pose-Normalized Appearance space allows us to com-

pare corresponding parts. Specifically, a PNAD (Pose-Normalized Appearance De-

scriptor) feature, see Figure 2.3, couples local appearance information with param-

eterized surface location. However, due to the issue of feature visibility, one cannot

simply quantize this joint appearance/surface location space and use a bag-of-words
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Figure 2.6: Ellipsoids and Feature Visibility. For each ellipsoid (head/body),

only half of the parameterized surface is visible. Coupling pose normalization with

the stacked-evidence tree classifier facilitates comparison of parts whose visible sub-

sets differ.

approach for classification. The Stacked Evidence Tree on the other hand becomes

a highly-efficient retrieval tool, taking a test feature and finding a set of training

features (namely those in the corresponding leaf nodes) that are similar both in ap-

pearance and surface location, and ultimately returning the class label distribution

across this similar set.

An appealing characteristic of the Stacked classifier is the ability to combine

multiple feature types by merely concatenating various evidence. In our case, we

view this as the means to combine part appearance (PNADs) together with other

potential sources of discriminative information. We consider combining shape and
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arrangement parameters (e.g . part cross-section/aspect, relative sizes/orientations

between parts, etc.) as well as taxonomic training data.

One additional potential source of information which we are not currently

using is the birdlet activations that contributed to the detection. When a given

birdlet is trained, the other examples selected as positive patches (based on similar

configuration) may collectively convey information at test time about the category

of detections involving a high-probability activation of the birdlet in question.

2.6 Experimental Results

Now that we have described detection of volumetric primitives, pose-normalized

appearance representation, and integrated classification, we present some experi-

ments in support of this framework.

2.6.1 Dataset, Implementation Details, etc.

First utilized by Branson et al . [17], the Caltech-UCSD Birds 200 dataset

[129] (see Figure 2.7) currently offers the largest number of subordinate categories

for a single basic-level category. We organized the entire dataset into its proper

taxonomic hierarchy (order, family, genus, species) and then selected two families

to fully annotate with both 2D keypoints and 3D volumetric primitives (ellipsoids),

the vireo and woodpecker families. These annotations, together with near-duplicate

groupings (so that near-duplicates do not straddle test-training splits), will be made

publicly available to other researchers. While many annotation tasks are well-suited
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Figure 2.7: Caltech-UCSD Birds 200 Dataset. This illustration shows images

of the 200 species that are included in the CUB200 dataset. The subset of species

which we have labeled with volumetric annotations and subsequently used in our

experiments are shown in the lower portion at a larger scale.

to crowdsourcing, we felt that proper annotation of the ellipsoids was non-trivial

and accordingly have a smaller dataset than would be desirable.

As the authors of [13, 12] have only released their code for detection with a

pre-trained human detection model, we had to reimplement the extensive Poselet

framework in its entirety. In our birdlet implementation, we utilized LIBSVM [22]

together in conjunction with Platt’s algorithm [86] for converting SVM scores to

probabilities. The random forest used for integrated classification was adapted from

the Weka [61] machine learning package.
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Figure 2.8: Example Volumetric Primitive Detections. Here are four repre-

sentative detections. In the top-left and lower-left images, the bird is detected and

localized with reasonable accuracy. The top-right and lower-right images depict false

positive detections, however. In the top-right, the birdlets incorrectly interpreted a

finger as the bird’s body, and the lower-right image is typical of false detections at

the incorrect scale and location.

2.6.2 Volumetric Part Localization

Before we can consider our primary objective of subordinate categorization,

we evaluate the detection of our volumetric part model. To train the birdlet model,

we used a training split that included 15 images of each category (together with

their mirrored annotations) for a total of 420 training images/annotations. The

resulting birdlets (we train a set of 100 birdlets) are applied toward detection on

the remaining 492 test images.

Some examples detection results are illustrated in Figure 2.8. The two shown

on the left are accurate detections relative to the ground truth, those on right are

mistakes. Comparing the detected parts to the test images’ ground-truth annota-
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Figure 2.9: Classification Confusion Matrices. Depicts the classification for the

following techniques (a) the PHOW/SVM Baseline (37.12% MAP), (b) the PNAD-

RF performance on the top 20% of detections (40.25% MAP), and (c) the PNAD-RF

performance on the ground truth part locations (66.58% MAP).

tions, we find that while many of the detections have significant errors (e.g . those

in Figure 2.8), many detections are reasonably accurate. As it is pointless to try

to classify these false detections, we run the classification on the more accurate

detections as described below.

2.6.3 Subordinate Categorization

We now describe our subordinate categorization results. We establish a base-

line using a pyramidal histogram of color-SIFT words approach (using the VLFeat

toolbox [126] implementation), providing it the ground-truth bounding box to as-

sist in localizing the bird. The performance across test-training splits is 37.12%

mean-average precision. Anecdotally, this approach is comparable to the multiple-
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Figure 2.10: Classification of Volumetric Detections. For the k top-ranked

detections, this plots the corresponding PNAD-RF classification performance (using

mean-average precision).

kernel learning approach used by Branson et al . [17] (37.02% on this same subset of

categories). Figure 2.9(a) shows a confusion matrix for the Baseline PHOW/SVM

classifier. Next we turn to Figure 2.9(c), which illustrates the potential performance

of the PNAD-RF (Pose-Normalized Appearance Descriptor coupled with the Ran-

dom Forest classifier) technique. This approach achieves a mean-average precision

across the categories of 66.58% by computing the PNAD features on the ground

truth ellipsoids.

Our objective then is to evaluate the same PNAD-RF method on the esti-

mated ellipsoids from our real detections. Figure 2.10 shows the mean classification

accuracy for sets of increasing size (see Figure 2.11 for detailed results on the 24

32



most accurate detections). The plot shows that, for the most accurate 20% of the

detections, the subordinate classification accuracy was above the baseline perfor-

mance. For the top 10% of detections, accuracy was as much as 10% higher than

that of the baseline. In Figure 2.9(b), the confusion matrix for the most accurate

20% of the detections is shown, a mean-average precision of 40.25%. We believe

that the performance could be even higher if the birdlet training had a larger pool

of training examples to draw upon.
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Chapter 3

Modeling Multi-person Interaction using Kinetic Accessibility

3.1 Introduction

This paper addresses the problem of understanding the behavior and interac-

tions between many individuals in a video of a highly dynamic scene. From a given

individual’s perspective, day-to-day behavior is largely governed by two factors:

first, the tasks or objectives which the individual intends to complete; and second,

the perception of one’s surroundings and of other people and objects therein. Well

more than a half-century ago, Lewin postulated [84] that behavior is a function of a

person and their environment, formally B = f(P,E). Depending on the task to be

performed, behavior may be more dependent on the individual person or on the dy-

namic circumstances around them. To motivate an emphasis on perceptual tasks,

where behavior is heavily influenced by the environment and by surrounding ob-

jects, we consider Gibson’s theory of locomotion. Gibson described [54] automobile

driving as

“. . . a a perceptually governed series of reactions by the driver of such a

sort as to keep the car headed into the middle of the field of safe travel.”

The driver’s moment-to-moment actions are determined only in part by the per-

son’s intended destination, but are made particularly in reaction to both the static
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Figure 3.1: Interactions in a multi-agent environment are analyzed using kinetic

accessibility, a spatiotemporal framework for considering individual perception and

behavior in the context of agent and object trajectories.

surroundings (the road, curbs, parked cars, trees) and the dynamic elements of the

environment (stop lights, traffic, and most particularly other nearby drivers). Our

work focuses on analysis in the “reactive” domain of continuous team sports where

agent behavior is influenced partially by structured game objectives, but particu-

larly in response to both static (court/field boundaries, baskets/goals) and dynamic

elements (teammates and opponents).

Our primary contribution is a framework for analyzing multi-agent interac-

tions based on the perception of inter-agent motion. Rather than approaching these

interactions with techniques such as grammars or local action analysis, we focus

on an agent’s reactions to other agents’ movements. To model each individual,

ground-plane trajectories are associated with local per-player information (such as

possible ball possession). To model the individual’s perception of their environment,

we introduce kinetic accessibility measures which model the time-varying spatial re-

lationships between individuals. These measures are useful for representing the

feasibility of events such as the existence of an unobstructed path in space-time
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allowing one player to throw the ball to a teammate. As both the local features and

the accessibility measures are inherently uncertain, a probabilistic logic-based rea-

soning framework (Markov Logic Networks [112]) is employed to perform inference.

Evaluation is performed on a new publicly available basketball dataset [3], identify-

ing time intervals in which perceptually-driven events such as passing to a teammate

or taking an open shot occur. The improvement achieved with the proposed kinetic

accessibility measures demonstrates their utility in modeling multi-agent interaction

in highly perceptual environments.

3.2 Background and Related Work

A highly active area of research within the multimedia and computer vision

communities addresses the detection and recognition of events, individual actions

and the broader activities they comprise. While an exhaustive review of such tech-

niques is infeasible, the interested reader is referred to survey papers by Aggarwal

and Cai [1], Turaga et al . [124] and most recently Poppe [108].

We consider representative work in the following three areas of the literature:

(i) single-person action recognition, (ii) multi-agent activity recognition, and (ii)

sports analysis and event recognition in sports videos.

3.2.1 Action Recognition

In the category of single-person action recognition, Bobick and Davis [10]

introduced motion-history and motion-energy images, features based on temporal
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aggregation of figure silhouettes. Subsequent silhouette-based approaches include

Yilmaz and Shah [130], who use differential geometry to describe points on the

surface of the volume created by stacking the silhouette contours, and Gorelick et

al . [58], who use features which characterize the interior of this volume derived using

a solution to the Poisson equation.

Other approaches use features derived from the local motion (optical flow)

field. Such work includes Efros et al . [34], Dollar et al . [33], Laptev et al . [80, 81] and

Ke et al . [73, 74], among others. These methods sample the optical flow field either

sparsely (via interest point detection) or densely, and then use machine learning

techniques such as SVMs or Adaboost to select discriminative features. Others such

as Parameswaran and Chellapa [102], and Junejo et al . [71] focus on identifying

space-time features of an action that are view invariant.

3.2.2 Multi-Agent Event Recognition

Another body of work treats the problem of recognizing activities, where one

or more people perform a sequence of actions. Several approaches utilize dynamic

Bayesian networks (DBNs) such as hidden Markov models (HMMs) to learn and

recognize such action sequences. The works of Brand and Kettnaker [16], Oliver et

al . [101], and Gong and Xiang [56] all use variants of the hidden Markov model, re-

spectively using HMMs, coupled HMMs (CHMMs) and dynamic multi-linked HMMs

(DML-HMMs). Park and Agarwal [103] use a DBN to model the evolution of joint

body-poses between two interacting individuals, recognizing pairwise-actions such
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as kicking, shaking hands, approaching, etc.

Ivanov and Bobick [67], on the other hand, model interaction sequences as a

grammar, performing recognition by parsing the series of observed actions. Hongeng

and Nevatia [64] recognize multi-agent activities by integrating finite state machines

with temporal relations (before, during, after). Vaswani et al . [125] take a geometric

approach, analyzing group behavior by considering how the convex hull determined

by the group member locations changes over time.

Other techniques look at the problem of activity recognition focusing on the

individual objects’ trajectories and both spatial and temporal relationships between

them. Chan et al . [21], for example, jointly consider the recognition of complex

events together with linking of trajectory fragments. Recently, Zhou et al . [136]

used time-varying features extracted from two tracks to recognize activities such as

chasing, following, and meeting. Sadilek and Kautz [115] develop a framework for

analyzing trajectory relationships using GPS tracks for Capture the Flag.

3.2.3 Sports Analysis, and Event Recognition

in Sports Videos

While in the surveillance domain events of interest do not occur often, events

of interest occur in the sports domain with much greater frequently due to the

continuous interaction between players.

Li et al . [85] recently introduced the Discriminative Temporal Interaction Man-

ifold (DTIM) for the recognition of group activities such as predetermined plays in
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American football. Intille and Bobick [66] and Swears and Hoogs [119] also consider

the domain of American football. Both use Bayesian techniques, the former rely-

ing on temporal and logical relationships amongst trajectories, the latter learning

play models from track distributions. Gupta et al . [60] attempt to learn a storyline

model (grammar) for baseball, a technique that benefits from the discrete nature of

baseball but may not be readily extended to continuous sports.

Christopher Needham’s dissertation [23] addresses tracking and modeling of

sports players, learning to recognize player positions in sports such as indoor soccer.

Kristan et al . [77] describe a closed-world particle filtering approach to track multiple

interacting individuals. Perse et al . [107] attempt to recognize plays in basketball

matching trajectory segments to templates. Zhou et al . [135] and Peker [105] analyze

basketball and other sports using low-level MPEG features.

There are several works which exploit the audio domain and even subtitle text

to develop multi-modal approaches for recognizing events. Such approaches include

Liu et al . [87] for summarizing racquet sports such as ping-pong and tennis, Nepal et

al . [97] in basketball, Leonardi et al . [83] in soccer, and Rui et al . [114] and Gong et

al . [57] in baseball.

While our work on kinetic accessibility was developed independently, the work

of Kang et al . [72] has particular relevance to our framework. They applied very sim-

ilar techniques for the performance evaluation of soccer players, though the theory

they proposed lacked many of the details our approach provides.
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3.3 Understanding Behavior using

Kinetic Accessibility

This work presents an approach based on kinetic accessibility (described below)

for modeling the behavior of agents performing perceptual tasks in highly interactive

environments. Examples of such perceptual tasks include steering an automobile,

competitive team sports (see Figure 3.2 for example) and pedestrians walking in

urban environments. Modeling how an agent perceives the presence and movement

(both spatial and temporal) of other individuals provides insight into the actions

and behavior of the agent.

3.3.1 Human Motion Model

Before delving into the details of the kinetic accessibility model, we first con-

sider the underlying representation for human motion. A single model is assumed

to be applicable to all players, primarily due to the lack of sufficient training data

to calibrate individual per-player models. The model is characterized by the param-

eters M = (τreact, Vmax, Amax).

Consider an individual I that has been tracked up to the present time T0, and

denote I’s trajectory by X
(I)

= {. . . , ~x(i)
−2, ~x

(i)
−1, ~x

(i)
0 } where each vector position is

used to represent the coordinate location on the ground plane, ~x
(i)
t =

(
px

(i)
t , py

(i)
t

)
.

To model I’s motion going forward in time {~x(i)
1 , ~x

(i)
2 , . . .}, the velocity and acceler-

ation vectors at time T0 are given by ~v
(i)
0 and ~a

(i)
0 . Unless describing relationships

between individuals, the superscript (I) is dropped for simplicity of notation, yield-
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ing ~xt = (xt, yt), ~v0 = (vx0, vy0), ~a0 = (ax0, ay0), etc.

If an individual were to continue with its current velocity and acceleration,

then its position as a function of time τ could be predicted simply as

~xτ = ~x (τ) = ~x0 +

∫ τ

0

~v0 + ~a0t dt (3.1)

= ~x0 + ~v0τ +
1

2
~a0τ

2 (3.2)

To allow the model to handle reactive motion, a change in acceleration is per-

mitted; this is where the model parameters, M, come into play. Before any change

in acceleration is allowed, a minimal response time, τreact, must pass. After this de-

lay, the acceleration will “instantly” be fixed to ~areact instead of ~a0. The magnitude

of the acceleration and velocity vectors are bounded however, ||~areact|| ≤ Amax and

||~vt|| ≤ Vmax. This dynamic motion model is specified formally as

~x (τ) =



~x0 +

∫ τ

0

~v0 + ~a0t dt if 0 ≤τ≤ τreact

~x (τreact) +

∫ τ−τreact

0

~v0 + ~areactt dt if τreact <τ≤ τpeak

~x (τpeak) + ~vτpeak (τ − τpeak) if τpeak ≤τ

(3.3)

where the individual’s motion fall into one of three phases: (1) a pre-reaction phase,

where the initial velocity ~v0 and acceleration ~a0 apply; (2) an acceleration phase,

where the velocity is adjusting due to the response acceleration ~areact; and (3) a final

phase that starts at time τpeak, when the velocity magnitude reaches the maximum

allowable ||~v0 + ~areact (τpeak − τreact) || = Vmax.

For simplicity we employ an isotropic acceleration model, meaning that the

maximum acceleration is not dependent on either the current direction or rate of
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Figure 3.2: Example Basketball Scenario. The player with the ball determines

which player to pass to mostly by the availability of unobstructed passing lanes

travel.

3.3.2 The Kinetic Space-time Envelope

Next, we consider an individual positioned at the origin and able to move in

any direction within the plane, but constrained to a constant velocity v — no faster,

no slower.

Constant Speed, Direction Unknown. The location of this individual after some

time t must lie on the locus of points (vtcos(θ), vtsin(θ)) for some angle θ. If instead

of a fixed velocity, we instead bound the velocity to be at most v, then the location

at time t must lie on or within that circle. At each time t, the envelope of points

where the individual could be is an x-y cross-section of a cone in x-y-t space, where

the cone’s apex is at the origin and its axis points in the t̂ direction. Figure 3.3(a)
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shows such a scenario with the cross-sectional slices for various times and a single

vertical section along the x-t plane.

Initially Stationary, with Acceleration. In reality, an object’s movement is

governed both by it’s current motion and by any forces acting upon it. So, if an

object is to move in any direction with equal likelihood, it must initially be at rest.

If it is assumed to be at rest and is given the ability to accelerate (due to self-applied

force) in any direction with some maximum acceleration, then the space-time “cone”

looks like the one depicted in Figure 3.3(b).

Initially Moving, with Acceleration. Suppose now that the initially stationary

constraint is removed, and instead, some initial velocity vector is provided. This

change results in a “moving cone” like the one depicted in Figure 3.3(c).

Full Motion Model. The only constraints that are missing to complete our

construction of the model described in Section 3.3.1 are the reaction time and a

maximum velocity. Incorporating these constraints we arrive at the model described,

a visualization of which is given in Figure 3.3(d).

Full Model, with Reach. All models thus far have treated individuals as point

particles, whereas in reality, players can reach to catch a ball. We incorporate

a finite reaching range at time zero and propagate this over time, producing the

model depicted in Figure 3.3(e).
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3.3.3 Multi-Agent Kinetic Accessibility

The objective is to model interactions between many agents. The human

movement model and corresponding space-time envelope just described provide the

foundation for an intuitive representation of spatio-temporal interaction which we

term kinetic accessibility. This representation is designed to consider where each

of the various agents could be within a small window of time (perhaps a second

or two), and how perception of these relative locations influences agent behavior.

Returning to the scenario depicted in Figure 3.2, the player with the ball needs to

know which of his teammates are open for a pass.

To determine whether player pi can pass to a teammate pj, we assume a

maximum speed with which a player might throw the ball (we have currently used 40

ft/s) and consider the conical envelope in space time generated by an object moving

with fixed velocity (again see Figure 3.3(a)). This cone represents the potential

position of the ball over time if thrown at the present time. We now want to

consider where the teammate pj might be. If we consider the kinetic space-time

envelope (see Figure 3.3(e)) of pj this represents where pj could be over time. The

intersection of the ball’s conical surface within the volume of the envelope for pj

indicates the locations in space-time where pj could receive a pass thrown by pi at

the current time.

What remains is to ensure that the opponents cannot intercept the pass. By

intersecting all 9 other players and projecting these intersections radially with re-

spect to the time axis centered at player pi’s current position, we get a kinetic
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accessibility map such as that shown in Figure 3.4. The x-axis measures the radial

direction from 0 to 2π. Radial “passing lanes” from the apex along the surface of

the ball cone correspond to vertical lines descending along the kinetic accessibility

map. The y-axis simultaneously measures time and radial distance from where the

ball is thrown. Horizontal lines in the map correspond to circles (as in 3.3(a)); lines

nearer to the top of the map represent smaller circles closer to the point (and time)

of release.

To determine whether a pass from pi to pj would potentially be intercepted, we

inspect the map for in the angular range where pj’s space-time envelope intersects

with the ball cone. Descending vertically from the top of the map (the point where

pi is throwing the ball from), we determine which fraction of the radials in this

range are unobstructed by the opponent player’s cones. This fraction indicates the

possibility of pj receiving an unobstructed pass.

3.4 Incorporating Local Information

In addition to the kinetic accessibility quantities, we also use local measures

such as tracking the ball and detecting dribbling activity. These methods are de-

scribed below.

To locate the ball, we use a Partial Least Squares (PLS)-based object detec-

tor [116], which uses histogram and co-occurrence features that primarily represent

the shape of the object. Locating an object within a large image (1920 × 1080)

using a scanning window approach can be quite slow. We speed up the detection
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process by adopting a two stage process; in the first stage a Kernel Density Estima-

tion (KDE)-based color model is used to identify potential locations of the ball. In

the second stage, only the regions which have a high probability of being the ball

according to the color model are considered by the PLS detector. A KDE-based

model can be implemented efficiently using lookup tables and as a result this two

stage process is about two orders of magnitude faster than running the PLS detector

over the entire image. The color model also improves the detection accuracy, as it

helps discard regions like the players’ heads, which could be confused with the ball

based on shape alone. The ball detection is performed independently on each frame.

Detections are merged through time by matching each detection to the closest one in

the succeeding frame, thus obtaining potential ball tracks. A simple track-filtering

procedure helps discard outlying false positives, leaving behind the ball’s trajectory.

Example results from this process are shown in Figure 3.5.

3.4.1 Ball Possession

To utilize kinetic accessibility for recognition, the player in possession of the

ball needs to be known. This is determined using two different measures based on

the proximity of the players from the ball.

Image plane distance: Here we compute the distance of each player from the ball

(distance between bounding box centers). The image plane distances are not very

reliable as there is no notion of depth. Hence, instead of assigning the ball to the
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closest player, we perform a soft assignment given by:

Pball(pi) =
1
di∑10
i=1

1
di

(3.4)

where Pball(pi) denotes the probability of player pi having the ball and di is the

image distance between player pi and the ball. Such a measure assigns a higher

probability to players close to the ball. If no player is within distance dthresh from

the ball, then Pball(pi) is set to 1
10

for all players.

World coordinate distance: A homography mapping the image plane coordinates

onto the court surface enables us to compare distances in world coordinates. During

a game, the ball is in contact with the court surface only when it is bounced.

Such moments can be easily identified by looking for well defined minima in the

y-coordinate values of the ball trajectory. Once a bounce is identified, the world

coordinates (in the court reference frame) of the ball at the point of bounce can be

computed using the homography. Similarly, the world coordinates of each player

are determined from the tracks and the player closest to the ball is assumed to be

in possession of the ball.

Generally, the probabilities derived from image-based distances are applied.

At those times when a bounce is detected, however, the more accurate world-based

estimates are used.

3.5 Probabilistic Reasoning Model

Recognizing sports events using the local and global features described in

Sections 3.3 and 3.4 requires a framework that combines these probabilistic cues
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Table 3.1: Probabilistic Predicates

Source Probabilistic Predicate Description of How Computed

Kinetic CanPass(P1,P2,T) Derived from the kinetic accessibility (as
described in Section 3.3.3), this indicates
the probability that player P1 has a clear
path available to pass to P2 at time T .

Kinetic ClearShot(P,T) Also derived from kinetic accessibility; if at
time T , player P can pass the ball in the
direction of the basket (without opponent
in position to block shot).

Low-level HasBall(P,T) Produced by the ball detection and track-
ing framework (described in Section 3.4.1),
assigns a probability to each player (these
probabilities sum to one).

Low-level BallNearBasket(T) The probability of being near the basket is
determined by image plane distance using
the results of the ball detection/tracking
framework.

Given SameTeam(P1,P2) Provided manually.

Tracking Trajectories Currently information such as player loca-
tion and velocity are not used in the logical
inference process.

together with domain-specific knowledge. Similar to Tran and Davis [123], we use

Markov Logic Networks (MLNs) [112] to aggregate probabilistic evidence from these

sources, simultaneously incorporating higher-level game knowledge and enforcing

logical constraints such as mutual exclusivity.

Markov Logic Networks provide a convenient theoretical framework for com-

bining logical rules and uncertain observations. Each such rule or formula Fi is

expressed in first-order logic and is given a real-valued weights wi. These rules are

used to construct a Markov network, each node corresponding to a possible grounded
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atom and the network, collectively, representing the joint distribution P (X) across

the set X of all grounded atoms. For each logical formula Fi, a clique Ci is formed

amongst the nodes for the corresponding set of grounded atoms x{i}, assigning a

potential function φi
(
x{i}
)

= exp
(
wifi

(
x{i}
))

. Given this network, probabilistic

inference may be conducted for a particular assignment x of the ground atoms as

P (X = x) =
1

Z

∏
i

φi
(
x{i}
)

=
1

Z
exp

(∑
i

wifi
(
x{i}
))

(3.5)

where Z =
∑

X∈X exp
(∑

iwifi
(
x{i}
))

is a normalizing term. As such networks gen-

erally contain cycles, sampling techniques such as MCMC are typically employed

to perform inference. In our experiments, we utilize the MaxWalkSat algorithm

implemented in Alchemy [76] to perform probabilistic inference for the Basketball

sports domain.

3.5.1 Logic Rules for Basketball

We now describe the logical rules that are used to incorporate motion infor-

mation from the ball and players together with the kinetic accessibility measures.

Table 3.1 describes the predicates that are generated (with probabilistic weights)

from these two information sources.

Given these predicates which express the information in our uncertain obser-

vations, we use rules such as the following to produce the desired interaction labels:

SameTeam(Pi, Pj) ∧ HasBall(Pi, Ti) ∧

HasBall(Pj, Ti+1) ∧ CanPass(Pi, Pj, Ti) =⇒ Pass(Pi, Pj, Ti) (3.6)
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¬ HasBall(Pi, Ti) ∨ ¬ HasBall(Pj, Ti+1) =⇒ ¬ Pass(Pi, Pj, Ti) (3.7)

HasBall(Pi, Ti) ∧ ClearShot(Pi, Ti) ∧ BallNearBasket(Ti+1) =⇒ Shot(Pi, Ti)

(3.8)

3.6 Experimental Results

Our approach seeks to demonstrate that in perceptual tasks, behavior is not

governed exclusively by purpose or objective but is strongly influenced by spatial

cues. The experiments presented below are designed to show the utility of the

proposed kinetic accessibility constructs in the video analysis of a structured multi-

person environment.

As hinted throughout the technical portion of the paper, we use the basket-

ball domain for experimental evaluation. While tracking multiple basketball players

from overhead omnidirectional cameras1 is feasible (particularly when multiple views

are available), this is a highly atypical angle and perspective from which to view a

basketball game. In analyzing a basketball video taken from a more typical cam-

era angle, the problems of tracking many visually confusable individuals with very

frequent occlusions arise, topics which continue to be heavily researched and are

1 We are aware of only two previously published basketball datasets, the CVBASE [106] and APIDIS [51]

datasets. CVBASE provides two minutes of 720 × 576 resolution data for two synchronized overhead cameras, an

insufficient quantity of video for our purposes. The APIDIS project presents a very nice dataset, comprised of 7

loosely-synchronized cameras with 1600× 1200 resolution. There is only one minute of data posted publicly on the

website. Recently, the authors generously provided us with the full game of video data. As there was insufficient

time to process this new data, we hope to present results on it in a future submission.
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beyond the scope of this paper. We therefore introduce a new dataset [3], com-

prised of three 40-minute basketball games recorded at 1920× 1080 resolution and

30fps. The players have been manually tracked in a portion of the dataset. We use

a 5000-frame manually tracked sequence in our experiments.

3.6.1 OpenGL Implementation

The kinetic accessibility framework was partially inspired by the work of Hoff et

al . [63] on generating Voronoi diagrams using graphics hardware. Though not ex-

plicitly required by the model, graphics hardware greatly simplifies the generation

of kinetic accessibility features due to their inherently geometric nature. The al-

ternative would require analytical intersection of these iteratively generated conical

surfaces. The implementation used in the paper utilizes a combination of OpenGL

color, depth and stencil buffers to render the accessibility features or maps.

An important part of the framework is the motion modelM, whose parameter

values were determined empirically. The values for M were extrapolated from real

data (see Figure 3.6) and set to Vmax ≈ 20ft/s, and Amax ≈ 20ft/s2 2. The ball’s

peak velocity was estimated to be ≈ 40ft/s. As currently implemented, the reaction

time τreact is not considered.

2The value used for Amax is higher than that observed, but endows the model with a greater ability to handle

stronger responses than those observed.
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3.6.2 Performance Evaluation

To evaluate the performance of the our approach, we evaluate how accurately

various events (MaintainPossession, Pass, Shot, Turnover) are estimated on a

5000-frame manually ground-truthed video. For computational feasibility we subdi-

vide the video into 1-second intervals and predict the label for each 1-second interval.

Note that the handful of intervals where the ball is out of play are not considered.

The results are shown visually in Figure 3.7.

The model predicts the player with possession of the ball with 63.0% precision

and 72.8% recall. Accurate detection of the ball serves to anchor the inference of the

Pass events. While the ball is easily detected if a player has possession for a long

period of time (especially when dribbling), it’s difficult when the player receives it

and then quickly passes again. As a result, when a brief possession is not detected,

both the preceding and subsequent passes not successfully predicted. As can be

observed in the figure, 4 (almost 5, see player 7 near from 3500) of the 8 shots are

accurately detected by the system. While one of the turnovers (near frame 1100)

can be inferred, the other is missed because the brief possession by player 8 just

before frame 3000 was not detected. Overall, these results are encouraging and

indicate that the kinetic accessibility measures encode valuable information about

the behavior (events) of the players.
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(a) Constant Speed, Direction Unknown (b) Initially Stationary, with Ac-

celeration

(c) Initially Moving, with Ac-

celeration

(d) Full Motion Model (e) Full Model, with Reach

Figure 3.3: The Kinetic Space-time Envelope. These illustrations depict the

construction of the human motion space-time envelope with increasing levels of

complexity. Each shows the plane in which the agent moves, with a time-evolving

envelope of potential occupancy shown below (and projected up onto) the plane. In

the case that the individual is (a) moving with fixed speed in an unknown direction,

this time-evolving envelope sweeps out a regular cone. If initially stationary and

allowed to accelerate at some maximal acceleration Amax, it sweeps out a tapered

cone (b). (c) shows an individual initially in motion, but allowed to accelerate. (d)

shows the full motion model, which extends (c) by constraining the magnitude of the

velocity to Vmax. While the earlier models treat the individual as a point particle,

(e) enhances the full motion model of (d), account for an individual’s ability to reach

an arm’s length in any direction 54
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Figure 3.4: Sample Kinetic Accessibility Map. Think of this as wrapped around

a conical surface where the entire top edge of the image contracts to the apex, the

location of the player at the time in question (x-axis runs left to right from angle

0 to π, y-axis runs top to bottom from time 0 to 1 second). Teammates are shown

in different shades of blue, opponents are all in green. In this particular map, two

players are entirely blocked by opponents, the remaining two are partially occluded

2000 3000

Y-
co

or
di

na
te

 in
 Im

ag
e 

Frame Number
4000 5000 6000

Figure 3.5: Ball Detection/Tracking Results. The ball is tracked using the

detection approach described for more than 5000 frames. Detections within a con-

tiguous track are in the same color, and detected bounces are indicated with black

circles
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Figure 3.6: Tracking Data used to Determine Parameters Limits. Tracking

data used to determine the parameter values for the maximum (a) velocity Vmax

and (b) maximum acceleration Amax
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Figure 3.7: Event Prediction Results. Ground Truth (in BLUE) and Estimated

(in RED) Events for 5000 frames of a Basketball Video
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Chapter 4

Learning Higher-order Transition Models in Medium-scale Camera

Networks

4.1 Introduction

While traditional CCTV surveillance systems are generally limited to archival

and operator monitoring, the recent proliferation of Network Cameras and Smart

Cameras [14] heralds a new generation of intelligent surveillance architectures. Fu-

ture surveillance devices will be endowed with substantial computational and com-

munication resources. The challenge is to provide them with commensurate algo-

rithms to collectively interpret activity within the network.

A fundamental challenge in surveillance is tracking objects and individuals

throughout the network in spite of occlusion and lapses in observation, changing

illumination, etc. Stauffer and Tieu [118] provide an excellent description of the

general tracking problem, suggesting that an ideal tracking system should produce

“only as many tracking sequences as there were independently moving objects in

an environment, regardless of the number of cameras or their overlap”. Successful

tracking requires the maintenance of object identity, typically relying both on an

understanding of the camera network topology and the ability to match properties

such as appearance and dynamics across observations [131].

58



1

2

3

4

5

6

7

8

9

1011

12

13

14

15

16

17

18

19

20

Figure 4.1: Simulated Camera Network. One of several camera networks used

in our experiments. This one contains 20 cameras: four peripheral cameras (num-

bered 1-4), with the others (5-20) placed randomly within the halls of the office

environment.

We focus on the problem of recovering topology in uncalibrated medium-scale

(10-1000 camera) surveillance networks. While previous work has focused mainly

on first-order relationships (i.e. adjacency), our focus is on higher-order topological

relationships and transition models.

Consider the case of a newsstand located in an airport terminal. We might

generally expect most of the newspapers and magazines sold to be purchased by

departing passengers to read on their flight or while they wait for boarding. Suppose

we know, however, that the few people who come from a gate and stop by the

59



newsstand almost always continue in the direction of the main terminal. Contrary

to the general expectation that people go from the newsstand to a gate, we have a

strong prior belief that people tracked from a gate to the newsstand will continue

toward the main terminal when they leave.

The example illustrates that learning higher-order topological relationships can

potentially improve tracking performance. Other benefits of recovering higher-order

relationships include resilience to camera/node failure. If second-order topological

data is available, then we can overcome loss of any given camera, or even multiple

non-adjacent cameras.

4.2 Related Work

In the computer vision literature, previous work on uncalibrated camera net-

work topologies has focused primarily on pairwise camera relationships. Stauffer

and Tieu [118] illustrate the possible types of camera overlap: (i) non-overlapping

views (no mutually observable volume); (ii) partially overlapping views (views are

connected, adjacent cameras have regions of overlap); (iii) completely overlapping

views (existence of a spatial volume mutually observable by all cameras); and (iv)

the general case combining the other types. The problem they tackle is that of mod-

elling regions of overlap for groups of cameras with at least partial overlap (type

(ii)), where the overlapping regions lie on or near a ground plane. The solution they

propose is to consider cameras pairwise and use temporally co-occurring observa-

tions sequences in the two views to estimate a homography between them and the
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region of overlap or mutual observability.

Recently there has been an increased interest in non-overlapping camera net-

works. Makris et al . [88] attempted to recover the network topology to facilitate

tracking between spatially adjacent cameras by estimating the transition delay be-

tween two cameras using cross-correlation on large numbers (thousands) of depar-

ture/arrival observations. Tieu et al . [121] suggested the use of mutual information

as a measure of pairwise statistical dependence, using Markov Chain Monte-Carlo

(MCMC) to simultaneously recover the correspondence between departures/arrivals

and the transition delay distribution. In contrast to these entirely unsupervised

techniques, Javed et al . [68] use labeled ground-truth trajectories to generate a non-

parametric model (using Parzen windows) of transition probability between cameras.

The parameters they use in building the model are exit location, entrance location,

exit velocity and time delay. After generating this model, they employ an offline

tracking algorithm based on bipartite graph matching and an online approach which

updates the KDE in real-time.

A vast literature addresses the problem of data association. Among the earliest

work in this field was Reid’s algorithm [111], a Bayesian formulation for multiple

target tracking in a single view (e.g . associating radar tracks). Where Reid outlined

a multiple-hypothesis tracker (MHT) to deal with the intractable space, Cox and

Hingorani [26] later provided an efficient implementation of Reid’s algorithm based

on bipartite graph matching. Huang and Russell [65] applied this approach to the

problem of highway traffic monitoring, offering an improved matching algorithm

which scores the quality of each association.
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Recent research on multiple-camera surveillance continues to use the Bayesian

formulation. Given certain constraints, Kettnaker and Zabih [75] are able to frame

the multi-camera problem as a Linear Program. Pasula et al . [104] and Oh et al .

[100] use MCMC-based approaches. Zajdel et al . [132, 133, 134] employ an approach

similar to Pasula et al ., but use Dynamic Bayes Networks to evaluate hypothesis

likelihoods and an EM-based algorithm for learning model parameters.

Another body of relevant work is found in the sensor networks literature.

The ad hoc and inherently distributed nature of wireless sensor networks has led

researchers to a focus on distributed inference techniques. Funiak et al . [52] pre-

sented an online approach for localizing a network of cameras, essentially employing

distributed probabilistic inference to approximately calibrate a network of sensors

based on observations of an object moving through the network. Distributed infer-

ence is also employed for multi-target tracking. Examples include Chen et al . [82]

and Chu et al . [24] though both apply distributed inference to tracking in dense

networks of calibrated, non-visual sensors.

4.3 Learning Camera Network Topology

Our objective is to learn as much as possible about the camera network, while

assuming as little as possible. The primary purpose for learning network topology is

to improve the models used by tracking algorithms. Understanding the probabilities

of potential events that could follow an object’s departure from a given camera

provides information which should be helpful in tracking the object.
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Particularly difficult scenarios arise when multiple objects with similar ap-

pearances are simultaneously present in the network. A network topology model

can help discriminate between ambiguous objects when appearance alone cannot.

For example, suppose we know that a particularly object x cannot get from camera

1, where it was last seen, to camera 3 without passing through camera 2. If an ob-

ject with the appearance of x is then seen at camera 3 before one is seen at camera

2, we deduce that the object in camera 3 cannot be object x.

To recover the topological relationships, we focus not just on first-order “adja-

cency”. While most previous work only considered where an object leaving camera

i could appear next, we are interested in higher-order transition models which pro-

vide a richer description of object movement tendencies. As we recover complete

trajectories, the range of queries that can be addressed are broader, e.g . “What

fraction of objects passing through cameras 5 and 7 will, at some time later reach

camera 4?”.

We make only one assumption about the spatial distribution of the cameras,

requiring non-overlapping fields of view. The only information we require a priori is

a labelled set of peripheral cameras, the subset of cameras where objects may enter

or exit the network. We also assume the network is initially empty. Without these

two constraints, we would need to consider the possibility that each observation is

of a unique, previously unseen object.

Our task is then to recover these underlying trajectories, using what little

information we know. Given the peripheral-labeled cameras and the full set of

observations, we aim to simultaneously determine how many objects have passed
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through, learn their respective appearances and associate which observations belong

to which objects. The probabilistic approach we use to partition the observations

into individual object trajectories is described next, in Section 4.4.

4.4 Bayesian Observation Partitioning

Several Bayesian approaches for problems such as data association and track-

ing are described in Section 5.2. Our solution closely follows the Bayesian frame-

work presented in Zajdel [132] for multi-camera tracking (similar approaches used

in [100, 104]). This approach learns model parameters incrementally by accumu-

lating observations into consideration incrementally and probabilistically evaluating

proposed partitionings of these observations into objects.

4.4.1 Finding the Optimal Partition

In this approach, we first consider O = {o1, o2, . . . , oN}, the entire set of obser-

vations. These observations represent the observable portions of the trajectories of

K (value unknown) objects moving within the network. Each observation represents

an object passing through a given camera at a particular time. The observations

could have been generated by a single object (K = 1), N distinct objects with just

one observation each (K = N), or, some number of objects in between (1 < K < N).

Our goal is to select a partition ω ∈ ΩN of the observations O

Oω
ω
= O1 ∪O2 ∪ . . . ∪OKω (4.1)
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such that each set Ok = {o(k)
1 , o

(k)
2 , . . . , o

(k)
nk } contains all nk observations of the kth

object, the temporal sequence o
(k)
1 , o

(k)
2 , . . . , o

(k)
nk describing object k’s trajectory or

path through the network.

Since the true number of objects is unknown, we consider various partitionings

(see Figure 4.2) and in estimating the most likely one, hopefully recover the correct

set of objects with their respective trajectories. Formally, we consider the space ΩN

of all partitions of the N observations, evaluating each partition’s likelihood in the

context of established priors and the evidence (observations) collected. However, for

any nontrivial observation size N , considering all such partitionings exhaustively is

intractable 1. We therefore use a procedure reminiscent of Reid’s multiple hypothesis

tracking approach [111], to prune the partition space.

We begin with a small initial observation set consisting of the first m obser-

vations, O0 = {o1, o2, . . . , om}. We exhaustively enumerate all partitions in Ωm and

evaluate the likelihood of each partition ω using the inference method described

below in Section 4.4.2. At this point we discard unlikely partitions, retaining only

the B best (most probable) partitions, associating with each retained partition an

updated model reflecting the properties of its respective trajectories. Formally, we

denote this initial set of hypotheses as H0 = {h(0)
1 , h

(0)
2 , . . . , h

(0)
B } where h

(0)
i is com-

prised of its partition ω
(0)
i and its resulting transition model T

(0)
i (the transition

model is covered more fully in section 4.4.2.2).

1 The number of ways to partition a set of n elements is given by the nth Bell number, Bn.

The first 10 Bell numbers are 1, 2, 5, 15, 52, 203, 877, 4140, 21147, 115975 and, in general,

Bn+1 = 1 +
∑n

k=1

(
n
k

)
Bk.
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With our initial set of hypotheses H0 formed, we begin an incremental search

process akin to Fox’s beam search [50]. At each iteration we add a few, s, additional

observations and again consider the resulting partitions and prune all but the best.

For the τ th iteration, to extend each hypothesis h
(τ−1)
i ∈ Hτ−1 with s additional

observations, we must evaluate O(ks) amended partitions2, where k is the number

of trajectories in h
(τ−1)
i . Due to the exponential complexity O(B · ks), small values

of s are used in practice. After these amended partitions are evaluated, the unlikely

partitions are again pruned and we form Hτ by retaining the B most likely amended

partitions, each with its updated model. This incremental process is continued until

all of the observations have been brought into consideration and the most likely

partition in the final hypothesis set is taken as the final MAP estimate (this is

described in greater detail below).

4.4.2 Partition Likelihood

To determine which partitioning of the observations is the most likely, we

wish to find the partitioning ωMAP ∈ ΩN which maximizes the posterior P (ω|O).

Assuming a uniform prior P (ω), we use Bayes’ rule to express this posterior in terms

2 For s = {1, 2, 3, . . .}, adding s additional observations to a hypothesis of size k will produce

{k + 1, k2 + 2k + 2, k3 + 3k2 + 6k + 5, . . .} amended partitions to evaluate. In essence, each

observation added can go into any one of the existing trajectories or be considered as a new object.

The combinatorial complexity of adding s observations to a partition with k trajectories is O(ks),

independent of the total number of observations.
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Figure 4.2: The Space of Partitions. In (b)-(g) we show a few of the 203

possible ways to partition the six observations shown in (a). Semantically, (b) refers

to the hypothesis that a single object generated all six observations. Similarly, (g)

depicts the scenario where each observations was generated by a unique object. The

difference between (e) and (f) is the object to which observation o6 is attributed.

Note that in any given trajectory the observations must form a temporally-increasing

sequence.

of the likelihood

P (ω|O) = αP (O|ω)P (ω) = αP (O|ω). (4.2)

where α represents normalization terms.

Recall that Oω, defined in Eq (4.1), represents the division by ω of the complete
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set of observations, O, into Kw disjoint trajectories, O1,O2, . . .OK . Assuming

independence amongst the object trajectories, the likelihood P (O|ω) = P (Oω) can

be factored as a product of the individual trajectory likelihoods

P (Oω) =
Kω∏
k=1

P (Ok) (4.3)

The likelihood of a given trajectory is dependent on various parameters includ-

ing the object’s intrinsic appearance and the camera topology/transition model. As

in Zajdel [132], we use a Dynamic Bayes Net (DBN) to evaluate the likelihood of

each given trajectory.

We first describe the graphical model representing a single trajectory, illus-

trated in Figure 4.3. The intrinsic appearance of object k is described by the

hidden variable fk. Each observation oi in the trajectory’s observation set Ok =

{o1, o2, . . . , onk} is represented by the observable variables ai, ci, ti, ei, and di, de-

scribed on the left of Figure 4.3. This graphical model facilitates representing the

joint distribution over all variables, by describing conditional dependencies (arrows)

between them. The conditional dependencies, represented by PDFs, are described

below together with priors for those variables that are not conditioned on others:

• P (fk) - the prior probability on the intrinsic appearance of an object. See

Section 4.4.2.1 for details.

• P (ai|fk, ci) - the appearance model. The observed appearance depends on both

the intrinsic object properties and camera-specific factors such as illumination

and occlusion.
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Figure 4.3: Graphical Model (Dynamic Bayes Net). This is the model used

for computing trajectory likelihood and estimating object k’s intrinsic appearance

fk.

• P (ei, ci|di−1, ci−1) - the [first-order] transition model/topology. In practice, we

approximate this distribution by the product P (ei|ci, di−1, ci−1) · P (ci|ci−1).

• P (ti|ci, ci−1, ti−1) - the distribution of transition times between cameras. While

of great utility when object dynamics are highly predicable (see [88, 121]),

in other applications where objects stop or disappear for long, uncorrelated

periods of time, this term may be of lesser value. This term is presently

neglected but is mentioned here for completeness.
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• P (di|ci, ei) - the typical paths within a camera’s field of view. As this infor-

mation is clearly observed within each camera, this term is computed directly

from the data.

• P (c1) - the cameras where an object may enter (or exit) the network. The

peripheral cameras are incorporated into the model in this manner.

• P (e1|c1) - the entry points in the peripheral cameras where an object can first

appear; this is learned from the data.

Using these priors and conditional distributions, the DBN allows computation

of the trajectory likelihood as

P (Ok) =P (c1)P (e1|c1) ·

Inter−Camera︷ ︸︸ ︷(
nK∏
i=2

P (ei, ci|di−1, ci−1)

)
·(

nK∏
i=1

P (di|ci, ei)

)
︸ ︷︷ ︸

Intra−Camera

·

(
nK∏
i=1

P (ai|f̂k, ci)

)
︸ ︷︷ ︸

Appearance

(4.4)

where f̂k is the estimated intrinsic appearance for object k.

4.4.2.1 Estimating Intrinsic Appearance

A given partitioning ω splits the set of observations O into Kω individual

trajectories {Ok}. In Eq (4.4), the appearance term P (ai|f̂k, ci), expresses the mea-

surement likelihood that camera ci measures the appearance ai (color, etc.) from

object k where object k’s actual appearance is given by (estimated as) f̂k. At

present, estimation of the camera-specific influence on measured appearance is not

considered.
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To facilitate parameter estimation, we model the intrinsic appearance as a

Gaussian distribution, f̂k = N (µk,Σk), though more descriptive models could be

employed. The appearance of each observation is represented by a point in RGB

color-space. We compute µk as the maximum likelihood estimate µML, equal to

the sample mean. We assume a known covariance Σk derived from the complete

observation set.

4.4.2.2 Transition Model Parameters

The transition model consists of a known prior P (c1) and the conditional

dependencies P (e1|c1), P (ei, ci|di−1, ci−1), and P (di|ci, ei) which are learned. As

we learn the transition model incrementally, starting with just a few observations

(see section 4.4.1), we want to dynamically model the uncertainty, which begins

high but gradually decreases as we consider additional observations. To model this

uncertainty, we represent the transition model by combining a uniform prior Tunif

with the model constructed from the current partitioning of the observations Tdata

T (τ) = β · Tunif + (1− β) · Tdata (4.5)

where β is the exponentially decaying interpolation parameter defined as β =

e−4m+sτ
N and, as previously, τ represents the iteration number (0 ≤ τ ≤ dN−m

s
e).

In a given iteration, the transition model used for the inter- and intra-camera con-

ditional probabilities is T (τ−1), the model resulting from the previous iteration. The

updated model T (τ) is computed after completing iteration τ , only on the partition

hypotheses which are retained.
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4.5 Experimental Results

We created randomly-generated medium-scale camera networks comprised of

20 cameras placed in the hallways of an indoor office environment (see example in

Figure 4.1). The simulator, implemented in MATLAB, can control the number of

objects (people) in the network as well as their behavior: whether they stay primarily

in their own office, visit colleagues, how quickly they leave, etc. Each time an object

passes through a camera’s field of view an observation is recorded, noting the time

and image location of the object’s entrance and exit, and the measured appearance

for the object. Ground truth appearance values are perturbed for each observation

by additive Gaussian noise with parameters N (0.5, σa) in each color-space (RGB)

dimension.

All observations made within the network are gathered into a single observation

set O, sorted by entrance time. We then follow the incremental estimation procedure

outlined in section 4.4.1. After beginning with a small initial set of the first m

observations, we iteratively add s observations, evaluating and keeping only the B

best partitions at each iteration. The iteration continues until the entire set O has

been considered yielding a final maximum a posteriori partition estimate ωMAP and

the corresponding transition model TMAP .

4.5.1 Trajectory Reconstruction

It is critical to accurately reconstruct the original object trajectories. As we

will show in sections 4.5.2 and 4.5.3, accurate reconstruction of the trajectories
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ensures accurate estimation of both first- and higher-order topological relationships.

To quantitatively assess trajectory reconstruction, we use two measures: par-

tition accuracy and partition recall (see [132]). Suppose the true (ground-truth)

partition ω̄ divides the full observation set O into Kω̄ trajectories Ōi, 1 ≤ i ≤ Kω̄.

Similarly, the partition estimated by our algorithm ω̂ produces Kω̂ trajectories Ôk,

1 ≤ k ≤ Kω̂. The partition accuracy denotes the [average] fraction of each recovered

trajectory’s observations that actually belong to some ground-truth trajectory

qω̂ =
1

Kω̂

Kω̂∑
k=1

maxi |Ōi ∩ Ôk|
|Ôk|

· 100% (4.6)

Similarly, the partition recall indicates the fraction of each ground-truth trajectory’s

observations that are partitioned together in the estimated partition

ρω̂ =
1

Kω̄

Kω̄∑
i=1

maxk |Ōi ∩ Ôk|
|Ōi|

· 100% (4.7)

After using our algorithm to recover object trajectories in several simulated

camera networks, we apply these two metrics to the results. Table 4.1 shows how

performance varies with changes in B, the number of hypotheses retained at each

iteration and with σa, the appearance noise parameter (see Figure 4.4 for a visual

noise comparison). These results represent average performance across 20 randomly-

generated camera networks. Each 20-camera network accumulated observations

from ten objects moving through the network with a mean of 32.8 observations

collected per object (per network).
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σa = 0.00 σa = 0.02 σa = 0.05 σa = 0.10 σa = 0.20

B acc./recall acc./recall acc./recall acc./recall acc./recall

1 70.0 / 98.4 68.2 / 97.6 63.9 / 94.4 52.7 / 83.0 40.3 / 59.6

2 69.4 / 97.9 69.0 / 97.0 65.5 / 94.1 54.1 / 82.9 39.0 / 60.0

5 69.5 / 98.5 67.7 / 96.8 65.5 / 94.2 54.4 / 84.0 38.8 / 60.3

10 69.7 / 97.5 69.2 / 97.0 65.9 / 94.1 54.2 / 84.6 40.9 / 59.5

25 - / - 69.7 / 97.2 - / - 55.4 / 84.2 - / -

Table 4.1: Performance across Hypothesis and Appearance Noise Param-

eters. The partition accuracy and recall vary as the number of retained hypotheses

B and the appearance noise parameter, σa are changed. In these simulations m = 8

and s = 2 are fixed. The influence of appearance noise on accuracy and recall is

substantial, while that of the hypotheses retained is negligible. We believe that ac-

curacy values are lower than recall due to the recovery of too few trajectories. When

a new object first appears, if all partitions which attribute it to a new trajectory

are pruned then all of its observations will be assigned to existing trajectories.
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Figure 4.4: Visual Noise Comparison. Twelve initial observations labeled by

object identity (the object number is displayed inside each observation’s square).

The top row shows the true appearance (color) of each observation as mea-

sured without any noise. The four lower rows show how noise of varying levels

(σa = {0.02, 0.05, 0.10, 0.20}) can change the measured appearance. Note how some

objects (e.g . the first and last of the twelve observations) can begin to appear simi-

lar when measured with high noise, making appearance a less effective discriminant

between objects.

4.5.2 First-Order Topology

We next evaluate the algorithm’s recovery of the first-order topology, as done

in previous work on topology [88, 121]. Our comparison is based on a stochastic

adjacency matrix we call the topology matrix. The entries of row i form a probability

distribution, indicating the probability that an object last seen at camera i will next

appear at a particular camera. In theory, the binary matrix formed by replacing

the non-zero transition probabilities in the topology matrix with ones would be

symmetric (if an object can move from camera a to b it should be able to return
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from b to a). However, while some domains might exhibit true “one-way” paths,

in practice there simply may not be any objects taking the reverse path despite its

availability.

Results from a simulated 20-camera network (that shown in Figure 4.1) are

presented in Figure 4.5. This simulation has ten3 objects collectively producing 314

observations. Both the ground-truth and recovered topology matrices are shown,

together with an error matrix displaying discrepancies between the two. The results

show the recovery of almost every camera-camera transition made, and with the

correct probabilities in all but a few cases. With the exception of cameras 1 and 4

(the top and fourth rows), all of the spurious estimated transitions are of negligible

probability.

4.5.3 Higher-Order Topology

Partitioning the observations into full object trajectories enables the extrac-

tion of higher-order topological relationships, simply by analyzing the estimated

trajectories. With this additional information, we can answer queries such as, “If an

object was first observed in camera a and next in camera b, what is the likelihood

that it will next be seen in camera c?”. As we are unaware of other work recovering

higher-order transition models, we cannot provide a direct comparison with other

algorithms. We therefore present results showing the extent to which our technique

is able to accurately recover the second-order transition model. Example second-

3For real-world observations, one would, of course, need far more than ten tracks to construct

a useful model.
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(a) Ground Truth (b) Estimated (c) Errors

Figure 4.5: First-order Topology. Shown here are the topology matrices induced

by (a) the ground truth partition, (b) the estimated best partition, and in (c) the

error between the ground truth and estimated topology matrices. The observations

used had an appearance noise of σa = 0.05, and the parameters used in estimation

were m = 8,s = 2, and B = 10. Entries framed in red denote non-zero entries

in the ground-truth which were entirely lost in the recovery process. Blue-framed

entries denote spurious transitions due to estimation errors. Both are generally very

low-probability errors.

order transition model estimation results are shown in Figure 4.6. The increased

expressiveness of the second-order model over first-order adjacency can be seen.

Average second-order transition model errors are shown in Figure 4.7. Errors

are computed using sum of squared errors between the ground-truth and the esti-

mated distributions. The probability of an object passing through cameras a,b, then

c in sequence is expressed as a distribution across camera c for the given camera

pair (a, b). The presented results are the average errors over all pairs (a, b).
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Figure 4.6: Higher-order Transition Model Examples. Two cameras, serve to

illustrate the expressiveness of the second-order transition model. Each pair (a)-(d)

shows the ground-truth (GT) model on the left and the estimated (EST) model on

the right. In these plots, the light blue circle in the center is the camera where

the object was last observed (with a blue path indicating where it came from in the

second-order model). The red paths indicate probabilities of next appearing at other

given cameras, with each visible radial bar proportional in length to its in respective

non-zero probability. In (a) and (b) we see that while in general objects at camera

7 most often go to camera 5, the second-order model shows that objects arriving at

camera 7 never go to camera 5, rather to cameras 1, 14, and 17. Similarly in (c)

and (d), objects at camera 17 are more likely to go to camera 12 than camera 7,

however, quite the opposite if they came from camera 12.
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Figure 4.7: Higher-order Transition Model Errors. Second-order transition

model errors computed using sum of squared errors between ground-truth and esti-

mated distributions. The points represent the results for the 20 randomly-generated

networks, boxes indicate the mean across these networks.
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Chapter 5

Decentralized Discovery of Camera Network Topology

5.1 Introduction

One of the primary challenges in developing distributed and collaborative sens-

ing systems is providing the constituent sensors with the means to interpret each

other’s observations and measurements. The absence of global or even pairwise ref-

erence information effectively isolates the individual sensors, leaving them unable

to determine the meaning or relevance of other sensors’ observations. While such

reference information can be provided manually to systems comprised of a mere

handful of sensors, systems deployed with hundreds and soon thousands of sensors

necessitate the development of automated approaches.

The recovery of such reference information is often referred to as localization

by the sensor network community and as calibration by computer vision researchers.

Various innovative technologies and techniques have been suggested for both network

localization [52, 95, 90, 40] and camera calibration [62, 15, 32, 109, 11]. As the need

for localizing/calibrating large numbers of networked sensor is a relatively recent

development, novel approaches and techniques continue to be developed.

One of the primary benefits of a camera network is the ability to moni-

tor a larger area than is possible with a single camera. An important monitor-

ing/surveillance task with myriad applications is the tracking of entities (people,
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vehicles, animals, etc.) through the camera network. Passively tracking people and

automobiles through a camera network can be challenging however, due to factors

such as visual occlusion and limited camera field-of-view, resulting in unobserved

regions ”between” cameras.

In the computer vision literature, methods have been proposed for tracking

objects through non-overlapping sensors. In this scenario, where objects pass in

and out of the sensor-monitored regions, it is critical to understand where an object

leaving one sensor’s field-of-coverage could potentially next appear.

The probability distribution that governs where objects go when they leave

one sensor and how long they take to arrive at the next is called the transition model.

The graph comprised of a node for each sensor and edges between adjacent sensors

shall be referred to as the network’s topology. Here, two cameras are considered

adjacent if there exists a path between them that an object can follow without

crossing through any other cameras.

In Section 5.2, a discussion of previous work in recovering the topology of non-

overlapping cameras is provided. Section 5.3 outlines the decentralized approach for

estimating a camera network transition model (implicitly defining the topology).

Section 5.4 provides the details of the inference mechanism used: a modified multi-

nomial distribution, which accommodates observation uncertainty. Experimental

results using this approach are presented in Section 5.5.
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5.2 Related Work in Topology Estimation

Decades of work on data association and tracking have recently led to an inves-

tigation of camera network topology. Stauffer and Tieu [118] proposed a technique

for identifying cameras with overlapping fields of view and estimating the homog-

raphy (mapping transformation) between the views.

Mandel et al . [89] utilized the SPRT (Sequential Probability Ratio Test), a

statistical technique for accumulating sequential evidence until a decision can be

made about which of two hypotheses holds. The approach effectively identified

overlapping cameras, but could not determine adjacency relationships among non-

overlapping cameras. Detmold et al . [31] sought to recover “activity topology”

by identifying overlapping fields of view in thousand camera networks using the

principle of exclusion: when an object is present in one camera and not in another,

then the object’s location is not mutually observable. To extend the approach to

identify adjacent non-overlapping views, a temporally padded spatial window was

used.

Approaches designed for recovering non-overlapping camera topology have also

been suggested. Javed et al . [68] use ground-truthed trajectory data to construct

nonparametric transition models which capture not only the topology but also the

pairwise illumination change between cameras. Makris et al . [88] attempt to iden-

tify adjacent cameras by using cross-correlation and covariance over thousands of

observation departure and arrival times. Tieu et al . [121] use statistical dependency

(mutual information) to estimate transition delay distributions using an MCMC
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chain for sampling correspondences between observations. Gilbert and Bowden [55]

use an incremental approach, recursively subdividing each camera’s view into blocks

and looking for temporal correlations between blocks in different cameras.

In previous work, Farrell et al . [39], used a Bayesian approach to partition the

observations into the individual objects’ trajectories. If trajectories can be estimated

(essentially linking together the observations into chains, one per object), then not

only the first-order topology, but also higher-order transitions can be recovered. One

of the primary benefits of such higher-order models is resilience to camera failure.

If a node fails, it can be bypassed since the higher-order model describes where

moving objects could have gone after they passed through the failed node’s field-

of-view. Despite these advantages, the approach had at least two shortcomings of

consequence: one, it was computationally intensive; and two, mistakes made early

in the estimation process could not be corrected, instead incurring additional errors

over time.

Nearly all of these methods for recovering camera network topology assume

that computation is performed at a single location. Centralized approaches not

only raise the concern of a single point of failure. They also generally exhibit poor

scalability. To overcome these barriers, our approach utilizes both the sensing and

processing capacities of the entire network, estimating the transition model (and

with it the topology) in a decentralized fashion.
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5.3 Our Approach

To effectively track objects within the camera network, it is necessary to un-

derstand the spatial relationships between cameras. If no a priori knowledge of

camera locations is given, then, in theory, any camera could be adjacent to any

other. While it is extremely unlikely that any single camera will be adjacent to all

of the others, this possibility must at least be considered.

Consider a camera network consisting of N nodes. As no information is as-

sumed about the location of one camera relative to any other, the only source of

available evidence is the observations that each camera makes. The goal is to use

these observations to determine, for each camera ci, the set of neighboring cameras

N(ci) which are adjacent to ci.

As with most problems, a global or centralized solution is computationally

expensive and scales poorly to larger networks. One of the fundamental principles

motivating the approach presented here is that a distributed or decentralized so-

lution provides superior scalability. In a camera network, computational resources

increase with the number of cameras.

A semi-localized1 algorithm has therefore been developed which allows each

camera ci to determine (estimate) which cameras cj are adjacent to it. The result is

a transition model describing not only the adjacency but also the relative probabil-

ities that an entity leaving ci will arrive at the various cj ∈ N(ci). This algorithm

1The approach is “semi-localized” in that the processing is done locally, but collecting the other

cameras’ observations (which comprise part of the needed input) requires communication.
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seeks to establish correspondences between the given camera’s own observations

and observations made at other cameras within a temporal window. The potential

correspondences are weighted by two factors: an information-theoretic appearance

measure (see Section 5.3.1); and the delay between the observations. While these

weighted correspondences are being accumulated as evidence, the underlying topol-

ogy and transition model are estimated using a modified multinomial distribution

(described in Section 5.4).

5.3.1 Information-Theoretic Appearance Matching

This approach relies heavily on the premise that appearance distinctiveness is

key to efficient learning. For a given deployment environment, some of the objects

to be tracked will generally have ambiguous appearances. On a university campus,

for example, jeans and a t-shirt are common attire. Differentiating such similarly

dressed individuals can be difficult. On the same campus relatively few individuals

will be observed wearing a suit and tie. When nothing is known about the camera

network topology, a great deal more can be learned from individuals with more

distinctive appearances than can be from those with more typical appearances.

When an individual leaves a given camera, the system ideally could determine

which camera they appear in next. If the individual’s appearance is ambiguous,

it becomes very difficult to determine which of several subsequent observations (at

various cameras) corresponds to this individual’s next appearance. However, if

the individual’s appearance is distinctive, there is a higher likelihood of correctly
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determining which observation corresponds to the individual’s next appearance.

Suppose that an appearance model is available where the prior probability of

observing an appearance f is given by the density A(f). An information-theoretic

model, inspired by AIC Weighting (Akaike’s Information Criterion [2, 20]), is defined

as follows

DA(f) =
e−δA·A(f)∫
e−δA·A(f)df

(5.1)

where DA(f) is the distinctiveness weight for appearance f and δA is a weighting

coefficient which determines how much to emphasize distinctive appearances (see

Figure 5.1) in matching different observations.

This criterion can be utilized to define a matching score between two appear-

ances. Given two observed appearances f1 and f2, a weighted match score M is

defined as follows:

M(f1, f2) = DA(f1) ·DA(f2) · Pr(f1 = f2) (5.2)

where Pr(f1 = f2) denotes the probability that f1 and f2 were sampled from the

same object (and thus share the same underlying appearance).

5.3.2 Modelling and Estimation Phases

The approach consists of two phases. First, the Modelling Phase, which is

conducted offline, consists of 1) acquiring a nonparametric appearance model and 2)

determining a coarse distribution over transition delay times. The subsequent online

Estimation Phase uses these models to perform sequential (incremental) estimation

of the transition model, and hence the topology.
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Figure 5.1: Appearance Distinctiveness. The above plots demonstrate the dis-

tinctiveness weighting described in Section 5.3.1. Given the appearance density

A(f) in (a) above, the distinctiveness curves corresponding to different values of δA

are shown below in (b). While a one-dimensional appearance density has been used

for demonstration, the approach can handle more general appearance models.

During the modelling phase, an appearance model can be learned by accu-

mulating observations over a substantial length of time. Given a large sample of

appearance observations, it is straightforward to determine A(f). Given the appear-

ance density, constructing the initial transition distributions is done as follows. For

two cameras, ci and cj, observations are collected over some period of time (these
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can be the same observations used to determine A(f)). These observations, oi and

oj, are used to construct inter-camera time delay densities Ti,j as follows (similar to

the temporal binning of [55]).

Ti,j(t̂) ∝
∑
oi∈oi

∑
oj∈oj

K(t̂, tj − ti) ·Ψτ (ti, tj) ·M(fi, fj) (5.3)

where Ψτ (t1, t2) is a binary compatibility function defined on the size of the temporal

correlation window τ

Ψτ (t1, t2) =


1 if 0 < t2 − t1 ≤ τ

0 otherwise

(5.4)

K(t̂,∆t) is a smoothing or weighting kernel2, and M(f1, f2) is defined in (5.2). This

is reminiscent of a weighted cross-correlation.

During the estimation phase, the constructed appearance distinctiveness weights

DA(f) and inter-camera time delay densities Ti,j are used as a basis for weighting

observations. The modified multinomial distribution uses these weighted observa-

tions to estimate the underlying transition model. After describing the observation

weighting, we will introduce the modified multinomial distribution.

Suppose camera ci makes an observation o = (to, fo), indicating that an object

with observed appearance fo exited camera ci at time to. Now consider the set S of

observations made at other cameras for objects arriving within a temporal window

of length τ > 0. In theory, each of these other observations in S must be considered

2K(t̂,∆t) allows construction of a nonparametric Kernel Density Estimate (KDE), a technique

also referred to as Parzen Windows. The kernel K could be a truncated Gaussian, the Epanech-

nikov kernel, a triangle filter, etc.
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as the potential next appearance of the object observed leaving camera ci at time

to. The objective is to estimate:

1. A normalized contribution vector wo, the j-th component expressing an esti-

mate of the probability that the object originally observed at to next appeared

at camera cj.

2. A mixing weight κo for this observation based on the distinctiveness of the

object, DA(fo). The inference procedure should place greater confidence in

what is “learned” from distinctive objects.

For simplicity, define an indicator vector for each camera cj as

ej = [ 0 . . . 0︸ ︷︷ ︸
j−1 zeros

1 0 . . . 0︸ ︷︷ ︸
N−j zeros

] (5.5)

hence, e1 = [1 0 . . . 0], e2 = [0 1 0 . . . 0] and eN = [0 . . . 0 1]. Now, the contribution

vector for the observation o is defined as

wo =
∑
s∈S

M(fo, fs) · Ti,cam(s)(ts − to) · ecam(s) (5.6)

After processing all S observations, the N -dimensional vector wo is normalized,

providing a probability density for which camera the object is next observed in.

Over time, a node-specific evidence vector α is accumulated using both the

contribution vectors wo and the mixing weights κo = DA(fo). After m observations

at camera ci, the evidence vector is given by

α(m) =
m∑
o=1

κowo (5.7)
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The mixing weights κo cause the observations to be weighted unequally, higher

weight being given to more distinctive appearances.

One might question the suggested “decentralized” nature of this approach,

given that each node requires the observations of all other cameras. A centralized

algorithm performs computation at a single node. Distributed algorithms divide the

computation amongst many nodes, often with one node determining the division of

labor. The approach presented is decentralized in that all nodes perform process-

ing without any coordination. Observations are broadcast globally and each node

gathers the observations to compute its own evidence vector. While the global ob-

servations are the same, each node’s evidence vector is unique, its own observations

determine the weights locally.

In some sense, this accumulated evidence vector α provides us with an estimate

of the transition model. However, it is not necessarily the most accurate one. If a

coin were flipped and landed face up (”heads”), one wouldn’t necessarily assume that

the coin would always land face up, although this is what the limited evidence would

suggest. This is equivalent to Maximum Likelihood Estimation (MLE). Alternately,

one could instead consider all possible values of Pr(heads), and how likely each

is given the observations. This approach would compute the expected value of

Pr(heads).

Section 5.4 explains how a camera’s expected transition mo-del is derived from

the evidence vector α. A modified multinomial distribution is used to represent the

probability density over all possible transition models. While a standard Multino-

mial distribution uses discrete evidence (a die yields either 1, 2, 3, 4, 5 or 6, an M&M
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is either red, or orange, or yellow, etc.), our modified multinomial distribution ac-

commodates uncertainty in the observations.

5.4 The Modified Multinomial Distribution

The mechanism proposed for inferring the transition model from the accu-

mulated evidence is the modified Multinomial distribution. This model provides

convenient expressions for both the posterior probability of all possible transition

models and most importantly the expected transition model.

To motivate the usage of the modified Multinomial distribution, we begin by

considering a simple urn problem. A large urn contains m marbles; each marble is

either black or white in color. Suppose that b of the m marbles are black. If a marble

is drawn from the urn, the probability that it will be black is simply Pr(B) = b/m.

Similarly, the probability of a white marble being drawn is Pr(W ) = (m− b)/m. It

is assumed that marbles are returned to the urn after they are drawn, thus making

the trials independent and keeping Pr(B) and Pr(W ) constant.

Suppose now, that instead of a discrete urn model defined by parameters b

and m, a continuous model is used where the probabilities of drawing black or white

are respectively Pr(B) = p and Pr(W ) = (1 − p).3 Drawing a marble from this

continuous model (parameterized by p) is a Bernoulli trial. If n marbles are drawn

from the urn (n Bernoulli trials performed), the probability of drawing exactly k

3This is generally equivalent to selecting b and m such that b/m = p, however, we need not

restrict ourselves to selecting p ∈ Q.
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black marbles (and n− k white marbles) is given by

Pr(|B| = k) =

(
n

k

)
pk(1− p)n−k, (5.8)

known as the binomial distribution.

Suppose n marbles have been drawn, of which k are black and n−k are white.

Is it possible to determine what the underlying distribution in the urn (i.e p) is?

The value of p cannot be determined exactly, but one can estimate a most likely

value (See Appendix A.1.1 for derivation of the Maximum Likelihood Estimate) or

even determine the probability distribution over all possible values of p.

Hereafter, the observations will be represented using the vector α = (α1, α2). If

k of the n marbles drawn were black, then α = (k, n−k). The binomial distribution

with parameter p can be rewritten to express the likelihood of α as

Pr(α|p) =
(α1 + α2)!

α1!α2!
pα1(1− p)α2 (5.9)

since (
n

k

)
=

n!

k!(n− k)!
=

(α1 + α2)!

α1!α2!
(5.10)

Figure 5.2 shows several plots for various values of α and the corresponding most

likely value pMLE and expected value E(p|α), derived below.

From a Bayesian perspective, the posterior distribution over p is proportional

to the product of the observation likelihood with the prior

Pr(p|α) ∝ Pr(α|p) · Pr(p) (5.11)

Assuming a uniform prior,

Pr(p|α) ∝ (α1 + α2)!

α1!α2!
pα1(1− p)α2 (5.12)
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Figure 5.2: Probability Densities for Binomial Distribution Parameter.

These plots show the probability densities for the binomial distribution parameter

p, given the observations α as shown. The Maximum Likelihood Estimate, pMLE

(derived in Appendix A.1.1), is shown in red while the expected value, E(p|α), is

shown in blue.

To facilitate notation, introduce the Gamma and Beta functions. The Gamma

function, defined as

Γ(x) =

∫ ∞
0

tx−1e−t dt (5.13)

interpolates the factorial function, Γ(n) = (n − 1)! for positive integers n. The
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(binomial) Beta function is defined as

β(x, y) =

∫ 1

0

tx−1(1− t)y−1 dt =
Γ(x)Γ(y)

Γ(x+ y)
(5.14)

Thus, the posterior (5.12) can be simplified as

Pr(p|α) ∝ 1

β(α1, α2)
pα1(1− p)α2 (5.15)

For the posterior to be a probability density, the normalization constant C

must be found such that

∫ 1

0

C

β(α1, α2)
pα1(1− p)α2 dp = 1 (5.16)

From the definition of the Beta function (5.14), we see that
∫ 1

0
tx(1− t)y dt = β(x+

1, y + 1). Applying this equality, along with the identity Γ(x+ 1) = xΓ(x), we find

that

C =
β(α1, α2)∫ 1

0
pα1(1− p)α2dp

=
β(α1, α2)

β(α1 + 1, α2 + 1)
(5.17)

And thus, the posterior density is

Pr(p|α) =
1

β(α1 + 1, α2 + 1)
pα1(1− p)α2 (5.18)

Given this posterior density, the expected value of p is given by (see derivation

in A.1.2)

E[p|α] =
(α1 + 1)

(α1 + α2 + 2)
(5.19)

The sequential estimation process for a binomial distribution is illustrated in Figure

5.3.
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(a) Estimation of p at Exponential Intervals
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Figure 5.3: Binomial Distribution Parameter Estimation. (a) shows the se-

quential estimates of the underlying parameter, p, of a binomial distribution. In

each plot, the ground truth value of p = 0.123 is shown in green. The posterior

P (p|α) given the observations/evidence accumulated α is shown by the curve. The

current expectation E(p|α) is depicted in blue. Note that the plots are shown at

exponentially increasing intervals: after 0, 1, 2, 4, . . . , 1024 observations. (b) shows

the error over time, computed as the difference between the ground truth value of

p = 0.123 and the current expectation E(p|α).
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5.4.1 Extending to the Multinomial Distribution

We now revisit the initial assumption that the urn contains only black and

white marbles. The two-color problem, modelled by a binomial distribution, can be

extended to a multi-color problem, modelled by the multinomial distribution. In the

multivariate case, a vector of probabilities denoted by p = (p1, p2, . . . pd),
∑

i pi = 1,

is used to describe the underlying distribution across the d colors. The probability

of drawing color i is pi. Utilizing the same approach that was used for the binomial

distribution, the d-dimensional posterior density is given by

Pr(p|α) =
1

β(α + 1)

d∏
i=1

pi
αi (5.20)

with the Beta function extended to d dimensions as

β(α + 1) =
Γ(α1 + 1)Γ(α2 + 1) · · ·Γ(αd + 1)

Γ(α1 + α2 + . . .+ αd + d)
(5.21)

The expectation E[p|α] can be written as

E[p|α] = (E[p1|α],E[p2|α], . . . ,E[pd|α]) (5.22)

where (see derivation in Appendix A.2)

E[pi|α] =
(αi + 1)

(α1 + α2 + · · ·+ αd + d)
(5.23)

This produces the following expectation over p:

E[p|α] =
(α1 + 1, α2 + 1, . . . , αd + 1)

α1 + α2 + · · ·+ αd + d
(5.24)

5.4.2 Uncertain Observations

Thus far, each marble has been considered to have a single deterministic color

(once drawn). However, the mathematical derivations have made no assumption
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requiring αi ∈ Z. In fact, when we replaced the combinatorial expressions with Γ(·)

and β(·) functions, we equipped our model to handle any observation vector α, not

just α ∈ Zd.

The multi-camera tracking problem, in fact, requires one to allow uncertainty

in the observations. Under this paradigm, marbles represent objects and colors

represent cameras. A camera observing an object leaving its field-of-view is an

event analogous to drawing a marble. With no prior knowledge of the network’s

topology, we cannot know which camera it will appear in next, hence the color of

the marble is uncertain.

As the other cameras subsequently report objects they observe arriving, those

cameras (colors) receive increased weight according to the observed object similarity.

Thus, each observation (think marble) produces a contribution vector (wo from

Section 5.3.2) which can be any convex combination of the cameras (colors) as

described in (5.6) above. These contributions are aggregated into the evidence

vector α as described in (5.7).

5.5 Experimental Results

The experiments use a JAVA simulation environment (see Figure 5.4). The

environment provides a network of sensor nodes, each node coupling a processing

unit with one or more sensors. The network may be modelled as either wired, where

any node can communicate with any other, or wireless, where only a subset of the

network is in a given node’s neighborhood. The sensor interface has been designed
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such that various modalities could be simulated, but at present only cameras are

used.

Figure 5.4: Simulation Environment. Written in Java, the experimental frame-

works simulates a distributed camera network. It currently implements the decen-

tralized approach to topology estimation, but is extensible for other distributed

sensing tasks.

The simulation environment provides a synchronized time model which effec-

tively allows the nodes, the sensors, and the physical entities moving around the

scene, to perform their respective functions in parallel. The nodes are currently

implemented to process and communicate the camera observations, applying the

approach for decentralized estimation of the transition model and topology.
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5.5.1 Experimental Application: A Supermarket

The application used in the experiments is that of a retail environment. A

supermarket is a prototypical scenario for the following reasons:

• In a supermarket, each customer/shopper generally follows a different route.

Simulating this makes the experiments both realistic and non-trivial.

• While some aisles of a supermarket are visited more frequently, most parts

of the store receive a fair amount of traffic. This should make it possible to

recover the topology of all of the cameras.

• The variety of appearances observed over time enables the learning approach,

and at the same time makes observation correspondence a nontrivial challenge.

In this retail environment, there are various aisles which we’ll imagine contain

the items which shoppers will collect and purchase. The timing of shoppers entering

the supermarket is governed by a Poisson departure process (parameters λ = 1 and

the same τ used for the temporal correlation window). Each shopper has a list of

items to pick up (actually a list of locations within the store to visit) and follows an

optimal (shortest) route to collect these items. When finished, they depart through

the same entrance they arrived at.

5.5.2 Appearance Model

The simulation environment can be outfitted with whatever appearance model

is desired. For simplicity, a single parameter (HSV hue) empirically-derived appear-
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ance model is used (see Figure 5.5).

Each shopper is assigned an intrinsic appearance, sampled from this nonpara-

metric density. When an individual shopper passes through a camera, the intrinsic

appearance is perturbed by N (0, σA), yielding noisy observations.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
HSV Hue

(a) Empirically-Derived Appearance Model A0

Figure 5.5: Nonparametric Appearance Model A0. The appearance model A0

in (a), which is used in our retail simulation, is derived empirically from the HSV

hue of the vehicles in a parking lot image (the photographer did not respond to our

request for permission to publish the image, we therefore cannot include the image

here).

5.5.3 Simulation Parameters

There are a number of factors that influence the simulation and consequently

any tracking efforts. Before examining the effect of these various factors, baseline

results are presented (see Figure 5.6) on a 20-camera network, using a temporal

correlation window of τ = 20 seconds. These results show the performance, given

by the mean error per camera (using L2-norm on the transition model) over time.

The Modelling and Estimation phases are each run for 5 hours of simulation time.
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Figure 5.6: Estimation Results. This plot depicts the error between the esti-

mated transition model and the ground truth transition model over the course of

the estimation process. This simulation contained 20 cameras, used a correlation

window of τ = 20 seconds with the appearance model A0 shown in Figure 5.5(a).

The errors are computed using the L2-norm on a per-camera basis.

The impact that various simulation and model parameters have on the algo-

rithm’s ability to recover the topology and tracking model have been studied and

are presented below.

• Number of Cameras/Nodes - While the initial results were generated on

networks of 20 camera nodes, simulations have been conducted for networks

ranging in size from 10 cameras to 100 cameras. These results are presented

in Figure 5.7. The size of the area being monitored increases in proportion to

the number of cameras, keeping the sensor density approximately fixed.
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• Appearance Entropy - From the empirical nonparametric appearance model

A (see Section 5.5.2 above), k additional appearance densities are generated

with varying entropy. Using these new densities in the simulation enables

exploring how increasing or decreasing the entropy of the appearance model

affects recovery of the topology/tracking model. These results are presented

in Figure 5.8.

• Distinctiveness Weights - For the appearance model A, we described in

(5.1) an information-theoretic model for weighting appearance distinctiveness.

By varying the distinctiveness parameter δA, we see the influence of the weight-

ing on the estimation results in Figure 5.9.

• Correspondence Window - The correspondence window implicitly defines

the maximum separation of two cameras (in terms of inter-camera transit

time) which allows recovery of their adjacency. The size of the temporal

correspondence interval or window τ is varied (however, the poisson departure

distribution parameter τ = 20 is not). These results are presented in Figure

5.10.
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Figure 5.7: Scalability - Varying the Camera Network Size. Here the effects

of changing the camera network size (number of nodes) are shown using the same

metric as in the baseline, Figure 5.6. The number of cameras is varied from 10 to

100.
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(b) Comparison of Estimation Results

Figure 5.8: Varying the Entropy of the Appearance Density A. A family

of appearance densities, with varying entropy, is derived from the original density

A0. In (a), the original density A0 (in bold purple) is shown along with the derived

densities A(i) ∝ A0
2a for a = ±1, 2, 3. The influence of changing the appearance

density entropy is shown in (b), comparing the error curves for the derived densities

with that of the original, A0.
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Figure 5.9: Varying the Distinctiveness Weights. Varying the parameter

δA changes the Distinctiveness Weighting Function DA(f) (See Figure 5.1). Ad-

justing δA affects the estimation convergence rate. Results are shown for δA ∈

10
1
2

(0,1,2,3,4,5,6,7).
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Figure 5.10: Varying the Temporal Correlation Window. Here the effects

of changing the size of the temporal correlation window, τ , can be observed in

comparison with the baseline value (τ = 20s). The value of τ varies from from 5 to

60 seconds.
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Chapter 6

Conclusion

6.1 Concluding Remarks and Future Work

As outlined in the introduction, this work addresses three different subtasks

under the broader heading of learning visual patterns. We now provide some con-

cluding remarks for each topic, together with directions for future research.

6.2 Subordinate Categorization

We have presented an approach for subordinate categorization using a pose-

normalized appearance model founded upon a volumetric part model. Whereas

basic-level categories are represented by a part model (a set of volumetric primitives,)

the variation in shape and appearance properties of these parts across a taxonomy

provides the cues needed for subordinate categorization.

Our model associates the underlying image pattern parameters used for detec-

tion with corresponding volumetric part location, scale and orientation parameters.

This parameters implicitly define a mapping from the image pixels into a pose-

normalized appearance space, which removes view and pose dependency, facilitating

subordinate categorization.

Some additional directions we are currently investigating include
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Broader Annotated Dataset: First, the subset of the CUB-200 dataset used in our

experiments is but a fraction of what we would like to utilize. We have there-

fore undertaken the task of annotating additional families within the CUB-200

dataset. The CUB-200 dataset was not collected with taxonomy as a primary

goal, leaving out not just families, but entire orders of the avian taxonomy. We

are therefore also working to collect a broader dataset, increasing the number

of species to more than 500, with a greater number of examples per category.

Improving Detection Accuracy: Part of the reason that our bottom-line subordinate

categorization results were not better was the difficult of accurately detecting

the birds. While we believe that additional annotations will help, we con-

tinue to work on improvements to the detection process, perhaps investing

alternatives to the poselet framework.

Classification Model: In this work, we combined the pose-normalized appearance

descriptor (PNAD) with a Random Forest classifier framework. This combi-

nation holds potential, however, a more thorough evaluation and comparison

using other classifiers and/or variants of the current PNAD descriptor should

be conducted.

6.3 Kinetic Accessibility

While these results are very promising, we strongly believe that the full capa-

bility of the kinetic accessibility paradigm has yet to be realized. It can and should

be applied to domains other than basketball, but we feel that even within this con-
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text, the logic rules can be enhanced and extended to effectively provide recognition

of more perceptually subtle events such as turnovers, baskets made or missed (based

on what happens subsequently), etc.

One insight of great interest was discovered while comparing the pairwise

CanPass(P1,P2) values for a given frame. Players on the defensive team typically

have most or all of their values close to 1.0 (indicating unimpeded passing opportu-

nities if they had the ball). On the offensive team however, the values vary greatly

due to defensive players obstructing passing lanes. Rarely is an offensive player

free to pass to all four teammates. This is a rather intuitive result — the offense

isn’t concerned with obstructing the defense’s passing lanes. As implemented, the

team assignments (which players are on which teams) were provided. However, the

assignments could likely be learned using this approach, particularly in conjunction

with other information such as who was observed passing to whom, who seems to

be covering whom, etc.

Additional directions for investigation include

Better Handling in the Temporal Domain: At present, we have treated the tempo-

ral dimension only superficially, we would suggest a more robust model of time

such as that presented by Morariu and Davis [96].

Capture the Flag: Capture the flag is an ideal domain for our logic-based kinetic

accessibility framework. Sadilek and Kautz [115] already investigated using

Markov Logic Networks to model capture the flag, but the coarse 1m resolution

in their dataset would not be amenable to kinetic accessibility.
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Multi-Target Tracking: Another application that we are investigating is that of

multi-target tracking and data association. Often data association in tracking

relies more on appearance similarity than on dynamics. Kinetic accessibility

provides an ideal framework in which to jointly consider the dynamics and

identities of multiple objects.

6.4 Estimation of Camera Network Topology

6.4.1 Centralized Estimation

We have presented a technique for constructing higher-order statistical transi-

tion models. The approach is based on recovering object trajectories by partitioning

the observation set in a Bayesian Framework. We described the Bayesian frame-

work for determining partition likelihood by evaluation of a probabilistic graphical

model. We adopt an incremental approach, adding observations and pruning un-

likely partitions, retaining only the most probable partitions after each iteration.

Having recovered the trajectories we are able to extract not only camera adjacency

but also higher-order topological relationships which can improve tracking accuracy

and offers topological redundancy, fortifying against camera failures.

We feel that this technique holds promise for recovering the topology informa-

tion for camera networks. To more fully realize this potential, we propose further

work on the following areas

Overlapping Field-of-View: At present we make the assumption that all fields of

view are non-overlapping. While it facilitates our present approach, this con-

110



straint inhibits the analysis of more general camera networks where cameras

may or may not overlap.

Scalability: While the approach we present is described as a serial algorithm, it

is inherently parallel and could be implemented on a medium-scale network

of “smart cameras”, each possessing the computational resources to process

its own video and also collaborate in distributed topology estimation. (see

Bramberger, et al . [14] for such a platform). At each iteration, a large num-

ber of partitions are evaluated to determine the partition likelihood. The

overhead required to divvy up the partitions amongst the camera nodes and

gather/prune the results would be minimal (constitutes only 3.80% of the

present serial implementation run-time).

Real Camera Network/Tracking: We also want to test our data on an actual de-

ployment of 20 or more cameras. We initially plan to apply our algorithm to

the 9-camera Terrascope dataset [69] from the U. of Kentucky. We further

wish to verify that our higher-order transition model will improve tracking

performance.

6.4.2 Decentralized Estimation

To successfully track entities within a camera network, an understanding of

camera topology is essential. In this paper, a decentralized technique has been

presented for each node in the network to recover its own topological neighbors.

Each node estimates adjacent cameras by combining its own observations with those
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of the other cameras in the network. The vehicle for this distributed inference

is a modified multinomial distribution. The observations are correlated using an

information-theoretic weighting model, assessing appearance distinctiveness.

Through this work, the authors have identified a few areas for further study

as outlined below

Per-camera Observation Frequency: Cameras with higher observation frequencies

have a higher prior for finding matches in the correlation window due simply

to the fact that more objects pass through within the correspondence window,

independent of the underlying topology.

Multiple Cameras during Correlation Interval: Another difficulty introduced by the

semi-local approach is that when an object passes through multiple cameras

during the correlation interval, there is no way to explicitly know whether

the resulting observations were all due the same object or to multiple differ-

ent objects. An approach that balances weighting the earlier observations in

the interval (to somewhat suppress subsequent observations along the same

trajectory) with those that seem “best” might further improve results.

Convergence: It is clearly evident that the estimation convergence time is dependent

on parameters such as: the number of adjacent cameras; the total number of

cameras; and the per-camera observation frequency. It may be possible to

use a confidence measure such as covariance to control convergence of the

estimation process.
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Appendix A

Appendix - Expectation Derivations

A.1 Derivations for the Binomial Distribution

A.1.1 Maximum Likelihood Estimate (MLE)

For a binomial distribution of unknown parameter p and observations α, the

Maximum Likelihood Estimate (MLE) of p is determined as follows:

d

dp
Pr(p|α) = 0 (A.1)

Which, drawing from Equation (5.18) means

1

β(α1 + 1, α2 + 1)

d

dp
pα1(1− p)α2 = 0 (A.2)

Differentiating, we find that

(
α1 · pα1−1(1− p)α2 − α2 · pα1(1− p)α2−1

)
= 0 (A.3)

or, simplifying,

α1 · (1− p) = α2 · p (A.4)

which at last yields the Maximum Likelihood Estimate

pMLE =
α1

α1 + α2

(A.5)
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A.1.2 Expectation (for p)

For a binomial distribution of unknown parameter p, the expected value of p

is derived based on the observations α = (α1, α2) as follows

E[p|α] =

∫ 1

0

p · Pr(p|α) dp

=
1

β(α1 + 1, α2 + 1)

∫ 1

0

pα1+1(1− p)α2 dp

=
β(α1 + 2, α2 + 1)

β(α1 + 1, α2 + 1)

=
Γ(α1 + 2)Γ(α2 + 1)

Γ(α1 + α2 + 3)
· Γ(α1 + α2 + 2)

Γ(α1 + 1)Γ(α2 + 1)

=
(α1 + 1)Γ(α1 + 1)Γ(α2 + 1)

(α1 + α2 + 2)Γ(α1 + α2 + 2)
·

Γ(α1 + α2 + 2)

Γ(α1 + 1)Γ(α2 + 1)

=
(α1 + 1)

(α1 + α2 + 2)
(A.6)

A.2 Expectation of a Multinomial Distribution

The expectation E[p|α] of the multinomial distribution can be derived as

it was in the binomial case. First note that this is a vector valued expectation

E[p|α] = (E[p1|α],E[p2|α], . . . ,E[pd|α]).

The following integral [117] will be helpful:

∫ a

0

xm (an − xn)p dx =
am+1+npΓ[(m+ 1)/n]Γ(p+ 1)

nΓ[(m+ 1)/n+ p+ 1]
(A.7)
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which, when n = 1, can conveniently be written as

∫ a

0

xm (a− x)p dx =
am+p+1Γ(m+ 1)Γ(p+ 1)

Γ(m+ p+ 2])

= am+p+1β(m+ 1, p+ 1) (A.8)

Computing E[pi|α] is a little trickier in the d-dimensional (multivariate) case.

Without loss of generality, let us compute E[p1|α]. Furthermore, the value d = 4 will

be used, as the generalization (and notation) for large d is cleaner in an example with

a small value for d. The general form will be given, just derived using a small value

of d for clarity. Note that since
∑d

0 pi = 1, then pd is a function of p1, p2, . . . , pd−1.

For example, when d = 4, p4 = 1− p1 − p2 − p3.

E[p1|α] =

∫ 1

0
p1

∫ 1−p1

0

∫ 1−p1−p2

0
Pr(p1|α) dp3 dp2 dp1 (A.9)

∝
∫ 1

0
pα1+1

1

∫ 1−p1

0
pα2

2

∫ 1−p1−p2

0
pα3

3 (1− p1 − p2 − p3)α4 dp3 dp2 dp1 (A.10)

By application of (A.8), using a = (1 − p1 − p2), one can repeatedly evaluate the

innermost integral, beginning with (A.10), accumulating the β(·) terms as follows

∫ 1

0
pα1+1

1

∫ 1−p1

0
pα2

2

∫ (1−p1−p2)

0
pα3

3 ((1− p1 − p2)− p3)α4 dp3︸ ︷︷ ︸
=(1−p1−p2)α3+α4+1β(α3+1,α4+1)

dp2 dp1 (A.11)

∝
∫ 1

0
pα1+1

1

∫ (1−p1)

0
pα2

2 ((1− p1)− p2)α3+α4+1dp2︸ ︷︷ ︸
=(1−p1)α2+α3+α4+2β(α2+1,α3+α4+2)

dp1 (A.12)

∝
∫ 1

0
pα1+1

1 (1− p1)α2+α3+α4+2dp1︸ ︷︷ ︸
=β(α1+2,α2+α3+α4+3)

(A.13)

Then, accumulating this chain of β(·) terms (including the original 1/β(α+ 1) from
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Pr(p1|α)), yields

1

β(α + 1)
· β(α1 + 2, α2 + α3 + α4 + 3) · β(α2 + 1, α3 + α4 + 2)·

β(α3 + 1, α4 + 1) (A.14)

=
Γ(α1 + α2 + α3 + α4 + 4)

Γ(α1 + 1)Γ(α2 + 1)Γ(α3 + 1)Γ(α4 + 1)
·

Γ(α1 + 2)Γ(α2 + α3 + α4 + 3)

Γ(α1 + α2 + α3 + α4 + 5)
·

Γ(α2 + 1)Γ(α3 + α4 + 2)

Γ(α2 + α3 + α4 + 3)
· Γ(α3 + 1)Γ(α4 + 1)

Γ(α3 + α4 + 2)
(A.15)

=
Γ(α1 + 2) · Γ(α1 + α2 + α3 + α4 + 4)

Γ(α1 + 1) · Γ(α1 + α2 + α3 + α4 + 5)
(A.16)

=
[(α1 + 1)Γ(α1 + 1)] · Γ(α1 + α2 + α3 + α4 + 4)

Γ(α1 + 1) · [(α1 + α2 + α3 + α4 + 4)Γ(α1 + α2 + α3 + α4 + 4)]

=
(α1 + 1)

(α1 + α2 + α3 + α4 + 4)
(A.17)

This result generalizes to higher dimensions. The expectation for pi in the d-

dimensional case is

E[pi|α] =
(αi + 1)

(α1 + α2 + · · ·+ αd + d)
(A.18)
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