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EXECUTIVE SUMMARY

Extreme wind loading on buildings can be caused by a variety of differertexgdtenomenon,
including straight-line wind inducing events known as downbursts. With maximum wirgl gust
up to 168 mph, downbursts have the potential to cause significant damage to modern
infrastructure, comparable to that of the more commonly-known tornado or hurricaoegAm
the many variables that affect the extent of damage to infrastruatoreséich events, the
performance of a building is largely dependent on two factors — (a) the magnithedadds
induced on a building, and (b) the strength of the building components resisting these loads.
The first goal of this research is to define a region-specific proklabibad model of downburst
winds for Washington D.C.-Baltimore metropolitan area (WBMA). Currehiydccurrence of
downbursts is not systematically documented in the United States due teehgkttort history

of data recording and lack of a sufficiently dense sensor network, makingcildlif®

characterize their behavior to account for them in design wind loads of buil@imgsnodel
presented, based on data collected from several sources and a modified downbuosdvi
model developed by others, represents the first effort in quantifying the desdyspeed for
downbursts in the WBMA region.

The second goal of this research is to characterize the behavior of buildgrgtedephotovoltic
(BIPV) panels used in building facades when subjected to wind loading. Inétasértoday
continues to progress towards more “green” construction techniques, promoting tie us
energy-saving materials that are integrated into the many systemsakeatima functioning
building. One method that has quickly gained attention in recent years @ BI&Vs, in which

glass-protected thin-film photovoltaic panels are used in the facade dmd baddings. These



panels simultaneously act as both a generator of clean energy from theghinaslivell as the
protective building envelope of the structure. A variety of dimensions, thicknesglassfand
layering techniques are used by manufacturers of BIPVs, thus a surveyofacturers’ data of
thin-film BIPV models was first conducted to determine the range of prepeftthese panels
on the market today. Then, by assuming that the thin-film layer of the BIP\sp=arebe
neglected due to its negligible thickness, high stiffness and matesiad$trassociated with
metal oxides, the BIPV panels behavior are modeled using a failure modghilarly
constructed laminated glass under uniform loading.

Ultimately the design wind loads determined from the probabilistic downbursts voidel sre
compared with the probabilistic strength distribution of the BIPVs used in buildiagda.
Based on these, a failure probability model is derived for BIPVs specifie td/ashington
D.C.-Baltimore metropolitan region.

New building designs that integrate more costly green technologies shoulstéieable and
resource-efficient, but also still be safe and reliable. Currently the UBtiééels lacks a set of
standard performance criteria which BIPV panels must pass in order tddlg accepted for
use in modern infrastructure. Understanding the general behavior and rgl&®IPVs under
extreme wind loading using this model can help provide guidance as these staredbeitisgar

developed.



CHAPTER 1: INTRODUCTION AND MOTIVATION

Today, buildings in the United States (U.S.) account for approximately 39%abétargy use
and 72% of electricity use according to the U.S. Department of Energy (EPA 20@&e Ay
demands in the U.S. continue to remain high, a growing need for more environyaentall
responsible, “green” design and construction is increasingly apparent. néve$geilding
designs should be safe and reliable, and also sustainable and resourrg-efhc2007, 26
states had passed some form of green building legislation, most mandatindibighesf
standards for government buildings and encouraging the private building semtightlax
incentives (King and King 2004; Nitkin 2007). The State of California became shetéte to
adopt a mandatory, state-wide green building code in January of 2010.

One of the emerging methods of decreasing energy consumption is through thea oswef
energy-efficient building envelope, the outer structure of a building, includirfgchde,
windows and doors, and roof (Chuwieduk 2003; Arnold 2009). In recent years a new class of
renewable energy technologies known as BIPVs (Building Integrated Phaiosphave been
developed which function simultaneously as the building envelope and as photoffaic (
power generators (Dougherty et al. 2005) (Figure 1.1). For tall buildingstiouter with large
surface areas exposed to sunlight, the potential amount of energy generatigk fose of this
technology in building facades is significant. As an example, one of the laagadefBIPV
applications is in Ulm, Germany stands 355 ft (102 m) tall and produces 70 megawatduaiur
year.

Today many different BIPV technologies are available on the market. Wbile and
polycrystalline silicon (c-Si) PV technologies currently hold 80-90% of thérnwdeket share of

building-installed PVs in the U.S., thin-film PVs (TFPVSs) have severahdiséidvantages over
3



c-Si PVs, and are favored over c-Si for future BIPV applications. For PVs idisafiiciency —
approximately a 100 times thinner layer of PV material is needed for Th&@Mdr c-Si panels.
Today, a growing number of companies produce TFPV units designed to replacemoranc
glass facade panels and have integrated them into the design of buildightut the world.
While in Germany, the world’s largest solar market, BIPV only repre28atsf all installed PV
products (Runyon 2010), these multi-functional panels, if reliable, can be graingart of the
increasing number of environmentally-friendly buildings for a less erdeggndent future. A
recently published study by GTM Research found that products based on the conceptof BIP
are beginning to emerge in the marketplace after more than 20 years oftreseh
development (GTM 2010). While markets in Europe are larger and more weliststdbthe
U.S. market is developing quickly (GTM 2010).

A failure state that threatens the reliability of TFPVs used in builidigades is the structural
failure of the glass elements due to excess loading or stress concentraticemekvind events
such as downbursts, tornados or hurricanes can cause high winds that can damasygtese f
elements rendering them unusable (Figure 1.2). The focus of this reseanctersa on TFPVs
in building facades when subjected to extreme wind loading, specifically coataembn the
Washington D.C.- Baltimore Metropolitan area (WBMA). Determining the behavitbris
system requires two parts. First, the determination of the design wind preabjected on the
thin-film BIPV, and second, a resistance probability distribution of the Tpdhél. Where the
TFPVs fail is where the tail of the strength distribution is less thadebign wind pressure.
To determine the design wind pressure on the fagade of a building, a casemné ex¢ather
know as downbursts is considered. Downbursts cause strong lateral winds for arghbdfpe

time in a concentrated area on the surface of the earth. Historically #tesaeweather events
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have been known to cause severe damage to building facades despite current building code
requirements because of their high-intensity winds. Downburst events have lwedadeg all
regions of the United States, yet their characteristics, intensity andecce rates are not
systematically recorded today (as compared to tornados or hurricanegyasdbstantially by
location. When determining wind loads, the American Society of Civil Engirge@A8CE) 7-05
wind load specifications (2005) indicate different design wind speeds depending@catian

of construction. To limit the scope of this research to an area of relativebyranifind loading
conditions, specifically the Washington D.C.-Baltimore Metropolitan aredBMW) of the

United States was chosen to study. The data collected on downbursts in this regdrtas us
develop a wind load distribution curve, which is used in a stochastic model to determine the
design wind speeds. These wind speeds are converted to design wind pressures using the
procedure in ASCE 7-05.

To determine the probabilistic distribution curve of the TFPVs’ strengthndarstanding of the
components and their behavior under loading is required. A TFPV panel is considered to have
failed when the glass has fractured. A review of all TFPV technologeislale on the market
was conducted first to determine the most common materials used and method otwonstr
Similar in structure and construction to laminated glass, a failure robtighinated glass under
uniform loading is used to construct the resistance distribution curve of TFPVBVh Bl
applications. By calculating the area where the resistance disinbstiess than the design wind
pressure, the reliability of this system is determined from thesgwneling failure probability.
This thesis is organized into six chapters. Chapter 1 provides the motivation fes#asch and
overview of the work done in this study. Chapter 2 offers a general discussiomafatier

phenomenon of a downburst as well as the different methodologies used in previoudstudies
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categorize and characterize these high-wind producing storms. The aiédhlavn the WBMA

on the occurrence of downbursts and the methodology followed in this research to establish this
dataset are also discussed. Chapter 3 provides details on the conversion process f

downburst data into a distribution curve, and a stochastic model used to determinegtine desi
wind speed and wind pressure. The second part of this thesis focuses on BIPVs. Chapter 4
discusses a brief history on PVs, the different types of TFPVs and tyes,land introduces

BIPVs and fagade applications. The modeling of TFPVs behavior from a lachglags model

is discussed as well as the creation of a distribution curve of resistanqaerCheompares the
design wind pressures determined for downbursts in the WBMA and the facadednBEHVs
resistance. Current building design specifications are discussed. Chsymem@érizes the

major finding from this research as well as provides a discussion of future work.

Roof

Facade

Solar Shading

Figure 1.1: BIPV Applications on a Typical Building (adapted from $iaybani, 2010)



Figure 1.2: Facade Failure Due to Hurricane Alicia in 1983, Houston, TX(USACE 2010)



CHAPTER 2: DOWNBURSTS

Extreme wind loading on buildings can be caused by a variety of differertexgdtenomenon.
Since 1950 two of these well-know causes of damages, hurricanes and tornados, have been
reported to the National Weather Service (NWS) approximately 4 to 5 timgegran

Maryland (MD) and 11 times per year in Virginia (VA) (NCDC 2010). In the edbasgions of

MD and VA, hurricane events are frequent enough to merit higher design wing spéesl

wind load design charts of ASCE-7-05 design load standards in the United(8&@s 2005).

In this area, as well as throughout the U.S., a less-known yet equally danvagihegr

phenomenon known as a downburst (wind speed up to 168 mph (75 m/s) ), is estimated to occur
approximately ten times as frequently as tornados according to the N&tleatier Service

(NWS 2010). This extreme weather event, however, is not considered in the ASCE-7385 desi
standards. Current lack of reliable information on the occurrence of downburstsmate this
difficult to do so.

A downburst is created by a column of sinking air that, after hitting the eattiace, spreads

out in all directions, producing damaging straight-line winds, similar, but dissingble from

that of tornados. The reason, in part, why this phenomenon is not well-known or documented
today is that their relatively small size (less than 10 km across) aridishation (lasting only 2

to 20 minutes) make them difficult to reliably detect and track. Dowhbarsoccur anywhere,

and the Washington D.C.-Baltimore Metropolitan area (WBMA) (northernMB, and

Washington D.C.), similar to other metropolitan areas in the U.S., has expérimveeburst

wind gusts of 130 mph (58 m/s) (Fujita 1985). Maximum horizontal winds of a downburst can be

168 mph (76 m/s), winds comparable to that of a Category 5 hurricane or an F3 tornado.



Downbursts, while originally studied because of the significant threat thseytp airborne
planes during take-off and landing, can also be a threat to structures. In R2g0ahe Dallas
Cowboys Football practice facility collapsed due to a downburst, injuring 12 pé&xpies(et al.
2010). With a roughly estimated occurrence rate higher than hurricanes and tamaeoth
winds comparable to other extreme wind events, it is reasonable to justifyetitisew
phenomenon as one that merits further study, particularly for buildings withefag@ments
susceptible to breakage from high wind loading.

In the WBMA, in order to determine the reliability of Building Integrated B¥aitaics (BIPVS)
and more specifically thin-film photovoltaic (TFPV) panels installed in lmgldacades, the
wind loading distribution curve of downburst winds must first be established favEnA. To
determine this distribution this chapter discusses how a downburst is defined aneairas
characterize this extreme-wind causing event. In addition, the methodqlogMesus studies
have followed to determine downburst wind speeds for a particular region and the methsdologie

used in this research are discussed.

2.1 DEFINITION AND ORIGIN OF DOWNBURST CONCEPT

Downbursts are a weather phenomenon first discovered by Fujita in 1976-197 Mdatisteal

study of two severe-weather related airplane crashes in the U.Sa (B4i6; Fujita and Byers
1977). Downbursts can be defined as strong, concentrated downdrafts from convectise storm
(i.e. thunderstorms) that can cause damaging divergent winds on or near the grouna@furface
the earth. The “jet-like” downdraft that caused two plane crashes in 1975 staddintified in

1976 and soon after Fujita (1976) and Fujita and Byers (1977) proposed using the term

“downburst” for this extreme weather event.



To further study downbursts, the Northern lllinois Meteorological Researclownlirsts
(NIMRQOD) field program was established in 1978, which used Doppler radars &ssfutly
identify downbursts, verifying their existence. Since then an increasing bn observational

and theoretical studies of downbursts has been pursued.

2.2 DOWNBURST FORMATION

During a thunderstorm, differences in temperature on the surface of thereatthigstability in

the air, sometimes driving warm, moist air to higher elevations in the pl@s This warm,

dry air rises from the earth’s surface and enters the thunderstorm causitmevaporate,

cooling the dry air rapidly. The cooled air then becomes too heavy to be supportedani-ai
subsequently falls back towards the Earth’s surface, creating a downdrife &is falls it
accelerated downwards and finally hits the earth’s surface to create the phenarha

downburst (Yuh-Lang 2007).

At touchdown, the downburst is characterized by a shaft of strong downward vatatsty

center and strong divergence upon impact. Once the air downdraft has hit the ground, it flows
outward from the center of the downburst in the form of straight-line horizontal VFigise

2.1 is a conceptual drawing of how this process occurs (Fujita 1985).

2.3 MICROBURSTS AND MACROBURSTS

Wakimoto (1985) further divided downbursts into two categories based primarily on size —
macrobursts and microbursts. Macrobursts are defined as downbursts wittedsashatore

than 2.5 miles (4 km), duration of 5-20 minutes, and wind speeds up to F3 intensity, or 134 mph
(60 m/s). Microbursts are smaller downbursts of less than 2.5 miles (4 km) ietelia®:5

minutes in duration, with winds as high as 168 mph (75 m/s). A Chicago study yielded
10



microburst durations of 3.4 minutes on average, and a second study in Denver (1982) found
average microburst lasted 2.8 min (Fujita 1985).

Due to the nature of the dataset used in this study, reported downburst events could not be
confidently classified as “microbursts” or “macrobursts” in meages, thus the general term
“downbursts” is used instead. Both microbursts and macrobursts are capable ofingroduci
extreme winds, and the greatest importance of the downbursts in thismésebhecwind speed

produced as a result of these events.

2.4 WET AND DRY DOWNBURSTS

Results of an extensive project named JAWS (Joint Airport Weather Stlies) completed in 1982
revealed that there are not just one, but two main conditiongiiwhich downbursts can occur. Some
downbursts are accompanied by heavy rains from thunderstorms, lle others are caused by virga

shafts -observable streaks or shafts of precipitation that fall fron a cloud but evaporate before

reaching the ground (Brown et al. 1982). This observation further dividd downbursts into “wet”
and “dry” categories, which others confirmed in years following (Wolfen 1983; Caracena et al.
1983; Wilson et al. 1984; Fujita 1985; Caracena and Flueck 1988). A summary of tbiearacteristics

of wet and dry downbursts and corresponding diagrams can be found Table 2.1 and
Figure 2.3.
Wet downbursts occur in conditions of simultaneous heavy rains and high windsgy ozl ytime
downward acceleration of the precipitation to form (Fujita 1983, Doswell 1994). Mudk less
known, however, about how wet downbursts originate compared to dry downbursts, and thus
they are correspondingly more difficult to forecast (Doswell 1994). Tamybe easily identified
by doppler radar reflectivity data, however, because they have a higttivéflecompared to
other parts of convective storms (Wilson et al. 1984). The formation of a bow eclegifec sp
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bow-like shaped storm cell as shown in Figure 2.2 has been associated with thenoecofrr
downbursts (Fujita 1978).

Dry downbursts can also occur in the presence of rain, however little or no rain iomasbre.
They are created by evaporation in relatively dry conditions which produces a doWaore,
named negative buoyancy, that propels the air downward (Doswell 1994). They can be
identified by a virga, or shaft of precipitation that falls from a cloud then evasdrafore
reaching the ground. For further information readers are referredkiordta (1985).

Little published information is available on the type of downburst that are most tehistacin
the WBMA, however an unpublished study by Pryor (2009) suggests that wet downbursts are
more common than dry downbursts in this region. Atkins and Wakimoto (1991) suggest that wet
downbursts are most characteristic of the southeastern U.S.

It should be noted that because of the different characteristics of downbursididgmma the
region of study, a discussion on the frequency of occurrence of downbursts in a lar@egare
the Unites States) is too large an area of study. The WBMA was chogei fiagasons. First,
there has been relatively little research on downburst occurrences anghiof the U.S., thus
studying this region can lead to a better characterization of the th@avnbursts in this
region. Second, downburst horizontal straight-line winds produce high-velocitylgig/ieen
approximately 33-164 ft (10-50 m), similar to the height of high-rise buildings.ctesistic of
city centers (Holmes 2002; Kim and Hangan 2007). It is the medium to high rise buvidiags
Building Integrated Photovoltaics (BIPV) in facades are most commonlyl@tstihe WBMA
contains two major city centers with medium to high rise buildings, one of whichlis$he

national’s capitol.

Table 2.1: Dry and Wet Downburst Characteristics (adapted from Rose 2010)
12



Characteristics Dry Downburst Wet Downburst

Location of Highest . . Moist or temperate climates
Probability (within theu.s) D1y Climates (MidwestWest) . ineact)
Precipitation Little/None Moderate/Heavy
FeaturesBelow Cloud Base  Virga Shaﬁ%‘ of strong precipitation
reaching the ground

13



2.5 WASHINGTON D.C.-BALTIMORE METROPOLITAN AREA

(WBMA) DOWNBURSTS

The varying features of a climate of a particular region can cause it to b@niess conducive

to downburst occurrences of different types. Downbursts in the eastern U.S. aligatyosiet
downbursts, which originate within convective storms (thunderstorms). In a tegairilished
analysis of the downburst occurrences in the eastern part of the U.S., amoegsha #re most
frequent occurrences was the WBMA (Pryor 2009). The low-level northward floxarof air

and moisture from the Atlantic Ocean creates pressure instability,tdrenfsonts combined

with the orographic lift (raising the elevation of air mass) caused byppalachian Mountains
produce good conditions for convective thunderstorms, and thus downbursts.

Further published evidence of downbursts in the WBMA is supported by Fujita (1985%. Fujit
studied a microburst event at Andrews Airforce Base near Washington D.C. thaédaur
August 1, 1983. The peak wind speeds caused by the downdraft were clocked at approximately
158 mph (70 m/s), one of the highest speeds recorded in downburst history. A graph of wind

speed vs. time of this downburst is shown in Figure 2.4.

2.5.1 WBMA Data Coverage Limits

The WBMA in this research is defined by the coverage area of the Nati@adher Service
(NWS) Forecast Office for the Baltimore/Washington area. This araadegimost of Maryland,
District of Columbia, Northern Virginia, parts of Eastern West VirgiRigure 2.5 shows the

coverage area of the main doppler radar for this region and Figure 2.6 shthescallinties
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within the coverage area. This figure also includes the number of SKypaatitipants, or
trained citizens who report weather conditions such as downbursts, convective storagstor
etc. to the NWS. The areas of green are the counties which have the most densatggopul
areas of Skywarn-trained citizens, which also correspond to the citiessbirweon D.C. and
Baltimore. Doswell (2005) points out severe storm event (such as a downbursihgegaatity
and methodologies can be inconsistent among different NWS offices, thus in atoeftutein

consistent data, only one NWS office was chosen.

2.5.2 The Convective Season of the WBMA

Downbursts in the WBMA occur with convective storms. In this area, and throughout the
United States, convective storms are more frequent in the warm summer rhanthsthe
colder months of the year (Kelly et al. 1985). In this research, data on the ocewfrenc
downbursts is thus restricted to May-August. According to Kelly et al. (198%) tbar months
account for 69% of damaging wind storms, 74% of strong wind gusts, and 76% of violent

windstorms for weather throughout the U.S.

2.6 METHODOLOGY OF DOWNBURST DATA COLLECTION AND

ANALYSIS

Unlike other extreme-wind weather events such as tornados or hurricanes, ncdhemisipes
database of occurrences currently exists that officially tracks dosisbwhere they occur, their
strength, wind speed, and other pertinent details. Thus in order to best predict thdifgrobabi

occurrence of a downburst in the WBMA, a review of previous studies and research was

! Skywarn website - http://www.weather.gov/skywarn/
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conducted to assess methods of obtaining data for this research. The chosen mettsdology |
reflection of the culmination of the knowledge obtained from these studies aslévant to this

research.

2.6.1 A Review of Downburst Studies Conducted in th e United States

The methodologies of studying downburst occurrences throughout the United Sidies ca
divided into three categories: (1) long-term, sensor network studies, (gatete surface data
studies, and (3) computer modeling based studies. Of each of these methodologiestuded to s
downbursts, the second methodology, retroactive surface data collection, is evasitrir the
datasets available for the WBMA of the United States.

2.6.1.1 Long-term, Sensor Network Studies

One methodology used to study downburst behavior and count occurrences can bael@dassifie
long-term sensor network study. These types of studies, while they have beerteinda

variety of environments studying different types of downbursts, follow the sameeadje
methodology of obtaining microburst data on wind speeds, size and counts. This methodology
requires an extended period of time in which to actively observe the occurrencenbludst® in

a finite area. In these studies a network of sensors and data recordes ardrtable

Automated Mesonet (PAM) is first set up, then the downbursts are identified lsingid

speed and direction data collected. A PAM consists of a base station connectetivtork of
remote sampling stations. The base station logs all data (wind speed, witidmlifgressure,
humidity, etc...) obtained from each of the stations (Brock 1977).

From these studies using a high-density network of sensors much has beeuh d@ut the
characteristics and behaviors of downbursts. Compared to relying on alréstithgerore

sporadically placed sensors of varying quality, or relying on trainzemibbservers to report
16



such events, the generated data from this type of network is much moréerdnsis

Understandably, however this methodology also requires a significant amount ofesstiore
and funding to complete. Several detailed studies throughout the United Statesygfetnave
been conducted in effort to better characterize downburst behaviors. These incfotievtivey:

¢ Northern lllinois Meteorological Research on Downburst (NIMROD) (1978)

Joint Airport Weather Studies (JAWS) (1982)

e Classify, Locate and Avoid Wind Shear (CLAWS) (1984)

e FAA/Lincoln Laboratory Operational Weather Studies (FLOWS) (1984-85)

e Microburst and Severe Thunderstorm (MIST) (1986)

e Convection Initiation and Downburst Experiment (CINDE) (1988)

e Thunderstorm Outflow Project (2002)
Information and conclusions from these studies can be found in more detail in othe(g@gpers
McCarthy et al. 1982; Fujita 1985; Rinehart et al. 1987; Wilson 1988; Hjelmfelt 1288aGd
Schroeder 2003). Figure 2.7 indicates the location of several of these studigen&iad
detection methods of each of these studies is similar. The MIST study is esptamere detalil
below.
During the MIST experiments several observation methods were employae fitetection of
downbursts. Held in Northern Alabama in 1986, the most important meteorological dasa to t
study was surface weather data. Surface data was provided by a dense RN oied 1
observation stations and 30 FLOWS (FAA-Lincoln Laboratory Observationahéteatudies)
stations (Atkins and Wakimoto 1991). The average spacing between stations was agiphpxim
1.25 miles (2 km) and data was recorded every 1 minute, with the hopes that all but &t small

microburst (< 1.25 miles (2 km)) would be identified by the sensors. PAM data algzexh
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using a computer algorithm first suggested by Fujita (1985) and Wakimoto (1985) toyidentif
downburst occurrences. NCAR (National Center for Atmospheric ResearcheDogugdrs were
also spaced out to provide full coverage of the area. The interested reafd#resd te these
studies for specifics on the set of standard conditions required of surface datatabseused

to identify the characteristic wind speeds over short periods of times.

Studies such as the MIST project have the advantage of a dense network of freqgdient wi
observations, a condition that is very advantageous when attempting to observe all siswnbur
events for a given area. For the purposes of this research these studastheddIST study
provide a better understanding of the formation and proper identification of downburstg, but ar
less useful as a methodology to follow. Unfortunately no such network existslmedraset up

for the WBMA, meaning that an extensive network of sensors would need to be set up in this
region and subsequently monitored. Therefore, the data used here mustdbedctriyen

previously recorded sources. ldeally, a network of sensors set up in a larfer are extended
period of time would present more reliable data and more information on the downbursts that
occur beyond an estimated or measured wind speed and is the subject of future work.
2.6.1.2 Retroactive Surface Data Studies

More pertinent to this research are the downburst studies that have been cordwzetively.
These studies must combine a variety of already-recorded data soucsdifg and verify the
severe weather occurrences such as downbursts. All the data that could be useifiytthekse
events already exists, though not typically for the sole purpose of downburgtddeon. A

more detailed description of this type of methodology can be found in the closedy rfedéd of

research on tornado occurrences (e.g. Kelly et al. 1978; Brooks et al. 2003; Dbalw&085).
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In this methodology the initial tally of a specific weather ocenges is gathered from published
storm reports that are available in two different formats online from trenRrediction Center
(SPC) and National Climatic Data Center (NCDC), both part of the Nationah@cand
Atmospheric Administration (NOAA) This data originates from surface weather observation
stations on rivers and coast areas, at airports, from human observers, aivet a
methodologies. And while errors associated with this database are possiblehdueattety of
data sources and methods used to collect the data, since 1972 a concerted effort hadebeen m
ensure complete and accurate data (Schaefer and Edwards 1999).

Within this database, downburst occurrences are typically reported undetethergaf high
wind events. For each event the characteristics of the event, including locatotinaa,
duration and estimated or measured wind speed are typically included. Exaifiiplese data
entries are found in Figure 2.11,Figure 2.12 and Figure 2.13.

Several methods of checking the validity of these reports are availabi. iRélectivity
imagery from Next-Generation Radar (NEXRAD) can be used to verifgxis¢ence of a
convective system (in the shape of bow or crescent shaped echos at the location of the
downburst) (Fujita 1978). Additionally, the daily infrared satellite imagedy@0-mb theta-e
data, where available, can be collectively used to identify if conditions for doresactivity are
favorable (Atkins and Wakimoto 1991).

Figure 2.8 displays the results from Pryor’s unpublished study (2009) of dowabcustences

in the eastern U.S. This data is limited to the timeframe of years 2001-B8083no6re data

2 The NOAA websites for storm report daltétp://www.spc.noaa.gov/climgpreliminary data), and
http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dlI?wwEvetorms(final data)
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beyond these three years would be better for characterization of downburstioce in the
WBMA.

2.6.1.3 Computer Modeling Based Studies

Some of the more recent studies of downburst occurrences have utilized computelabasad
software to collect information on downbursts (e.g. Ellrod et al. 2000; Pryor et 2|.2Q0r et

al. 2003). GOES (Geostationary Operational Environmental Satellitd)tsatptovide
continuous monitoring of weather patterns through imager and sounder data. Each GOES
satellite monitors one area on the surface of the Earth by circling itetssp®tching its

rotation. GOES Microburst Product is a software program that uses GOES souwagiedata to
generate a map showing areas of elevated likelihood that a microburst caul@Fagare 2.9).
The closer to red the color, the higher likelihood of occurrence is predicted.

GOES microburst prediction methods and other computer generated models such as WINDEX
(McCann 1994) and GUSTEX (Geerts 2001) derived from the GOES data are recent and sti
under evaluation and are thus not used in this research. As an example of theitiappica
study by Walter (2007) a variety of data, including GOES-derived WINDEX dagecallected

for a 30-year period to determine the number of days in which downbursts whrédikecur

annually. Figure 2.10 shows the predicted peak wind speeds of downbursts.

2.7 WBMA DOWNBURST DATA COLLECTION METHODOLOGY

2.7.1 Datasets Used for Downburst Information Colle ction

Compiling a dataset of downburst occurrences for a specific region istelgrimited to the
time period in which the downburst weather phenomenon has been recognized as a type of

severe weather event (i.e., from 1970s to present). Since there has beeraharfdroonsistent
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mechanism for reporting this type of severe weather throughout thes gegeloping a
sufficiently large dataset to characterize the downburst actoitthé WBMA multiple
approaches are used. This section outlines the approach for compiling suateaafat
downburst occurrences in the WBMA.

2.7.1.1 Storm Event Database — Data Collection Methodology:

Data was collected using two different approaches. The primargadatee originates from the
NCDC. The searchable and publicly accessible online database of sevérer weants called
the Storm Event Databasis the same database used in previous studies (e.g. Kelly et al. 1978;
Brooks et al. 2003; Doswell et al. 2003) contains official records of all reported severe
weather events that have been observed and recorded across the Unéddotet850 to the
present day. The data published in this database is also published on NOAA's SRE' tuebsi
this data is considered preliminary only.

In order to merit an entry in the Storm Event Database, the reported meattde classified

as “severe” weather. Severe weather, as defined by the NWS, reewtett produce one or

more of the following events (NWS 1995):

e large hail of at least 0.75 in (1.9 cm) diameter
e damaging winds of at least 58 mph (26 m/s)
e tornados

In addition to these, any storm event that causes structural damageabytyinsidered to be
severe, even if its intensity was not recorded (Doswell et al. 2005). Sioog stind speeds,

typically above 58 mph (26 m/s), are one of downbursts’ most defining chanateriss

3 Storm Event Databasénttp://www4.ncdc.noaa.gov/cgi-win/wwegi.dlI?wwEveditorms
4 Storm Prediction Centéuttp://www.spc.ncep.noaa.gov/climo/
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determined in this research to search this database for severe and danmadjexents caused
by downbursts. Information for this database comes from a variety of human amdtsat
sources — the NWS, Military Services, Federal Aviation Administratiowefisas data from
trained civilian volunteers.

The Baltimore/Washington section of the NWS publishes monthly summaries of sesather
taken from the Storm Event Database, compiling all of the severe weathés thpbpertain
only to the WBMA into one document. Thus to obtain all existing records of downbursts in this
region, the files containing data for the months in the convective season (MaystAu
published on the Baltimore/Washington NWS weBsitere compiled. This data was then
searched using the keywords “downburst,” “microburst,” and “macroburst,” forreccas of
downburst occurrences within the severe wind events in all available($68652009). Each
record identified in this compiled set of data was recorded, totaling 78 redendified as
downburst events.

The data for each record varied greatly in the amount of detail reported. pdissiiele the
following information was recorded for each downburst occurrence:

e Date of occurrence

e Time of downburst

e City and state where the observation was made

e Latitude and longitude coordinates

¢ Maximum estimated or measured wind speed

e Any further textual details pertaining to the downburst occurrence givee stdrm

report

> NWS Baltimore/Washington Storm Datattp://www.erh.noaa.gov/lwx/Storms/Strmdata/

22



To ensure that all reported cases within the WBMA were consistent with th&NOA
nationwide Storm Event Database from which the data was extractedpadls@ere cross
checked with this database. In all cases records of the same informatidounereAdditionally
in many cases where the Baltimore/Washington compiled data had migsimgation —
particularly the latitude/longitude coordinates of the location of the touchdown dbwreurst

— the national database entry contained that piece of information.

Several examples of the Storm Event Database records from the WBMAaava in Figure
2.11, Figure 2.12 and Figure 2.13, illustrating the variance in the detail of reports. Asnonth’
worth of Storm Data includes many of these entries separated by both regideferal
Maryland) and by type of report (strong wind, tornado or hail). The databass shtvwn from
the NWS Baltimore/Washington section’s compiled data include thatitlee top of each page,
the region of the particular report of interest and all of the details it. N®s included are the
records from the national Storm Event Database of the same events to showlahéesnand
differences between the two types of entries and compare the amountlahcdezteh.

Of the records reviewed, all indicated a date, time and location. In manytlvassdries also
listed the estimated or measured wind gust speed, however especiallyarlidresgatries, the
wind gust speed was not noted in the weather reports. 45 of the 78 entries reportecbéedesti
or measured wind speed of a downburst of 50 knots (58 mph, 26 m/s) or larger. The other 33 had
either a numerical measurement of the wind speed of the downburst of “50+ knots” aidno wi
speed estimate at all.

Due to the small size of downbursts and the lack of densely placed wind speedngeasur
anemometers throughout the WBMA, it is understandable that a wind speed valoetrnay

available for downbursts from ground surface data. It is assumed, howeverttibavént is
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placed in the Severe Storm Database, then the NWS approved the event's repbtting te
criteria of a “severe” wind event — that is one over 58 mph (26 m/s). Thus for eachwé&bor
wind data marked as “50+” or as nothing, an estimated 58 mph (26 m/s) speedwascas

This assumption is consistent with the assumptions used by McDonald and Abbey (1979) w
applied this idea to tornado datasets. In their dataset, 8.1% of tornados were misssity i
estimates, 39.4% lacked adequate information. Thus they assigned a minimuof vakeesity

to any missing data, assuming that if the tornado was reported, it liketgaxbut also if it had
been more noteworthy, more information would have been reported on it (Schaefép86al

In addition to the assumption that all unreported downburst wind speeds are 58 mph (26 m/s),
the downburst dataset was also considered in which only the downbursts with reported wind
speeds (estimated or measured) were included for purposes of comparison ansl analysi

In a number of cases the Storm Event Database records indicated theiedageed measured
for the downburst, however in most cases either a range of winds speeds or andegtimoate
gust is presented. Given the range of values of wind speeds (e.g 60-80 mph), thg &dw (e.
mph), average (e.g. 70 mph) and high (e.g. 80 mph) estimates were evaluateckatieg the
model of the downburst occurrences in this area in an attempt to encompass thgédutifra
possible wind speeds that may have occurred.

For an understanding of where the estimated wind speeds originate on th&®totrantries, a
common way that wind speed is estimated, if exact measurements are @ti@visilbby using

the Beauford Scale. The scale uses the end product of a damaging wind event — damage to
buildings, trees, etc... to estimate the wind gust speed. Table 2.2 shows thatdifeezity
estimates, relating wind speed and resulting damage to each othed dBake categories in

this estimation system, winds above approximately 55 mph (24.6 m/s) can causeasignif
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structural damage including snapping of trees and structural damage. In maayegfdrts

listed in the Storm Event Database, both building damage and snapped treeported.
Taking the storm reports presented in Figure 2.11 wind speeds were estin@dtéaats (70
mph, 31.2 m/s). At this speed the scale indicates that trees can be broken and stamagal
can occur. The text in this severe storm report indicates that over 100 tredsiaeked down
and structural damage occurred in a commercial district in Bowie, MD, wiérhssto align
with the wind estimates presented on the database entry.

Many of the estimates that are given in this database come froenaiigorters trained through
a program known as Skyw&rnThis program sponsored by the NWS teaches citizens about the
different types of weather and how to report severe weather observed to NW&hdfong
estimated wind speeds such as those associated with a downburst, a Skywarmteainizig
suggests observing damage to trees and the environment in an effort to use thel Beald to

measure the estimated wind speed.

® Skywarn -ttp://www.weather.gov/skywarn/
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Table 2.2: The Beaufort Scale - Wind Speed Estimates (adagtéom SPC 2010)

Beaufort  Wind Speed in Description Effect on Land
Number mph (m/s)
0 <1(0.4) Calm Calm; smoke rises vertically.
1 1-3 (0.4-1) Light Air ?tri“oke drift indicates wind direction, vanes
2 4-7 (1-3) Light Breeze Wind felt on face; leaves rustle; vanes begin
to move.
3 8-12 (3-5) Gentle Breeze L-€8VES, small twigs in constant motion;
light flags extended.
13-18 (5-8 Moderate BreezeEUSt’ leaves and loose paper raised up small
ranches move.
19-24 (8-11) Fresh Breeze Small trees begin to sway.

10

11
12

25-31 (11-14)
32-38 (14-17)
39-46 (17-21)
47-54 (21-24)
55-63 (24-28)
64-72 (28-32)
> 72 (32)

Strong Breeze

Moderate Gale
Fresh Gale
Strong Gale

Whole Gale

Storm

Hurricane Force

Large branches of trees in motion; whistling
heard in wires.

Whole trees in motion; resistance felt in
walking against the wind.

Twigs and small branches broken off trees.
Slight structural damages occur;
slate/shingles blown off roofs.

Seldom experienced on land; trees broken;
structural damage occurs.

Very rarely experienced on land; usually
causes widespread damage.

Violent and destructive winds.

26



2.7.1.2 News Search via Lexis Nexis — Data Collection Methodology:

Considering the gaps and inherent inaccuracies in the data of the Storm d2atechawas also
performed using the database LexisNexis to search all publications ojivenewspapers and
newsfeeds in the WBMA between the same years of 1996 to 2009. The goal in pertbrsning
search was to increase the probability of detection of at least thgedttavind events. It is these
events that are of greatest interested to the structural design of budditigsy have a higher
potential to damage infrastructure. Through the news database Lexis Nesasitttes searched
including the major newspapers within the coverage area of the Baltimaskivgton NWS -

The Washington Post, The Washington Times and The Baltimore Sun among othdlaas we
the newsfeeds/newswires for the area — were searched. This searct nedittotal reports of
downbursts using the keywords “downburst”, “microburst” and “macroburst”. Comparing the
events with the events recorded in the Storm Event Database found that 2 of the 15ve@rds
consistent. The two overlapping records from both databases were counted only onber the ot
13 records were added to the first dataset to create a total of 93 recomtsenepg 91
downburst events.

It is of some cause for concern that there was not more overlap found betweennthE\&tar
Database and the news search performed. Throughout this paper it is rettuatifieere are
unavoidable flaws in the dataset, and the data is treated in such a manner.

2.7.1.3 Accuracy of Data Sources

Since the diameter of downbursts can be much smaller than the distancenbeimeedata
collectors or trained civilians in the WBMA, it is highly likely downburstrgeare not included

in the dataset, even when multiple data sources are consulted. Howessutheteon is made

27



that if the downburst is strong enough to cause major damage, it is highly likatyiebe
reported to either a news source or to the NWS. Since the values of the high speddathieds
than the lower speeds) caused by downbursts are of most importance it is redscsslme
that a high percentage of the strong downbursts have been identified in one of theroes.s
The Storm Event Database entries are only as accurate as the tools andsesedroe report
the event. In some cases the data is collected from an automated weadmer $tare the
winds are measured with an anemometer and are highly accurate. Howeter rases the
event is reported by a trained civilian with little to no equipment, and thus reliesuat elues
or the Beauford scale (Table 2.2) for an estimated wind speed.

2.7.1.4 Methodology Comparison to ASCE 7-05

In the design of infrastructure in the United States, ASCE (American $oti€ivil Engineers)
7-05 — “Minimum Design Loads for Buildings and Other Structures” (2005) is follow#tki

determination of the loads on buildings. ASCE 7-05 provides a means for determgjuiingde

wind loads which a building must withstand (Peterka and Sohban 1998). While the methodology

used to create the wind map involved the collection of wind speed data as opposed to just

downburst data, the similarities to the methodology in this research agealsstellows:

The data used in the determination of the design wind speeds for the United States we
obtained by combining wind data from multiple meteorological stations into one
“superstation” for a given region (methodology described in Peterka 1992)sThis
similar to the compilation of data from multiple sources across the WBMAnekitéor

the downbursts in this study.
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These “superstations” were generally the size of a “typical stadjtplarly in the
eastern United States because sufficient data existed at multigasstatthe region,
which is similar to the size of the WBMA region of study.

The typical length of record over which correlations were calculated 5vas Years
depending on the length of the time period of data available when this map was first

developed (1998). In this study the length of time is 14 years.
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Figure 2.1: First Downburst Conceptual Model (Fujita 1985)
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- = =

B, WY sehigron DG SR A0

B Coeerage A 00 H shoss a0 e & & 55 L] 1560 ey
Cmraizm © 4 000 N abowr ki i o™ "

B Coveenge o 0000 A aoove e Eesl

Figure 2.5: Doppler Radar Coverage for the Baltimore/Washington NWS (WS 2010)
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Mean Convective Seazon Downbursts 2001-

Figure 2.8: Downburst Occurrences by State 2001-2003 (Pryor 2009)

Figure 2.9: GOES Microburst Product overlaid with Radar data (Pryor 2009)
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Figure 2.11: Baltimore/Washington Storm Event Report - Early Format
Storm Data and Unusual Weather Phenomena - July 2008
Location Date/Time Deaths & Property & Event Type and Details
Injuries Crop Dmyg

FAUQUIER COUNTY --- 1.2 E BETHEL [38.77, -77.80]

Diamage from a microburst was surveyed in the Aidie-Bethel area. Extensive tree damage in the form of topped and uprooted large trees occurred in the

community of Bathel Academy. Portions of some uprooted trees damaged roofing of nearby homes. All damage was consistent with a microburst, with
maximum winds estimated at 55 MPH.

O7/22/08 18:11 EST 25K Thunderstarm Wind (EG 74 ki)
07/23/08 18:11 EST i Source: NWS Storm Survey

Figure 2.12: Baltimore/Washington Storm Event Report — Recent Fornta
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Event Record Details

Lvent: T's ton Vind Gt hlarvland
Bezin Diate: 16 Ang 1986, 03:50:00 PALEST Map of Comties
Eerin Locaton Bawnie Coumoy: Prince Ceorge's

Bezm TATTON: 38900 | T6°4TW
End Diate: 16 Ang 1906, 03:52:00 PMEST
End Locaton Bowie
End TATT.ON: 20500°% | T6°4TW
Mizuiigle, 61
Fatalgies: 0
Iypmies: 0
Properiy Danmze: 5 7505
Crop Damaze: & 0.0

Descripriow

A el wmicrsbors ko loed down vves 100 bees, severs] power e, amd oo ed raimor (o iaeal

damage along a 1 34 mile, 200-vard mide path throuzha commercialre sidential section of Bowie.

Hail averaging the size of quarters (1 inch diameter) pled up between 1 :ud 2 inches deep at
several residences prior to and during the micoborst. The damize bezan along Ameapoliz Boad
(itate rowe 4500 and acked sontheasf through the Buwlkingham amd Somerset residewtial
sections before disiipating just west of state route 3. Af the Aladoet Flac: Mall {on Annapelis
Eoad), a small porion of roef was lfied off, cansine some rain and hail to filter ingo a hair :alon.
Whater damage wa: minimal An avwning swromding a dre cenfer was bloan off, and a smal
partinm af the malls rinema placard was civipged The s torm canfimued thraagh the sabdivzinme
lmocling dovwn a combination of whit: pine, wiite poplar, and Bradford Pear trees. Sturdy
bardonod(e.2 oak) rees nere unborched Several tress fell omo or into home s ix the area, but
t2e majority fell on yard:. One of the fallen free: punched a hole through a single family home.
Two frees fell owbo velicle:, temporardy trapping the drivers. Mo injurie: were reported;
approximately 5000 Potomar Electric Power Co. customers lostelectricity.

Figure 2.13: National Storm Event Report (same date as Figure 2.11)
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CHAPTER 3: DOWNBURST DATA AND DISTRIBUTION

3.1 SUMMARY OF DATA:

Over the 14 year period of records from 1996 - 2009 in the WBMA, 93 total downburst events
were reported during the convective season (May - August) - 78 were reppdttedStorm

Event Database, and 15 were reported in the Lexis Nexis database, with 2 ovgrlappin

3.2 ELIMINATION OF EXTRANEOUS DATA ENTRIES:

Several of the 93 records were eliminated or combined to create a more rmeamdgiseful
dataset. Two of the events had records from both the Storm Event and Lexis hebases,

thus the information from both sources was combined to create one event to repiEsent e
downburst occurrence.

Several of downbursts reports occurred on the same day at similar times burendiff

locations, likely meaning one convective storm produced multiple downbursts. Previous
climatology studies have chosen to count the number of days, rather than the totalafumber
downburst (e.g. Brooks 2003). The use of “downburst days” as opposed to the inclusion of all
downbursts in the dataset is consistent with the approach taken by Brooks et al. (2003). Brooks
argues that this approach takes advantage of the best aspects of the linsttd d&glocation

of the touchdown point and date of occurrence are taken as the most reliable factous #@nd t
explained that using tornado (or in this case downburst) days gives thatesir the threat of

1+ downbursts touching down at any location during a 24 hour period. Using this methodology
the occurrence of one major convective storm that produced several sightings of dbwobsir

not skew the dataset. One problem that this presents is what downburst, of the séveegl tha
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occur on a given day, should be chosen to represent that day’s downburst occunéghises. |
research the downburst with the highest wind speed value was chosen to repregert ttese
scenario.

Eliminating the extraneous data from the original dataset, a total of 58 doventaumsin. A list

of each of these events, including date, location and wind speed are listed in Tdhléh&1.
table the average wind speed values are reported. In the cases whgeed vend speed

values was listed (rather than a single value), an average of the minmdumagimum

estimates was taken to determine the average wind speed. In FiguaelB8dbenburst
occurrence is represented by a marker. White and green markers indicated unknevagar a
wind speeds from 58 — 74 mph (26 - 33 m/s), yellow is wind speeds of 75 — 89 mph (34 - 40
m/s), and red is 90 mph (40 m/s) and above.

Of the total 58 downbursts in the final dataset listed in Table 3.1, 46 of these downbursts event
reported wind speed estimates or measurements and the remaining 12 did not. This
supplementary dataset without the assumed “50+ knot” winds was also analyzeti@ising
procedures that follow to fit the distribution curves and find the design wind speed anuepress

for purposes of comparison with the final dataset.
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Table 3.1: Downbursts in the WBMA (in order by date) 1996-2009

6/12/2001 20.1 65 NE Carrol, MD
6/29/2001 26.8 60 Severna Park, MD
8/10/2001 31.3 70 New Baltimore, VA
8/11/2001 29.1 65 Edgewood, MD
5/13/2002 335 75 Ellicott City, MD
5/31/2002 24.6 55 NW Spotsyvania, VA
6/6/2002 31.3 70 Wilderness Corner, VA
6/27/2002 36.2 81 Sunderland, MD
8/23/2002 29.1 65 Urbana, MD
5/7/2003 31.3 70 Warrenton, VA
5/9/2003 26.8 60 Albernarle, VA
6/9/2003 34.0 76 DC

6/13/2003 24.6 55 SE DC

6/30/2003 35.8 80 Potomac

7/4/2003 35.8 80 Glenelg, MD
7/6/2003 31.3 70 Anne Arundel, MD
7/9/2003 26.8 60 PG County, MD
8/22/2003 33.5 75 Culpeper, VA
8/27/2003 313 70 Sterling, VA
7/14/2004 35.8 80 Solomons Island, MD
7/23/2005 26.8 60 DC/MD

7/2/2006 31.3 70 Annandale, VA
7/19/2006 29.1 65 Roanoke, VA
7/29/2007 313 70 Bel Air, MD
6/3/2008 35.8 80 Potomac, MD
6/4/2008 40.2 90 Luray, VA
7/23/2008 38.0 85 Bethel, VA
6/9/2009 25.5 57 Annapolis, MD
7/25/2009 31.3 70 New Market, VA
7/27/2009 35.8 80 Reistertown, MD

Average Wind
Date Speed Approx. Location
m/s mph
5/4/1996 31.3 70 New Market, VA
6/4/1996 26.8 60 Green Hill, MD
6/14/1996 35.8 80 Mannassas City, VA
6/24/1996 26.8 60 DC
7/13/1996 26.8 60 Charlotte Hall, MD
7/14/1996 40.2 90 Lovettsville, VA
7/15/1996 26.8 60 Benedict, MD
7/19/1996 26.8 60 Rosemont, MD
7/30/1996 26.8 60 Paw Paw, WV
8/16/1996 313 70 Bowie, MD
8/27/1996 26.8 60 La Plata, MD
6/18/1997 26.8 60 DC
6/26/1997 40.2 90 Welltown, VA
8/17/1997 40.2 90 Deale, MD
5/31/1998 26.8 60 Flinstone, MD
6/2/1998 26.8 60 Annapolis MD
6/13/1998 26.8 60 Scottsville, VA
6/16/1998 26.8 60 Jefferson, MD
6/30/1998 25.9 58 Ownings Mills, MA
7/21/1998 35.8 80 Berkeley
6/14/1999 31.3 70 Oakton, VA
7/24/1999 26.8 60 Spotslyvania, VA
8/14/1999 35.8 80 Leesburg, VA
5/13/2000 35.8 80 Middleburg, VA
5/19/2000 26.8 60 Greene, VA
8/7/2000 20.1 65 DC
8/8/2000 24.1 54 N VA
5/27/2001 31.3 70 Sterling, VA
6/6/2001 29.1 65 Shenandoah, VA
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3.3 METHOD OF VERIFICATION

To provide some means of verification of accuracy of this dataset this datapared to a

Pryor (2009) who compiled a dataset for downburst activity for the eastern Utdted r the

years 2001-2003. Comparing the two datasets for this time period for the WBNMAgeitage
number of events was 7 days or 9 events, which is similar to the 9 average downbur$bevents
Virginia, West Virginia and Maryland found by Pryor. Considering the coveasggeof the

WBMA does not encompass all of MD, VA or WV, this is determined to be an acceptable
number.

In some cases, recorded surface wind data is used to verify a downburst oecuysesnt

example, on July™, 2006 a downburst occurrence was reported in Annandale, VA. The closest
airport that records wind data is Ronald Reagan Washington National Airpak) (DC
approximately 9 miles from Annandale. A time versus wind speed graph is shownra F.ig
showing the effects of this downburst by the spike in the peak wind speed and rapid change in
wind direction. The reported wind speeds of this downburst were 70 mph. DCA anemometers
report a maximum wind speed of 65 mph. This is determined to be reasonable due to the distance

from the airport to the downburst location.

3.4 DOWNBURSTS CATEGORIZED BY WIND SPEED

The downbursts of major concern are those with wind speeds above 90 mph (40 m/s) — the
design wind speed for buildings in the WBMA (ASCE 2005). The NWS defines a severe
weather wind event as one with winds above 50 knots (58 mph, 23 m/s), thus wind reports from

the Storm Event Database are above this first threshold. Figure 3.3 shetageam of the
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frequency of occurrence of downbursts in the WBMA by wind speed from 1996-2009. In this

figure the average wind speed values are used if a range of wind speed va@pedes!.

3.5 FREQUENCY OF OCCURRENCE OF DOWNBURSTS

With a dataset of 14 years of downburst occurrences and each of their measuisthtgces
wind speeds, it is now useful to fit a distribution curve to this data in order to model the
occurrence rate of downbursts. Several methods are used in this study rarestitsi were

compared to determine the best distribution parameters.

3.5.1 Downburst Wind Distribution Functions

3.5.1.1 Extreme Value Distributions

The family of Extreme Value Distributions (EVD) is good candidates foemé wind
frequency analysis (Rohan and Dale 1987). Li (2000) and Oliver et al. (2000) mropodels
for downburst winds for transmission line design, recommending the use of an EVD tomeodel t
meteorological data. Studies have found that the Gumbel distribution (Type lik@gBrticular
models extreme wind distributions well (Cook 1982; Simiu et al. 2001; Rajabi 2008)ebiol
and Moriarty (1999) analysis of downburst winds in Australia used the GenerakzethE
Value Distribution (GEVD) to conclude the Type | EVD was good fit, but conseeval he

Weibull distribution (Type 1l EVD) and Generalized Pareto distribuhiame also been used to

model extreme winds (Simiu and Heckert 1996; Holmes and Moriarty 1999; Pandey et. al 2003)

The basis of the ASCE 7-05 design wind speed maps for the United States is wind &peed da
fitted with a Type | EVD (Peterka and Shahid 1998). In an effort to compare iga dasd
speeds of ASCE-7-05 with the values determined from the downburst wind speeds the same
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distribution curve is determined. The Type Il EVD is also evaluated for casopaof fit to the
dataset. The Appendix includes further information on these two distributions.

Downburst Sample Mean and Standard Deviation

The sample mean and standard deviation must be computed before the EVD dataditting. T
determine the sample meamand standard deviatian;, the following equations are used,

where m is the total number of downbursts:

X = %i X; (3.1)

The sample mean and standard deviation for the minimum, average, and maximum wind spee
estimates are included in Table 3.2.

The difference in mean values between the dataset using minimum, averagexiamghmaind
speed respectively is not large because only several of the downburst ocswrerecesported

as a range of wind speed estimates. Most downburst occurrence reports odly ame wind

speed estimate, meaning that this number is used in the computation of the minierage a

and maximum wind speed values.
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3.5.2 Determination of Parameters to Fit Data to Di  stribution

To fit the downburst wind speed data to Type | and Il EVDs, parameteragistinis necessary.
In the creation of the wind map of the ASCE 7-05, wind data was fitted using the Method of
Moments (MOM), described by Simiu and Scanlan (1986). The MOM and Maximum
Likelihood Estimation (MLE) methods are used in this research. The Appentligesanore
detailed information on these two methods.

The MOM calculations were computed by hand, and the MLE parameters werateal using
the computer software program EasyFit (MathWave 2010). These values are izechimar

Table 3.3 and Table 3.4. A graph of the average wind speed PDFs is shown in Figure 3.4.

3.5.3 Goodness-of-Fit

The Anderson-Darling (A-D) test (Stephens, 1974) is used to test whethantpke slata comes
from a population of a specific statistical distribution. It is a modiboeof the Kolmogorov-
Smirnov (K-S) test, and uses a specific distribution to calculate itsatntdues. The K-S test
is an alternative to the A-D test, but cannot be used if the distribution being testedanast @
estimated from the sample data. The Appendix includes more detailed intormatihe A-D
and K-S tests.

The A-D test shows that the Type Il EVD provides a better fit for the lblecause the
difference between the critical value and tHestatistic is less for the Type Ill EVD than the
Type | EVD. The A-D test also indicated that in both cases the MLE method provited bet
fitting data. Thus the Type Il EVD is chosen using the parametersagstrfrom the MLE

methodology.
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When the distributions are fit to the data limited only to only the events with méasure
estimated wind speed values (rather than “50+ knots”), the distributions provideditsetber
the data than when the unreported wind speed values are included. The paranm#tesiest
using MOM and MLE for Type | and Ill EVD, however, are not very differentvben the two
datasets. Like the dataset that includes the 12 downburst events with wind speedsethat w

reported, the MLE method for the Type Ill EVD provides the best fit for the data.
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Table 3.2: Mean and Standard Deviation of Downburst Wind Speeds

Low Average High
Mean (x) (mph) 68.05 68.83 69.86
Standard Deviation (o%) 9.83 10.02 10.79

Table 3.3: Type | Extreme Value Distribution Parameters by Method of Moments

Wind Speed Estimate a u
Low 0.130 72.474
Average 0.128 73.337
High 0.119 74.717

Table 3.4: Type | Extreme Value Distribution Parameters by Maxinum Likelihood Estimation

Wind Speed Estimate a u
Low 0.130 73.63
Average 0.128 74.33
High 0.119 75.01

Table 3.5: Type Il Extreme Value Distribution Parametersby Method of Moments

Wind Speed Estimate a Y
Low 8.23 72.16
Average 8.17 73.02
High 7.67 74.34

Table 3.6: Type Il Extreme Value Distribution Parameters by Maximum Likelihood Estimation

Wind Speed Estimate a Y
Low 7.13 72.42
Average 7.12 73.27
High 6.62 74.59
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3.5.4 Final Downburst Distribution
Given the parameters of the Type | and Il EVD that are estimtte following functions
represents the probability density and cumulative distribution functions §RO@EDF

respectively) for the average wind speed values using the values determi&# by

Type | EVD:

f(l?) = 0.128 e_(v_74'33)0-128e—e_(x_74'33)0'128 (3.3)
F(v) — 1 _ e_e(v—73.337)0.13 (34)

Type Il EVD:

7.12 7.12
fw) = 7337712 (v)(7'12_1)e_(%) (3.5)
7.12

F) = 1—- e (7327) (3.6)

Wheref(v) is the PDF of downburst wind speeds ansithe wind speed in mpR(v) is the CDF

of downburst wind speeds, which provides the probability that a downburst wind speed is les
than or equal to a given

These functions are now used in a stochastic model to determine the design wind gpeed for
WBMA due to downburst wind loading for comparison with the ASCE-7-05 50-year design

wind speed.
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3.6 DOWNBURST DESIGN WIND SPEED MODEL

A value for the design wind speed for downbursts in the WBMA is needed to compare to the
wind load capacity of BIPVs in buildings. For the WBMA a 50-year design wind speed of 90
mph (40 m/s) is specified in ASCE 7-05. The goal is to determine where a downbyestr50-
design wind speed falls in relation to this value. A stochastic model that inched€®F of the

downburst wind speeds is used.

3.6.1 Assumptions:

ASCE 7-05 makes several assumptions when creating the map of the design windosgkeds f
U.S. These same assumptions are assumed in this study:
e The wind speeds determined for a particular area are for a 50-year, 2t peotbility
of exceedence.
e No corrections to the data are made for terrain roughness upwind of the anensamete
and wind direction is not accounted for (Peterka and Shahid 1998).
e The output values for wind speed represent 3-second gust wind speeds in miles per hour
at 33 feet above ground for Exposure C (terrain with scattered obstructions having

heights of generally less than 30 ft — e.g. flat open country, grassland).

3.6.2 Downburst Model:

A stochastic model for downburst wind speeds is proposed by Li (2000). This model id derive
from the Poisson Pulse Process, explained in the Appendix. The final equation for the
exceedence probability(t), over the threshold wind speed valu®f a set of wind data due to

downbursts is given as:
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p(t) = Gap(W)At (3.7
WhereA is the occurrence rate of downbursts per yesrfime, and is equal to ¥, the design
wind speed of the structuré&,, (v ) =1 — F(v)y , whereF,, (v) is the CDF of downburst
wind speeds (mph), modified by the probability of an affected area being hitHus
F;,(v) = F(v)y, whereF (v) is the CDF of the downburst wind speed (mph) determined in the
previous section angis the modifier, or strike factor. When a downburst occurs, it may or may

not necessarily strike a building, thuss included as a way of taking this into account.

3.6.3 Discussion on Strike Factor:

The probability that a downburst strikes a building can be determined by usingtgeaim
probability and introducing a reference area (Li 2000). This can be caltuaseveral different
ways; three methods are discusses in this research.

3.6.3.1 Method 1: Point Probability

This methodology considers both the size of the downbursts and the total area which th
downbursts can strike (i.e. the reference area). The original model (Thom 1968)tof
probability was created to represent the probability of a tornado hittinggangeoint within a

given area using the formula:

p=%; (3.8)
= .

Wherez is the mean path area of the tornado in square milsgshe number of tornados per
year andA is the reference area aRds the probability of a tornado striking a point in any year.

Removing the occurrence ratethe strike factoy in this model can be defined as:
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Z mean path area

Y=7

— (3.9)
A WBMA area

or the mean path area over the total area of interest.

Since 1963, this model has been modified through the incorporation of stochastic models,
intensity path area relationships, and the effects of structure sizaalevand Dunn (1983)
modified this model to account for the size of a tornado relative to the size of adpitilchuld
hit. However, since the diameter of a downburst (as compared to a tornado)akytypic
significantly larger than that of a building, this model is less practicaldamnbursts. Choosing
the size of the building to be infinitesimally small compared to the diameter dbthaburst (i.e
the building is represented by a point), the Twisdale and Dunn (1983) model becomesthe sam
model of Thom (1963).

To achieve a similar equation for this research all downburst events aodiagging the
downburst diameter@V,;;,);, and path length@.;,); for theith downburst are summed, then

divided by the number of total downburstsand the total reference ar&aThis yields:

~ 2iea (Wap)i (Lap)i)
')/ =

- /A (3.10)

A similar form of the simplified form of the equation above is used in Schaefer(£#985b) to
determine tornado risk. The actual lenith;;,); and width(L,;,); of theith downburst path is
not likely to be known, but if an average value for all downburst lengths and widtlssinsexs

the above equation is changed to:

y = —(E)jw_‘”’) (3.11)

L4, andWy, represent the average values of the downburst path dimensions. Given a downburst

duration t;;, and a speet;, an approximation of the path length can be determined. Thus:
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_ Dantan) War)

- (3.12)

A microburst by definition, last approximately 2-5 minutes (macroburstdagel). The

translational velocity of a downburst can be about 3 times that of a thunderstomeé-oid

Oliver 2000; Savory et al. 2001). A study of dry downburst in Colorado observed speeds of 22 —
45 mph (10-20 m/s) (Hjelmfelt 1988). A speed of 45 mph (20 m/s) was assumed by Holmes and
Oliver (2000). The reference arBaan be determined as the total reference area of the WBMA-
18896 mf (48940 km) (NWS 2006) following the assumptions made by Li (2000) and Holmes
(2000).

Using this method, and assuming the downburst travels at a speed of 45 mph (20 m/s) and lasts
for 3-minutes (average value from previous studies e.g. Fujita 1985), and alsahgssiemi

width of the downburst to be 2.5 miles (4 km)an be calculated as:

3 min

45 mph * — | (2.5 miles)
(Tata) (Wq) 60
— — — -4
Y="12 18896 mi? 2.97x10

This methodology introduces many variables of which the values are not explicitly kmdks
research. With thorough data that includes information such as the downburst<itraeaisla
velocities, diameters, and durations this method could be more accurate than other.methods
However, using the limited dataset generated in this research this nunyb@isrepresent the
downbursts of the WBMA. This method yields the lowest design wind speeds of the three

methods proposed.
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3.6.3.2 Method 2: Urban Area Ratio
A second methodology considers the ratio of the urban dreasthe WBMA to the reference
aread, the total area of the WBMA:

Ay  Urbanarea

V="

- (3.13)
A WBMA area

Urban areas are likely to be the main locations in which medium to high rise bsiédng
constructed. In the event of a downburst, these areas are likely the only locétgsadwilding
facade damage would be of concern. The total urbardgresadetermined as:

n

Ay =) (A, (3.14)

i=1
Where(4,,); is the area of thigh urban location in which buildings are located, anglthe
number of urban locations.
Washington D.C. and Baltimore represent the main urban areas in the WBMA. Takinggthe a
inside the Washington and Baltimore beltways (I-495 and 1-695), approximateds$mogihe
total length of each highway (64 miles and 51 miles respectively) as the apat®xi
circumference of a theoretical circle surrounding each urban areaZBHA:

Au _ ABaltimore + AWashington D.C. _ 207 miz + 326 miz

']/:—_

= 2.83x1072
A 4 18896 mi2 X

When used in the wind speed model equation, this method yields the middle range of wind
speeds. It is less conservative than Method 3, but yields higher values than Method 1.
3.6.3.3 Method 3: Conservative Assumption

Li (2000) verifies his downburst wind speed model by assuming that if a downburst, @ccurs

will hit a structure. Design wind codes for transmission lines in Austraiaresthat this is the
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case. Li (2000) showed that with this assumption, the model produces design wiisd value
consistent with the design code. Using this assumption:

y=1
This assumption is simple in nature, and is the most conservative. Itthieldghest downburst
occurrence probabilities because the probability of a downburst occurring is nGechbdm

the raw data.

3.7 50-YEAR AND 100-YEAR DOWNBURST DESIGN WIND SPEE D

The three methods discussed above provide a lower, middle and upper bound for the possible
values of the strike factor. Using these values the 50- and 100-year designfealueldings

in the WBMA are computed and summarized in Table 3.8, assuming the values in
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Table 3.7.
The exceedence probabilityt) over the threshold wind speed vaiuis:
p(t) = Gap (V)AL (3.15)

SubstitutingG,, (v) = 1 — F(v), modified byy, and the design wind spe¥g for v, the final
equation for probability of exceedence becomes:

p(t) = [1 - Fgp (Va)y]At (3.16)
By definition the return perioR is equal to the reciprocal of the annual exceedence probability
(i.,e. 1/p(t)), thus to determine the design wind speeds for a return period of 50 or 100 years,

and substituting t=1, the follow equation is derived:

1 1
R = = 7.12
[1—-F(Vyyla le_(%) l’l’” (3.17)
Solving for Vg, the equation becomes:
1y /e (3.18)
Vd = 73.27 [—ll’l (M/_R>] :

The values are substituted in to this equation to yield the equation for the 50-year
exceedence probability are summarized in
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Table 3.7 Using these values the 50- and 100-year design wind speeds are summarizesl in Tabl
3.8. Assuming a strike factor of 1 the design wind speeds exceed the ASTM-7¢pbvdesi

speeds. Using the other two strike factors, both are below the 90 mph design wind speed.
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Table 3.7: Parameter Values for Determining Downburst Design Wind Sels

Variable Value
R 50, 100 years
Vd 7.12
F(vd) 1— e_(m)
59 downburst days
A = 4.21
14 yrs
t 1 year

Table 3.8: 50- and 100-year Downburst Design Wind Speed (mph) at 33 ft

Strike Factor  Design Wind Speed (mph)

) 50-year 100-years
0.00297 59.36
0.0283 79.48 83.23

1 92.73 95.19

" The design wind speed with this strike factor is too low to be calculated given the CDF used to
calculate it.
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3.7.1 Conversion to Wind Pressure

To convert the design wind speeds (mph) to pressuré)tiie equation from the ASCE-7-05
code (2005) for velocity pressure (Equation 6-15 in the code) is used:

q, = 0.00256K,K,.K V21 (3.19)
WhereK}; is the wind directionality factok, is the velocity pressure exposure coefficiéht,
is the topographic factor, amds the importance factor. An exposure level of C is chosen here to
be consistent with methodology used in the creation of the ASCE 7-05 design wind speed maps
(Peterka and Sohban 1998).
z, anda are values that are dependent on this exposure level. For exposure tevebG, and

zz = 900, based on the values in Table 6-2 of ASCE 7-05 (2005).

K, varies with heighz above the ground. To be consistent with the methodology used in the
creation of the ASCE 7-05 design wind speed maps (Peterka and Sohban 1998) and the
anemometer height at which the wind speed values were obtained in this s$tamhtaf 33 ft

(10 m) is used.

Table 3.9 defines the assumed values for the variables in Equation 3.19 for the vedgssiiyep
calculations. The resulting velocity pressures are calculated (3dlile These values will be
used later on to calculate failure probability of BIPV panels by comptuitige strength data of

facade-installed BIPVs.
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Table 3.9: Assumed ASCE 7-05 Velocity Pressure Variables

. ASTM 7-05
Variable Value Reference
K, .85 Table 6-4
K,; 1 Section 6.5.7.2
K, 2.10(z/2,)”’*  Table 6-3
I 1 Section 6.5.5

Table 3.10: Design Velocity Pressure (IbA} at 33 ft by Strike Factor

Strike Factor Design Velocity Pressures (Ib/f)

) 50-year 100-years
0.00297 -- 8.02
0.0283 14.39 15.78
1 19.59 20.64
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Figure 3.1: Downbursts in the WBMA, 1996-2009
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Figure 3.2 A time history of the July 2™ 2006 Annandale, VA downbursi
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Figure 3.4: Type | and Il PDFs for Downburst Wind Speeds in the VBMA using method of
moments (MOM) and maximum likelihood estimation (MLE)
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Figure 3.5: Type | and Il EVD CDFs fitted to WBMA Downburst Data from 1996-2009
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CHAPTER 4: BUILDING INTEGRATED PHOTOVOLTAICS
(BIPV) UNDER UNIFORM LOADING

Since the first discovery of a photovoltaic (PV) cell capable of conventinigght to useable
energy in the late 1800s, PV technology has come a long way in terms of effizrehayde-
spread use. Beginning with the development and commercialization of cngssdiicon (c-Si)
PVs in the 20 century, research focuses in PV technology today have turned more towards thin-
film PVs (TFPVs), which require much less raw materials to produce tBanltis these

TFPVs that are being produced and installed in the facades of high-rise buitdingstion

both as a source of power and the building envelope of the building, an application known as
building integrated photovoltaics (BIPVS). As this technology has grown in pdgularious
standards have been implemented in different countries to regulate the quRalIRYsf

however the potential effect of strong downburst wind-induced loads has not bessedsse
facade-installed BIPVs. To understand this potential impact, a review widsiecommon

TFPV BIPV technologies, their components and material properties is ceddaaletermine
possible ways to assess their behavior under extreme wind loading. Basedesdsssnent, a
model known as the Glass Failure Prediction Model (GFPM) was chosen to use tohmodel t
behavior of TFPVs under uniform wind loading and then compared with test data to provide

verification of the model.
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4.1 THE ORIGIN OF PHOTOVOLTAICS

The idea of photovoltaics first originated in the early 1800s when a French physdexsindre-
Edmond Becquerel, first observed what he called the photovoltaic (PV) efiet883, Charles
Fritts, an American inventor, constructed a 1% efficient fully-functionitey sl (Fritts

1883). Many years later in 1954 a crystalline silicon (c-Si) p/n junctienaseidentally
discovered, which generated voltage when exposed to light (Chapin et al. 1954). This new
technology was about five times more efficient than Fritts’, however ghacbist of production,
PVs were not ready for wide-scaled use. By the 1960s key papers such gaithisked by
Prince (1955), Loferski (1956) and Wysocki et al. (1960) among others had developedsthe basi
of design of c-Si solar cell operations. Enough was understood about their designddhenabl
production of PV cells to provide satellites of the 1950s and 60s with sufficient poaustain
themselves in space.

Two pivotal events occurred in 1973 that helped spur increased interest in PV technologies.
First, the discovery of what is called a “violet cell” increased theieffcy of even the most
state-of-the-art c-Si technologies of the time by 30% (Lindmayer 1&&jond, the U.S.
Department of Energy was formed under President Nixon’s direction to, jrsppport PV and
other renewable energy technologies. This renewable energy supptuttvasfueled by the
world’s first oil embargo later that year. The decade that followed bralghitt the maturity of
the industry of c-Si PVs. Large solar power companies and manufactuass the U.S., Japan
and Europe were established and the start of “pilot” PV lines to be used for caahasc
residential applications. Efficiency of c-Si panels reached 20% in 198&sbgnchers in
Australia (Green 1995) and has continued to increase in efficiency slowly ovestti&®pears
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(Figure 4.Error! Reference source not found.Error! Reference source notdund.). Today
most of solar installations are mono- or poly- ¢c-Si PVs, representing avxapately 80-90%
market share. Yet as the market continues to grow, the focus of researthersng more
towards the development and improved efficiency of thin-film photovoltaic technologies
(TFPVs), a potentially lower cost approach for solar power. Further reductivi miodule
costs is conditional on the availability of raw materials worldwide, mearfii)ys which
require lesser quantities of the PV materials are more econonfeadisable. C-Si
technologies, while the cornerstone of the establishment of the photovoltaic industrgeha

deemed by some more as a technology of today, rather than of the future.

4.2 DEVELOPMENT OF THIN-FILM PHOTOVOLTAIC (TFPV)

TECHNOLOGIES

TFPVs, the second generation PVs after the more common c-Si PVs, have follsiwédra
path of development to that of c-Si PVs, only a few decades later in terms ieheffiand use.
Research efforts focused on TFPVs began in the 1950s in the U.S. with the mubb€agisults
of approximately 6% efficiency by Reynolds et al. (1954). By the 1980s, a-Si (amorphous
silicon), CIS/CIGS (copper indium gallium selenide), and CdTe/CdS (cadrellumde) TFPV
technologies had achieved efficiencies of over 10% during small-scabstaiy, but the
difficulty of achieving this efficiency for larger areas (largfean approximately 1 cthhad not
been overcome. Complications with the scaling up of TFPVs limited their use topgpwamall
electronics such as calculators at the time. In the early 1990s new tectsolegialeveloped

and patented that allowed for larger scale TFPV technologies to be impldmastan
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example, BP Solar, a British electric company, acquired patents to el@csdaa of thin-film
CdTe in 1989, and 10 years later purchased Solarex who focused on a-Si technology. This
established BP Solar as one of the leading TFPV solar companies until 2002 whalaBP S
drew out of all but the c-Si market. The Japanese PV industry became large contenders
throughout the 1990s as intensive research on TFPVs led to new device designs, and improved
material processing (Hegedus and Luque 2002).

Research and development in TFPVs has continued (Figure 4.1), in part, becasibednha
recognized that the silicon (Si) crystals required to for c-Si technslagegeexpensive and slow

to grow compared to thin-film technologies. Si wafers are nearly 100 timo&ger than TFPVs
(~1-3um vs 100 um). Today the solar industry continues to develop, but at a faster page. Ma
start-up companies have established themselves within the past decade in ihatt&®pt to

take advantage of the growing market for PVs, many in c-Si, and others in TFP\Ms. stihi
relatively few companies in the United States market TFPVs for comahapplications, the

thin-film industry continues to take shape through BIPV applications world-wide

4.3 BIPV: COMBINING TFPVS AND ARCHITECTURE

BIPVs, a relatively new area of increased research interest irlth®f PVs in recent years, can

be defined in a broad sense as PV components that replace the look and function of a primary
building material (Strong 1996). BIPV products, such as TFPVs, act as a weaiktnt skin

of the building, placed often times on the facades or roofs of a building. The advantage of this
system over that of more traditional applications of PVs is that no additional & areeded,

and the PVs are integrated into the building itself rather installed selgaBy simultaneously

acting as the building envelope material and a power generator, temgysivides savings in
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material and electricity costs. BIPVs do not always come in the formasfisanels, for
example some companies now produce solar shingles — or flexible PVs that ackldteap

traditional shingles. However for facade applications framed solar paneetsore common.

4.3.1 Placement of BIPVs on Buildings:

BIPVs can function as a building material of several different parts afdifguincluding:

e Facade

e Roof

e Solar shade (for windows or doors)

e Skylights and windows
In the case of extreme horizontal wind loading, the facade of building willierperthese wind
forces directly, thus facade applications only are considered in this redearéacades, there

are two distinct applications in which PVs are integrated into a building — theeiéigure 4.2):

e Curtain walls
e Rain screens

Rain screens are a double layered building envelope which includes an outdrdagbetls
most precipitation and an inner layer which handles the rest. The water thpede#ste the
outer layer of this open-joint system is drained through a cavity behind it. ky#tem the PV
panels are installed as a part of the outer layer (Figure 4.2a), howeveatl@gssscommon
method of utilizing PVs in facades. The focus of this research is on curtaiappatiations of
BIPVs, thus while rain screen application of BIPVs exist, they are not destussdetail.

A curtain wall is typically a single layer, aluminum framed wall ¢areted of in-fills of glass or
other materials. The BIPV components are usually installed as in-fileée the vertical and

horizontal aluminum members (Figure 4.2b). A curtain wall does not act as arstraapport
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for a building — thus all its components must only support their own dead load andexnglext
forces that are placed on it.

Understanding how the PV panels are most commonly installed in building facadesitant
in understanding the boundary conditions of the PV panels being subjected to horizontal
downburst winds. In traditional curtain wall as well as in BIPV curtain vadist in-fill panels
are supported by the horizontal and vertical aluminum mullions, creating 4-sidedyoast

support conditions.

4.4 TYPES OF TFPV PANELS USED IN BIPV APPLICATIONS AND

THEIR MATERIAL PROPERTIES

To better characterize BIPV behavior in facade applications under wind lpading
understanding of the construction and material properties of different typesé$ TEEd in
BIPV facade applications is needed. This section discusses the basicd/aEtTRiRologies,
specifically three TFPVs available on the market for use in BIPV applicati

(&) Amorphous Silicon (a-Si)

(b) Copper-Indium-(Gallium)-Selenide (CI(G)S)

(c) Cadmium Telleride (CdTe)
A-Si being the most common technology, with CI(G)S and CdTe in second and third
respectively (Table 4Brror! Reference source not found.Error! Reference source not
found.). These three technologies are available most commonly as singl@\apanels.
Laboratory testing has also shown that increased efficiency can be dhtsing tandem and

triple cells, in which multiple layers of TFPV are applied on top of one anothehegyelarge

69



scale use is still in development. Similarly other PV materials such asioglls,
metamorphic Ga(ln)As, GalnP, and other multi-junction TFPVs have had successarch
laboratories but have not yet been fabricated into large-scale PV parneds. tEchnologies that
have succeeded in the PV market thus far can be manufactured with sufficosen@ffin large
scale PV applications.

While each PV technology employs slightly different layering strectimd thicknesses, the
basic elements of a TFPV cell are the same. Sunlight falls on the top sfrfaeesolar cell
where it penetrates the front glass substrate to electrical cofgagtsypically a type of TCO —
transparent conducting oxide). These metal oxides allow light photons to peaattdie
absorbed and converted to electrical charges by several layers of semicanghic{ed and p-
type). A back layer of TCO forms the second electrical contact, faldye layer of polyvinyl
butyral (PVB), and finally second layer of glass. These layers witRW panel are important to

know and characterize because it is these layers that feel the stressésgimaerd loading. .

Table 4.1: TFPV panel producers in the world market (ENF 2010)

Solar Companies Producing
Technology Solar Panels
a-Si 131
CI(G)S 30
CdTe 4
4.4.1 Amorphous Silicon (a-Si) (and Micromorphous S ilicon)

Origin: With advancements in processing and fabrication methodologies of c-Si PVs, and

further silicon research, a-Si solar cells were discovered (Chittick 1883)aamstructed
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(Carlson 1977), using only about 1% of the silicon needed for typical c-Si cells. maatgyof
the commercial manufacturers and vendors of TFPV panels market a-Si te@sadagording
to ENF, there are 131 current companies producing a-Si products as of the year 201@. A shor
list of these manufactures is: Astroenergy, Auria, Bankok Solar, UniSolar, Dupixf,BPV
Solar, FlexCell, Global Solar, Inventux, Kaneka, Mistuishi, Polar PV, Sinonar, S&alar Plus,
Solem, Sunfilm, SunGen, SunStar, TerraSolar, and Tianjin Jinneng Solar. Theéynodjbrese
companies are not U.S.-based.

Efficiency: When a-Si was first discovered, the efficiency was that of only about 1% (Morel
1978), however the overall efficiency of a-Si is higher today, but is still signifjciess than c-
Si (around 6 - 10%). Tandem and triple-layer cells called micromorph silicorcetiain

which a-Si and very thin layers of crystalline silicon (pc-Si) are depbsitdop of one another
have shown significantly higher efficiencies.

Structure and Material Properties: Unlike c-Si whose atomic arrangements are regular
crystals, a-Si has an irregular arrangement of atoms — allowing apptebyia% times more
light to be absorbed, but less efficiently. Because it is not crystallineureratd due to its
extreme thinness, when flexed it will not break — allowing it to be deposited onituéler
non-flexible substrates. The substrates used are numerous, including ceraetats steel or
plastics, however for fagcade applications of TFPVs, a-Si is typically degas to glass. As
pointed out by Madou (2002), very little is known about the mechanical properties of dtSi itse
Its modulus of elasticity is estimated to be 80 +/- 20 GPa (Freund and Suresh 2003).

To improve efficiency some manufacturers of a-Si products have begun to mareufact

micromorphous silicon module technologies using multiple layers of silicon suamoagheus
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and a thin layer of crystalline silicon. Several manufacturers’ diagoatheir a-Si solar cells

are shown in Figure 4.3 — 4.5.

4.4.2 Copper-Indium-(Gallium)-Diselenide (CI(G)S)

Origin: The first thin-film CI(G)S PV was fabricated by Kazmerski e{#.76) around the
same time as a-Si technologies were being developed. The first lalgeraecaction of CI(G)S
PV modules began in 2006 by the Germany company Wurth Solar. Among some of the CI(G)S
PV panel manufacturers today are: Ascent Solar, Avancis, Dupont, Global G&8&olar,
Nanosolar, SoloPower, Solar Frontier, Global Solar and Wurth Solar. Of these zdey m
thin-film flexible laminates rather than CIGS solar panels.

Efficiency: Similar to other TFPV, CI(G)S is far more efficient per unit of matéhiah c-Si — a
CI(G)S film approximately 1 micron thick has the potential to generataispower to that

of a ¢-Si with a 200 - 300 microns thickness. The maximum efficiency achiegedsil area PV
laboratory testing as of August 2010 is 20.3% (Stuar 2010). The efficiency of leaggesslar
panels currently average around 13%. This large discrepancy betweealéabefls and full-
scale modules is largely due to the difficulties in the development of new and komple
manufacturing processes that produce CI(G)S cells.

Structure and Material Properties: Unlike a-Si, CI(G)S TFPVs are crystalline in structure. Of
the research published concerning CI(G)S under stresses, a study by Chen (t098¢slihat
substrates of similar thermal expansion coefficients to CI(G)S should bencbmshat when the
two layers cool from about 50D, the thin-film will not experience increased tensile or
compressive stress. Stressed thin-films can exhibit voids and microcrackingansien or

adhesion failure under compression (Chen 1992). When searching for materigigsaper
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CI(G)S panels, the most common results for the properties listed below weoe that €1(G)S
itself, but for the glass specifically designed to be used in the CI(G)Si&spAs an example,
AGC Solar, give properties of its glass that is specifically designe@I{G)S applications
(AGC 2010). Several manufacturers’ diagrams of their CI(G)S panels are ghéigure 4.6

and Figure 4.7.

4.4.3 Cadmium Telleride (CdTe)

Origin: The first CdTe crystals were synthesized in 1947 by Frerichs (1947), then propesed a
possible PV technology in 1956 (Jenny 1954; Kruger 1955; Loferski 1956; de Nobel 1959). Two
types of CdTe cells emerged, homojunctions (single layer) and heterojunctiotiplénayers),
however nearly all research focus has concentrated on heterojunction PVhcelkhs 1960s.
CdTe has been used in both the p- and n- layers of this TFPV technology, however @dTe as t
p-layer with stable oxides such as ITO, ZnO, sa@d CdS as the n-type layer (e.g. CdTe/ZnO)
has emerged as most popular. All CdTe cells, CdTe/CdS, which can be manufactured by
deposition onto either the glass superstrate or substrate, have similaneiffe. A brief list of
CdTe TFPV manufacturers are: Abound Solar, Calyxo, First Solar, MiaSole| §del

Primestar.

Efficiency: Present day small CdTe modules are approximately .5 foirl amea with efficiency
being around 10-15%. CdTe cells by MiaSole were recently confirmed to proiamnefes of
13.8% in 1 M panel, and Solibro achieved an efficiency of 13% (Cheyney 2010). NREL has
achieved efficiencies of 19.9% in laboratory testing of small CdTe cetiM@fion 2008). One

of the main difficulties that manufacturers face with CdTe PV is sirtulather TFPV

technologies, namely, maintaining efficiency on module-sized scales.
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Structure and Material Properties: Flexible CdTe solar cells on polymer substrates have been
successfully produced at reasonable efficiencies, indicating thdiifigns possible (Romeo et

al. 2005). Several manufacturers’ diagrams of their CdTe solar cellscava shFigure 4.8 and
Figure 4.9.

In summary, each of the three aforementioned TFPV technologies used Yoaifcations
represents a unique technology discovered and developed for the commercial manketito ¢
photons of light from the sun into useable power. In order for these modules to be available in
Europe each module must pass a set of standard tests, include one for wind loading (IEC 61646 -
Thin-film terrestrial photovoltaic (PV) modules — Design qualification gpe tapproval),

however in the U.S. solar PV panels, modules, and components are not currently tequired
undergo third-party testing to back up manufacturer claims of durability, qualitgliability.

ASTM, however, is working towards a similar standard to that of IEC 61646 in Europeafts a p
of the qualifications of IEC 61646, TFPV panels must pass a mechanical loajteshg the
panels to withstand 50.2 psf (2400 Pa) of uniform pressure applied on the front and back for 1
hour duration each (IEC 2008). However, even with these qualification standardsreneery

few published studies on the behavior and properties of TFPV panels under uniform loading
conditions. Instead in several cases the strength and behavior of the gllass tsefront and

back parts of the panels as a way to characterize the TFPV panel stvéabthZ010). Thus in

an effort to characterize the behavior of TFPVs, the properties and behaveslitgs of

similar structure and dimensions are reviewed and used in this study.
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45 MATERIAL LAYERS WITHIN PV PANELS:

Each of the TFPVs has a similar construction of layers, primarily comgrsitwo glass lites,
adhesive (e.g. PVB, EVA), front and back contacts (TCO or metal), and the &{5)agee
Figure 4.3, Figure 4.6, Figure 4.8). In modeling the behavior of TFPV panels umddoading
it is important to review the behavior of these, most importantly the glpsssérate and
substrate since these are subject to the most compressive and tenslaridesdlexural
loading due to their location on the exterior surfaces of the PV panels. Bedogigcussion on
the types and properties of glass used in TFPV panels, as well as aagkthewnost common
types of glass used in PV panels based on data collected from leading BiRfachaers’

published data sheets or product specification.

451 Glass

The role of glass in a TFPV panel is primarily to protect the TFPVs terelements while still
allowing light to pass through to allow the TFPV to function properly and efficierttin. [iies

of glass can act as both the substrate and superstrate (front and back) obduRd/ Actcording
to the National Institute of Standards and Technology (NIST) glass has aéaghtical

strength (approximately 17 GPa), however, the theoretical strengldissfig a property that has
yet to be taken advantage of due to its highly brittle nature and its susdgpbliiy surface
flaws known as Griffith Flaws, that act as stress concentrators in 8guglder loading
conditions (Griffith 1921). Glass cannot deform plastically and thus it cak nghout early

warning due to high surface tension. This also makes glass highly susceptibétizedoaver-
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stressing. There are a number approaches to strengthen glassasants load capacity which
are discussed in the next section. These methods help avoid its failure due toflsuvéace

Glass used in TFPV panels is typically soda lime glass formadyrieom three raw materials:
soda, lime and silica (AMMA 1984). Heat strengthened (HS) and fully tempefedIgss are
both made from soda lime glass, but have undergone treatment to increasedlozip swaty.

The general properties of glass are commonly agreed upon within the building industmgmhowe
due to its brittle nature and susceptibility to fracture due to surface flawgéffieient of
variation (as high as 25%) of these values is quite high compared to that of othemcomm
engineering materials (Beason et al. 1998; Pilkington 2010).

45.1.1 Annealed/Float Glass

Float glass is the most basic form of flat glass used in TFPV panels miésanginates from the
manufacturing process developed by Pilkington Brothers Ltd. in 1959. In this pfloeess t
ingredients are heated in a 13G0urnace to form molten glass, which is then poured across a
surface of molten tin. The liquid glass spreads out and flattens as it cools. Bhis thas
transported horizontally on rollers in one continuous sheet into a long oven to form a uniform
thickness sheet. A slow and controlled cooling process is necessary to prevesicuaf r
stresses in the glass that result from more rapid cooling. Once compkefetitiylass product

is typically termed “annealed” glass, distinguishing it from floasglthat has received further
treatment such as heat strengthening or tempering after the floasgrothis glass can be cut,
machined, drilled, edged and polished after manufacturing.

Of all flat glass products, annealed glass is typically the mogpémskve to manufacture, but is

also the weakest. Because no further heat treatment is applied to the dsghly
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susceptible to failure in tension. When annealed glass fails it breaks into large thig can be
a safety hazard if it falls from a building facade. Table 4.2 shows some opit& tyalues
assumed for its behavior.

45.1.2 Heat Strengthened (HS) Glass

Heat strengthened (HS) glass is formed by applying further heahéweato float glass. During
this process, the glass sheet is heated to its softening point then rapidly dtokad jets,
causing the surface and edges of the glass to cool rapidly and contracthe/kgater is still
hot and fluid. As the glass sheet cools, to counteract the state of compression oateeasutf
edges between 3500 and 7500 psi (per ASTM C1048), the center is in a state of tension to
maintain equilibrium within the material. This is advantageous to the strengthglatisesheet
because the failure of glass almost always occurs at flaws on trentensgiace of the glass.
HS glass is generally twice as strong as annealed glass ofrtedlsekness and configuration,
but it has the disadvantage that is cannot be cut or machined in anyway once the heat
strengthening process has been completed. All drilling of holes, cuttinqidmgyimust take
place before the HS process is completed. When HS glass breaks, it breag@poeces in a
similar fashion to annealed glass, however it is preferred due to its strengtadtcwith good
post-breakage behavior. Table 4.2 shows some of the typical values assumed foviis. beha
45.1.3 Fully Tempered/Toughened (FT) Glass

Fully tempered (FT) glass, also known as safety glass, is similzattoftHS glass except that
the cooling process is faster, creating higher residual compressssestmn the surface and
edges of the glass. To be officially considered FT, the surface compressidenousr 10000

psi (per ASTM C1048). Compared to annealed glass, tempered glass can beinqe$o 5 t
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stronger. It has the same disadvantage as HS glass in that it cannot be modifiethpeced.
When this type of glass breaks it shatters into small pieces. Fullyresdnglass also has the
disadvantages of some loss of flatness due to the increased compressive dteegtass t
surfaces, which can be difficult to use in laminated glass. Additionally F$ lgésssome
possibility of spontaneous breakage, i.e. failure internally generated bgnhirapurities such
as nickel sulfide within the glass. Table 4.2 shows some of the typical valuaseds®r its

behavior

Table 4.2: Properties of Monolithic Annealed, Heat Strengthened and
Fully Tempered Glass (Button and Pye 1993; GANA 2008; ASTM 2009)

Property Annealed HS FT Source
Modulus of Rupture 5.95 ksi 12.04 ksi 23.93 ksi Button and
(50% probability of (41 MPa) (83 MPa) (165 MPa) Pye 1993

breakage)

Design Stress 2.8 ksi 5.60 ksi 11.2 ksi GANA 2008
(0.8% probability of (19.3 MPa) (38.6 MPa) (77.2 MPa)

breakage)

Residual surface stress Nearly O 3.48 ksi 10.00 ksi  ASTM 2009
(0 MPa) (24 MPa) (69 MPa)
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4.5.2 Laminated glass (LG)

Laminated glass typically consists of two glass lites bonded togeitfiean elastomeric

interlayer, commonly made of polyvinyl butyral (PVB). Unlike monolithic gléiss behavior of

this sandwiched glass-PVB-glass laminates is highly dependenttemjierature (Linden et al.
1984; Reznik and Minor 1986). The behavior of this glass is believed by some to fall between
that of a monolithic plate of glass and that of two unbounded plates of glass of equivalent
thickness (Hooper 1973; Edel 1997; Norville 1998). Because of uncertainties in theheact
response of the interlayer and its role at varying rates and temperatustgength of laminated
glass is usually downgraded as compared to equivalent monolithic glass phatedq4B4).
However, others have found that at room temperature LG of the same geamdetiryder the

same load conditions is equal or stronger in strength than monolithic glass ofeaguiva

thickness (e.g. Beason et al 1998; Van Duser 1999).

4.5.3 Laminated glass model for TFPV panels

The importance of LG in this research is that, in an effort to most acgurgpeésent the
behavior of TFPV panel under uniform loading conditions, LG offers the closessglassire

to that of a TFPV panel. Because very little detailed information isaésaibn the behavior of
TFPV panels under loading, the use of LG is determined to be an acceptable altezriatés
many similarities in material make-up, size and structure. SimilaGiorEPV are typically
composed of two glass lites with an interlayer of PVB or similar. The diiferbetween the two
is that in the TFPV panels the interlayer also contains a very thin lagbaotdvoltaic materials
and TCOs (metal oxides with much higher modulus and strength than the elastoyeeyic la

Since the photovoltaic material is located near the center of the tsliids, it experiences
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only very little of the bending stress compared to the exterior glasdiitaddition it has a high

modulus of elasticity and ability to deform (demonstrated by its used in TIERWIE laminates

available on the market today) as compared to glass.

4.6 TFPV PANEL MANUFACTUERS DATA

In choosing to make the assumption that LG can be used to model TFPV paneiglibssthat

the behavior of the TFPV panels is dependent on the material properties of thiteglased,

thus since there are several different types, dimensions and thicknessss tialaan be used,

a limited review of 36 manufacturer’s specifications for their TFPV ganak conducted. A

total of 23 a-Si, 9 CI(G)S and 4 CdTe manufacturers’ TFPV product specificateras

reviewed for type of glass used (annealed, HS, FT), glass lite and PVB #sclnd glass size.

A list of these manufacturers is listed below. Inconsistencies in the wawedatreported were

observed in terms of how thickness was reported, and in some cases, data wakbiat ava

TFPV manufacturers surveyed:

Abound Solar
AGC Solar
Ascent Solar
Astronergy
Targray

Auria

Avancis
Energyglass
Bangkok Solar
Calyxo
Canadian Solar
Unisolar

BP Solar
Canon
Canrom

CNPV
DelSolar
Central Electric
Limited

Ditecar

Ditecar

Bosch Solar
Eopply

E-ton Solar
Evergreen Solar
Dupont

ENN

EPV Solar
Ertex Solar
First Solar

FlexCell
Global Solar
ICP Solar
Inventux
Kaneka
MiaSole
Mistubishi
Nanosolar
Polar PV
PowerFilm Solar
Primstar Solar
Q-Cell

Schott

Signet Solar
Sinonar Solar

Solar Plus
SolarPower
SolarFrontier
Solems
Sunfilm
SunGen
SunStar
TerraSolar
Tianjin Jinneng
Solar
Unisolar
Wurth Solar
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Assumed Glass Thickness in TFPV Panels

Of the TFPV panel manufacturers who reported glass thickness, all but onechapuiased a
1/8 in (3.0-4.0 mm) front and back glass lites, thus this size is assumed, constitataig a

thickness of approximately 1/4 inch for all materials.

4.6.1 Assumed Glass Type in TFPV Panels

The type of glass used for TFPV panels varied significantly more, howetlee manufacturers
who reported glass type, 67% used annealed glass, 13% used HS glass, asdd®BYoglass

for the front lite. For the back lite, 50% used annealed glass, 8% used HS, and 42%. used FT
From these statistics, it appears that the most common type of glass useid emb@aled glass.
However, FT comes in a close second, particularly for the back lite of glass.

For simplicity, annealed glass is chosen as the most representaéived tyfpss used for TFPV
panels based on the percentages determined. The other advantage of modeling TFPV panels
using annealed glass is that this is the weakest of the three glassaypielered, thus the

estimate of glass strength determined from laminated glass dageansiealed glass provides a
lower bound estimate of the strength of TFPVs under wind loading. This adopted approach

should lead to a lower estimate of the strength of the TFPV panels.

4.6.2 Assumed Geometric Properties

A wide range of sizes of TFPV panels are available based on the manusadatee™Many
manufacturers had multiple sizes of panels available, and others noted they clmundroake
PV panels to fit the needs of the architect or engineer. In general,asigeslfrom 11 to 236

inches (270 - 6000 mm) per side with varying aspect ratios. The median dimdakions
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approximately within 39 to 47 inches (1000 - 1200 mm) and the mean were 39 to 59 inches
(2000 - 1500 mm) depending on which dimension is considered. The aspect ratios ranged from 1
to 7, however the median and mean aspect ratios were 1.95 and 2.28 respectivelyt An effo

made to match these property values with those of the laminated gsseato represent

TEPV behavior.

4.7 LAMINATED GLASS FAILURE MODEL

Many studies have been conducted in an effort to better understand the behaess ahder
loads. A review of published studies on glass failure was conducted to igédineration on the
failure strengths of glass experimentally determined by otheysolNhic glass failure data is
reported and analyzed in many studies (e.g. Orr 1957; Hershey and Higgin&dsal3plo and
Norville 1985; Norville et al 1998). Laminated glass failure data is alsotegpand analyzed

(e.g. Linden et al. 1984; Behr et al 1985; Reznik and Minor 1986; Vallabhan et al 1981; Minor
and Rezik 1990; King 1996; Norville 1998).

Analysis of glass failure in the 1960s and early 1970s generated the figst dearts used in
building codes from empirical models by Orr (1957) and Hershey and Higgins (1973). In the
late 1970s a new model was developed by PPG Industries (PPG 1979) based on the finite
element analysis conducted by Tsai and Stewart (1976) and Krall et al. #88Bver due to
significant controversy over the first glass design charts and the P®PGduolegy, these design
charts were not widely adopted into building codes of the time. The current methodoldgy use
building codes today was first presented by Beason 1980, Beason and Morgan (1984¢, Norvil
and Minor (1985), and Beason et al. (1998) in an effort to model the failure probabgiassf

Termed the Glass Failure Prediction Model (GFPM), this model became ih@tid®e modern-
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day ASTM standard E1300 (Standard Practice for Determining Load ResisfaBl@ss in
Buildings) — that is in use today for the design of glass used in building gtastefelements.
This method was initially developed for monolithic glass, and later exteadeyér the design
of laminated glass in more recent versions. Due to the complexity and numbsocd faat can
affect the strength of a glass under uniform loading, rather than ereate model, the glass

failure prediction model (GFPM) adopted by ASTM E1300 (2009) is used in this study.

4.7.1 Glass Failure Prediction Model (GFPM)

The GFPM is based on a statistical theory of failure for brittle nadgeadvanced by Weibull
(1939). This method allows the probability of failure of a glass plate to be ¢attitaerms of:

e glass plate geometry (dimensions and thickness)
e |oad duration
e elastic properties of glass

e magnitude of the applied load

The GFPM model used in this research was intended designed to predict the ffailure o
monolithic glass, and was later extended to encompass laminated glasy (Gltiplying its
output by a constant to obtain the probability of failure value for LG. The origiihatd
probability function proposed by Beason (1980) and explained fully in Beason and Morgan
(1984) is expressed as:

Pp=1—e5 (4.1a)
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Where:

_ k m td % a

= Gy E) (5) R (ma3)
(4.2b)

k L (tq\T6
= @y ER) (65) "¢
J=ln (R (m a%)) (4.30)
q:q(ab)z

Eh* (4.4d)

a, b= dimensions of the glass

k, m= surface flaw parameters (assumed to be m = 7 and k = 1.365 indb” ) (Beason
1998)

E = elastic modulus of glass (taken to be 10.4 %) (Beason 1998)

h = thickness of glass lite (for laminated glass this is the total thisknes

ty= load duration

g = uniform load applied on the glass

g = dimensionless load

Jis determined by using a chart that relates the aspect ratipwaitial J. (see Figure 4.11).

To understand why many of these variables are incorporated into this complex e@aatoof

the effects of the variables is discussed in the following sections.
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4.7.2 Effect of Plate Geometry on Glass Strength

The dimensions of a glass sheet have been found to affect the maximum |agasthaan
withstand. The area is important because the larger the sheet of glasshéhéneigpotential for
surface flaws and thus the more likely the glass may fail. Resistastress corresponds to the
integrity of the surface, and the presence of microflaws can dramatma#y its strength.

The thickness of the glass can also determine the stresses in shéhgisais thicker glass equates
to a greater load resistance. Because glass typically fails om#hentsurface due to its brittle
nature, the thicker the glass, the smaller the surface stress for aogigen |

The PVB layer thickness has also been shown to affect the total strengthraftéad glass
(Norville 1998; King 1996). PVB typically is available in approximately 0.38 mm (02 i
increments (e.g. .38, .76, 1.14, 1.52 mm), the most commonly used being 0.38 mm (0.02 in). A
thicker PVB layer at room temperature was shown in these studies tdigisestloads than
thinner PVB layers. In the survey conducted by the writer on the commErét&l data, most
BIPV manufacturers did not report the thickness of the PVB layer in theV pBRels. Thus
since it has been found that thinner PVB layers are weaker under uniform loading timabeldm
glass with thicker PVB layers, with an intent to be conservative, the laweadmof 0.38 mm
thickness is assumed for this study, which is consistent with the assumpdidasiged in

ASTM E1300 (2009).

In the GFPM modeh andb are the variables that represent the dimensions of the glass panel
under consideration; these values vary based on the size of the TFPV panel. Thesthisknes
the total thickness of the glass. In the case of LG this would be the sum of theshicktiee

two glass lites and the PVB layer. Since the PVB layer thickness is madhaesthat thickness
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of the glass, it can be neglected, and thus the thickness for the LG is assumed ia.qé 1/
mm), which includes a front and back glass of 1/8 in. thick based on the commex@dipla

TFPV data.

4.7.3 Glass Strength Dependence on Load Duration

The behavior of glass under loading is highly time-dependent, thus when speaitigsmn

strength of glass, the duration of the load must be specified. Glass caandthsire load for a
shorter period of time than for a longer time and its load capacity at gattareases at
approximately 1/18 power of load duration under constant load. The current ASTM E1300
standard (2009) uses a 3-second load duration to parallel the 3-second loads usechdh the wi
design charts. Since the downburst wind data is based on 3-second wind gust |dhe &M
model used in this research uses a 3-second load duration for consistency among ttee two dat
sets in this researcli a load is used that is not a 3-second load, this load can be converted to an

equivalent 3-second load using the following equation from ASTM E1300 (ASTM 2009):

1/16

g = 1, [3] “2)

deq= €quivalent 3-second load
d;= load duration of the load being converted into an equivalent 3-second load

qq,= load with durationd; being converted to an equivalent 3-second load
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4.7.4 Strength of Weathered Glass

Over time glass strength degrades due to its exposure to weather] tretmend induced
stresses, among other factors. Thus the strength of newly formedsgdasstantially higher
than that of weathered, in-service glass (Abiassi 1980; Norville and Minor 1985)eSiga
parametersn andk used in the above equation are the two parameters that account for this
degradation in the behavior of the in-service glass. It has been found biyrexyiehat for
weathered glass these two parameters take the following veive§:andk = 1.365 x 13° in*?
Ib” (Beason and Norville 1989). The use of these surface parameters willresldtver
estimation of the strength of glass under loading, thus taking into account thestomsgth due

to weathering.

4.7.5 Failure Probability of Annealed Laminated Gla  ss

4.7.5.1 Conversion of monolithic glass to laminated glass strength

In order to use the GFPM for LG to model the BIPVs under wind loading, the values for the
monolithic glass must be converted to the equivalent LG (per the procedure duppiedM
E1300 (2009)). Several studies consider the behavior of LG as being less thantshat of i
monolithic equivalent of equal thickness and dimensions (Hooper 1973; Edel 1997). These
studies have mostly focused on LG beams rather than plates. Other studieslicated that

LG has a strength near to their monolithic equivalent in size and thickviess éGnd Reznik
1990; Norville 1990). Initially manufacturers of LG chose to use a conservatinmaesbdf LG
strength by multiplying the monolithic strength by a factor less than Dine. more recent
version of the ASTM E1300 standard (2009) has been modified to eliminate thiglsfigctor

and instead adopt similar, but separate methods for monolithic and laminatedCglagsaring
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the charts used to determine the strength of LG and monolithic glass, howevarrehe c

ASTM E1300 standard (2009) method is nearly the same (Figure 4.14 and Figure 4.1S). This
in agreement with the findings of Minor and Reznik (1990) who compared LG failureftoads
studies by Linden et al (1984) and Reznik and Minor (1986) with that of the failure loads of
monolithic glass of the same size by Kanabolo and Norville (1985).

4.7.5.2 BIPV Panel Sizes Chosen for use in GFPM

Assuming the use of method of GFPM as used in the ASTM E1300 (2009) for predicting the
failure probability of a LG panel, five cases with different dimensiosiewf glass were
considered in this study. An effort was made to represent the range oedathtx on the

TFPV solar panels available. The glass sizes in these five caseshosen with different

aspect ratios in an attempt to encompass the majority of the facadeth$@RV panels in use
today in the U.S.

Three of the sizes (38 x 76 inch, 66 x 66 inch and 66 x 96 inch) (965 x 1930 mm, 1676 x 1676
mm, 1676 x 2438 mm respectively) were chosen to parallel the sizing of the langlaated

tested in Linden et al. (1984) and Reznik and Minor (1986) for ease of comparison of the model
results to actual LG test data. The average and median values of the TFPdlrpansions

were found to be approximately 40 inches and the aspect ratios are around 2.1; ther@Bix 76 i
(965 x 1930 mm) size has similar dimensions and an aspect ratio of 2.11. The two other sizes
considered have dimensions 39 x 39 inch and 25 x 40.5 inch (1000 x 1000 mm and 629 x 1029
mm respectively). The 39 x 39 inch panel is the size of the a-Si TFPV parneletsen the
National Air and Space Museum at Dulles Center in Washington D.C., and was chosen to

represent a small aspect ratio (1). The 25 x 40.5 inch dimensions (aspect ratioaself@)
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the Schott ASI solar panel data sheet (Schott 2010). Schott solar panels bee inséh the

New York Stillwell Avenue subway station, and were chosen to represent amge-aspect

ratio.

4.7.5.3 Probability of Failure Calculations

Using these dimensions, the probability of failure curve for each set of donsnsicomputed.
Table 4.2 shows the variables used in these calculations. The fragility cresd®wan in

Figures 4.12 and 4.13.

4.7.5.4 Model Verification

To cross-check that these calculations are consistent with those givenchartiseused in the
ASTM E1300 (2009), using this model the load is evaluated at a probability of failure of 0.008,
following that of the ASTM E1300 standard. These loads are indicated in Table 4 @thésin
ASTM E1300 design chart for 6mm, 4-side simply-supported LG (Figure 4.14) etedseof

sizes are also evaluated. At a probability of failure of 0.008, all of the wadimdated are
consistent with the design charts commonly used for glass thickness design (ASTM 2009)
Because the 36 x 76 in, 66 x 66 in and 66 x 96 in panels used to calculate the probability of
failure in this model are the same sizes as those used in previous studies, btirogltd
probability of failure at 50%, these values can be compared to the averagevailigs of the
laminated glass lites tested in Linden et al. (1984) and Reznik and Minor (1986) to obtain s
measure of accuracy of the model (Table 4.4). Linden et al. (1984) perforniegl 6esp9
laminated glass specimens (60 x 96 in) and Reznik and Minor (1986) used 25 and 26 specimens

(38 x 76 in. and 66 x 66 in. respectively). The reported 60-second loads are converted to
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equivalent 3-second loads in Table 4.4 by multiplying by a factor of 1.2 per EquatibmX

ASTM E1300 (2009) which converts a load of a given duration to an equivalent 3-second load.
In all cases laminated glass, the model provides a higher failuretbtréhgs is to be expected
since the glass properties chosen for use in this model represent the propemtiathef, rather

than new glass (new glass is used in Linden et al (1984) and Reznik and Minor (1986)).
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Table 4.3: Parameter values used in determining probability of fiture using GFPM

36x 76in. 66 X 66 in. 66 X 96 in. 39x 39in. 25x 40.5in.

m 7 7 7 7 7

k 1.365x 107 1.365x 10°  1.365 x 1G° 1.365x 10°  1.365 x 1G°

ty 3 sec. 3 sec. 3 sec. 3 sec. 3 sec.

E |1.04x16psi 1.04x10psi 1.04x 1Bpsi  1.04x 1Bpsi  1.04 x 1Bpsi

h 1/4 in. 1/4 in. 1/4 in. 1/4 in. 1/4 in.

a 36 in. 66 in. 36in. 39in. 25in.

b 76 in. 66 in. 76 in. 39in. 40.5 in.
Aspect 514 1 1.45 1 1.62
ratio

Table 4.4: Maximum loads resisted by laminated glass at probaliji of failures of 0.008 and 0.5 for
each set of dimensions considered using the GFPM

Ps \ 36x76in. 66 x 66 in. 66 X 96 in. 39x39in. 25x40.5in.
0.0008 58 40 30 105 153
0.5 145 100 65 290 330

Table 4.5: Mean failure strengths predicted by GFPM model comgred to the equivalent 3-second
load strength from laminated glass test data

Ps 36x76in. 66x66in. 66x96in. 39x39in. 25x40.5in.
GFPM (equivalent 3-
second load}50% failure) 145 100 65 N N
Mean Failure LoagReznik
and Minor (1986) and 160 133 924
Linden et al. (1984)) (134)* (111)* (77)* N
(equivalent 3-second load

*Note: The numbers in parenthesis are the 60-second loads before conversgectmd-equivalent
loads
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Figure 4.3: a-Si and micromorphous Si typical layers (Kaltschmitet al. 2007)
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Figure 4.4: (a) AstroEnergy a-Si/uc-Si micromorphous solar panebaistruction (AstroEnergy

2010)
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(a) (b)
Figure 4.5 (a) Schott ASI Thru PV Module, (b) EPV Solar EPV-4X Solar Modle (Schott 2010)
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Figure 4.6: Typical layers of a CI(G)S solar cell (AGC 2010)
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Figure 4.7: (a) Avancis Powermax CIS module, (b) Nanosolar Utility [GS Panels (Avancis 2010;

Nanosolar 2010)
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Figure 4.8: Typical layers of a CdTe solar cell
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(a) (b)
Figure 4.9: (a) Q-cell CIGS Q.Smart 70-90 PV panel, (b) First Solar CA (Q-Cell 2010; First Solar

2010).
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Figure 4.10: Behavior of glass under loading
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Figure 4.12: Fragility Curve (P; = 0.008) of laminated glass using the GFPM
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Figure 4.15: ASTM E1300 design chart for 6 mm annealed glass (ASTM 2009)
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CHAPTER 5: DOWNBURST DESIGN PRESSURE AND TFPV

LOAD RESISTANCE

Thus far in Chapter 3 the design velocity pressures associated with the dasvimbtims

WBMA were determined for building fagade elements located at 33 ft dbeground, and for
three different possible strike factors respectively. In Chapter 4abidityy curves were
determined for five cases with different sized TFPV panels using twm 3hnk annealed glass
lites (see Figure 4.12 and 4.13). It is now possible to compare each of thasdadabeir
respective existing design standards, as well as compare these twowébutach other to

create a failure prediction model.

5.1 ASCE 7-05 AND DOWNBURST DESIGN WIND LOADS

Before comparing the downburst design wind loads with that of the BIPV panel pitglzbi
failure curves, it is relevant to first compare the current design wiredispe the WBMA and

the predicted design wind speeds from downbursts using the model in this resabech. If
predicted wind speed from the downbursts is lower than that of the current design weimhdtspe
seems reasonable to believe there is limited concern of needing additiogalatesiderations
for downburst winds in the WBMA. However if the design wind speeds predicted by the
downburst model are above that of existing design wind speeds, it is reasorcaisider
addition recommendations for downburst winds be included in future ASCE 7 standards.
The 50-year design wind speed specified by ASCE 7-05 for the WBMA is 90 mph (40 m/s)
(ASCE 2005). Given the three possible methods of calculating the strike faalomfioburst

occurrences in the WBMA, the 50-year design wind speeds at 33 ft height wetatedlto
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range from approximately 80-93 mph (35-40 m/s) (Table 3.8). This range of numbers is
approximately the same design wind speed specified for this region. UsingGiie AS
conversion from wind speed to pressure, this translates to an equivalent uniform wirtg veloci
pressure of approximately 14 - 20 psf (689 - 938 Pa). The 100-year design velosilygres
sometimes used for the design of buildings, is only slightly higher, at up to 21 psf {988 Pa
Based on the comparison of these two values, it is seen that the ASCE 7-05 dedigaluas

may be sufficient for use in the design of buildings for downburst occurrences without
modification.

However, an important difference to note when comparing these two design windisgheds
difference in the vertical profile of a downburst and that of the ASCE 7-09epraticording to
downburst simulation models created by others (e.g. Kim and Hangan 2007; Woods et al. 2001),
the vertical wind profile of a downburst peaks at a certain height that varretheiitlownburst
diameter then begins to decrease. According to downburst simulation modtdd bre&im and
Hangan (2007), the maximum velocity of a downburst wind profile occurs at heighssdahan

5% of the initial downburst diameter. Similar models of downburst vertical wind [ bidee

been created by others based on field and experimental data (e.g. Woods et al. 29@F Oz
and Bowles 1988). Holmes (2002) found that thunderstorm downbursts produce the extreme
winds at 10 m (33 ft) height. Following the results of Kim and Hangan (2007), for a downburst
of 500 m and 1 km diameter, the maximum wind velocities would occur at less than 25 - 50 m
(82 - 164 ft), then would begin to decrease as height increases.

The vertical wind profile used in the design of buildings per ASCE 7-05, unlike that of a

downburst, continually increases with height. Using this wind speed, the ASTM 7-06 desi
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methodology based on factors such as the size of the building, height, etc. can be followed to
create a vertical wind profile of the design pressures for the building claddingpenponents

(see ASCE 7-05 (2005) for a more detailed explanation). This wind profil@gese

significantly in the first 15 ft (5 m) then continues to slowly increase witjhhat a rate that
varies with the specified exposure level of the building in question.

An example of the comparison of these two different profiles is shown in Figuie fhis

figure, V/Vnaxis the normalized wind velocity and 4/&vmax iS the height divided by the half-
velocity height. These scales are used so that multiple datasets carplaeesctban one graph.

The dotted line represents the atmospheric boundary layer (similar to that Bf AG%) and the
other data points are results from multiple studies. From this figure Jéaistbat the two wind
profiles are different. Thus it is possible that above the height of 33 ft, depending e thie s
the downburst, that the downburst wind speed is greater than that of the wind speed predicted by

ASCE 7-05. Further analysis and research is needed to confirm this issue.
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Figure 5.1: Downburst mean velocity profile: comparison with laleratory experiments, empirical
models and with a typical boundary layer profile (Kim and Hangan 2007)

5.2 EUROPEAN IEC 61646 MECHANICAL LOAD REQUIREMENTS
AND GFPM PREDICTED LOAD RESISTANCE

It is also relevant to compare the predicted load resistance of the TFPY fpamethe model
used in this research with that of the loads used to test TFPV panels. Currenthndaedstest
exists that uses standardized test procedures to test and certify TFPV paneandard, IEC
61646 — “Thin-film terrestrial photovoltaic (PV) modules — design and qualificatidriyge
approval” was developed in 1996 to standardize testing of thin-film PVs such as tbge us
BIPV applications. A test standard for the United States specificalndiayet been developed.
The IEC 61646 standard, recognized throughout much of Europe, tests many diffipeeid af

new TFPVs, including tests such as temperature, performance undentigf@es conditions,
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thermal cycling, damp heat, twisting, and, most important and relevant to thichgsea
mechanical load testing. In comparing the predicted performance of TFEVhevprescribed

load in IEC 61646 a better understanding of the relevance of the standard load can be
understood.

Part of the IEC 61646 test requires that both the front and back of the solar partahdithve
cycles of 2400 Pa (50 psf) for 1 hour. As discussed previously, glass behaves diftersed

on the duration of the load induced on it. The strength of glass predicted in this reséareh |
3-second load, thus to translate a 1 hour load (3600 seconds) to a 3-second load, for purposes of
comparison, following ASTM E1300, 2400 Pa is divided by a factor of 0.64 (Table X6.1 in
ASTM E1300 (2009)), which yields a pressure of 3750 Pa (78.32 psf). For the five sizas used i
this research, the probability of failure of the TFPV predicted by the GFPMI meetd in this
research ranges from less than 8:1000, the design value assumed for ASTM321330 and

20 x 40.5 inch) to a nearly 70% failure probability (66 x 96 in) (see Figure 4.12)e YN&ib6 x

66 and 66 x 96 inch sizes are significantly larger than most BIPV panels surveyedyrih

noting their failure probabilities are very large. Table 5.1 lists theréaprobabilities for each of

the five sizes considered.

The percentages in Table 5.1, particularly those of the 36 x 76 inch, 66 x 66 inch and 66 x 96
inch size BIPVs can be misleading. These sizes are significarglgrithan that of the solar
panels surveyed. It is likely that if manufacturing solar panels of thisveireto be used, that
thicker glass would be used for the front and back lites, equating to a greatghstrah

resistance to the given load.
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5.3 DOWNBURST DESIGN WIND LOADS AND GFPM PREDICTED
LOAD RESISTANCE

Ultimately the design wind loads determined from the probabilistic downbursts voidel sre
now compared with the probabilistic strength distribution of the BIPVs used in bufétiades.
Based on these, a failure probability model is derived for BIPVs specifie td/ashington
D.C.-Baltimore metropolitan region.

From Table 5.2 it is shown that only the largest of the five sizes consideredangd anough
predicted probability of failure to be recorded. From this it can be concludatiaghbtthe 33
ft design wind pressures are considered, then a building’s BIPVs should be aithstand the
downburst occurrences in the WBMA. Further analysis of the vertical profiteg ofownburst

and ASCE 7-05 specified wind load design curves is needed to compare these two inaiiore det
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Table 5.1: Failure Probabilities of Five TFPV BIPV Panels at théequivalent 3-second Uniform
Pressure Specified by IEC61646

36 x76in. 66 X 66 in. 66 X 96 in. 39x39in. 25x405in.
2.76 % 19.1 % 69.9 %* 0.19 % 0.02 %

* This value is very high, however it should beedlathat few to none of TFPV are this large in siegardless if
they were they likely would use thicker glass tmgensate for the large size

Table 5.2: Failure Probabilities of Five TFPV BIPV Panels at the-second Uniform Pressure
Predicted by the Downburst Wind Pressure in the WBMA

Strike Factor Pressure 36 x 76in. 66X 66in. 66x96in. 39x39in. 25x 40.5in.

0.00297 - - - - - -
0.0283 14.39  Negligible  Negligible 0.028%  Negligible Negligible
1 Negligible 0.028 % 0.17 % Negligible Negligible

Note: “Negligible” in this chart indicates a fail@r probability of less than 0.001%
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CONCLUSIONS AND FUTURE WORK

Thin-film building integrated photovoltaics (BIPVs) are technologies tleabaing implemented
in buildings today, uniquely producing clean energy from the sun’s light while smaalialy
acting as the building’s weather-resistant envelope. Of the many potentsas of failure of
these primarily glass solar panels, extreme loading can cause failhesRiPtV panel.
Downbursts have the potential to produce extreme winds capable of causing thes®gdaiiel
This research focuses on this issue through a region-specific approachirgutie Washington
D.C.- Baltimore metropolitan area (WBMA) as the area of analysis.

In this research first a region-specific probabilistic load model of downwinds has been
created for the WBMA. Downburst data was obtained from both the Storm Event Database
available through the National Climactic Data Center and the Nationah&/ea¢rvice, and
through a search conducted of WBMA news papers, news wires, and other publications. This
data was then compiled and modeled using Type | and Ill extreme value distritouictions.
Using a goodness-of-fit test, the Type Ill distribution is found to fit thaseh best, although it
did not provide a satisfactory fit due to lack of sufficient downbursts data in the region. A
slightly better fit is found when the dataset is limited only to the downburstgepbrted wind
speeds, using very similar distribution curve parameters. A stochastic weslatlopted to
predict the 50-year wind loads that downbursts occurring in the WBMA would subject to the
building in this area. Depending on the strike factor assumed in the stochastic mdail, the
year design wind speeds (79 — 93 mph) were both slightly above and below the 5Giggar de

wind speeds specified for the WBMA by ASCE 7-05 standards (90 mph). Using the
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methodology of ASCE 7-05, these wind speeds were then converted to velocity pressures fo
purpose of comparison with the strength of the BIPV panels.

The behavior of BIPVs installed on the facades of buildings subjected to uniform walirabloa
was next accomplished. Assuming that the thin-film layer (TF) and the transpanducting
oxide (TCO) can be neglected because of their high stiffness and very snkak$sicthe TFPV
panels are modeled with an assumption that their behavior is that of a lamiaateplate. The
glass failure prediction model (GFPM) is then used to predict the probabifajwe of the

BIPV panels under uniform loading, and with simple supports on four sides. In comparing t
strength of the BIPV panels to the load effect of the downburst-induced design vdadndlae
WBMA, only for large panels (> 66 in) was the probability of failure due to dowrshigrst
measurable, although it was still less than the design 8/1000 probability of Epleeified by

the current design standards for glass - ASTM E1300. Caution should be exercised in
interpreting this since a number of assumptions were made in deriving ihialsib concluded
that the downburst loads (14-20 psf) are less than the loads at which they areyawgentd

by IEC 61646 (60 psf equivalent 3-second load), a standard primarily used in Europérfgr te
of thin-film BIPVs.

In future work it is proposed that the modeling of TF BIPVs as laminated glassibed

through uniform pressure testing. It is also proposed that the probabilistic madetiarethis
research be further expanded to include consideration of the height above the ground on the

downburst wind speed as it compares to the TF BIPV panels strength.
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APPENDIX A

A.1 EXTREME VALUE DISTRIBUTION TYPES

A.1.1 Type | —Extreme Value Distribution

The Gumbel or Type | extreme value distribution (EVD) has two forms, one bathd
smallest extreme and the other based on the large extreme. These athealimimum and
maximum extremes respectively. For this, as for other wind data casestimeum form of the
Type | EVD is used. The general formula for the probability density functioR)BLthis
distribution is:
f(x) = «a e~ (r—mag-e” TR
The probability distribution function (i.e. cumulative distribution function (CD$)) i
F(x)= 1—e-¢*™M°

The function is based on two parametersthe scale parameter, andthe location parameter.

A.1.2 Type lll -Extreme Value Distribution

The Weibell or Type Ill EVD general formula for the PDF of this distion is:

Y /x— U r-1 (
= L —((x-w)/a)Y
f@=2(—) e

In the case wherg = 0 (location parameter) then the distribution can be reduced to its simpler

form called the 2-parameter Type Il EVD:
a _(%)"
F@) = 22 e )

The probability distribution function (i.e. cumulative distribution function, CDF) is:
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F(x)=1- e_(%)a

The function is based on two parametershe scale parameter, apdthe shape parameter.
A.2 DISTRIBUTION PARAMETER ESTIMATION METHODS

A.2.1 Method of Moments

The method of moments is one of the oldest methods to estimate population parameters. In thi
method, it is important to examine two moments:

Mean — first moment about the origin

Variance — second moment about the mean
The respectiv&th moment about the origin for a discrete or continuous random variable is:

My = [7 xkf()dx o My =X xfP(x)

In whichx is the random variablég, (x) is its density function, n is the number of elements in
the underlying sample spaceXyfandP,(x) is the probability density function. The first moment
about the origin, wherke=1 in the above equations yields the meaX ahd is denoted as
Because the downburst data is discrete rather than continuous, only the dipeatiens will be

shown below. The generalized function of this is denoted as:

Flg@] = ) g0P(x)
i=1

To obtain the parameters for the Type | EVD from sample miesand standard deviatian, the
following equations are used, as developed from the more generalized equatiasia the

Euler-Mascheroni constart.577 ) in the method of moments:
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To obtain the parameters of the Type Il EVD distribution, the coefficient cdtiar is first

obtained from the equations of the first and second moments and used to calculate

cv=Jﬂ1+a_Fﬂ1+a

rﬂ1+a

Theno is calculated:

A.2.2 Maximum Likelihood Estimation

Maximum likelihood parameter estimation is based on the principle of calcwaiiungs of
parameters that maximize the probability of obtaining the particular saipdikelihood of
the sample is the total probability of drawing each item in the sample. Thprtdiability is the
product of all the individual item probabilities. This product is then differentiatddrespect to
the parameters and the resulting derivatives are set to zero to achieveitheamavaximum
likelihood solutions, however, do not always produce solvable equations.

Given the Type | EVD as an example, the likelihood functigis defined as:

109



L(a, B) = T (Yyen Y, |2, 0) =ﬂf(yi la, o) =ﬂaexp{— o(y, —a)jexpl-expl-o(y, —a)}f =

= (o) exp= > [o(y, —a) +expl-o(y, - a)}]}
i=1
Taking the natural log of both sides:

| = In(L) = -nin(@) - Y. [o(y, — ) + expl— oy, — )]

i=1

The partial derivative of the equation must be taken for each variable beingedtithas:

2 S Lo+oexsaly - afl=on-oXexst-oly, - o)}
ol

=Tl - et oly —afl= - 3 e - 2, -~ enpl- oy, - )

Setting the two partial differentials to zero for their maxima and solvingl&neously forx
andc the MLE can be obtained. The same methodology can be followed for the Type Il EVD

but is not shown here.
A.3 GOODNESS-OF-FIT TESTS:

A.3.1 Anderson-Darling (A-D) Test:

The A-D test is one of several goodness-of-fit techniques, but is only possibleuiaie for
continuous distribution functions. Its purpose is to decide whether to accept or ejibet kull
hypothesis that states that the sample data follows the given distribution.

It is important to note that the acceptance gfdt a given level of confidence does not mean
that the population in fact is that distribution. It means thaiaAnot be rejected. Thus for a
defined confidence level where, i$ accepted, there is not enough evidence to indicate that the

data does not follow the given distribution. The A-D distribution is often preferredlover

110



Komolgorov-Smirnov (K-S) test because it is more sensitive to deviations inlshef tine
distribution.
The A-D is defined by:
H, : The data follow the specified distribution
Ha : The data follow the specified distribution
For Type | and Il distributions the following equations are used to detedfijrlee test statistic

for the A-D test:
1 n
A =—n— (;) D @i = Dlin(wy +1n (1 = w_i;)]
i=1

Wheren is the sample size andis the cumulative distribution function (CDF) for the

distribution under consideration. For small samp¥es modified using the following equation:

A%, = AP (1 + 0'2)
2 - =<
Vn

The critical values obtained from the calculatiomdre the following for different levels of
significance ¢):
Table A.0.1: Critical Values for Anderson-Darling Test (D'Agogino and Stephens 1986)
Statistic | Values

a 0.1 0.05 0.025 0.01
A? 0.637 0.757 0.877 1.038

The A-D method is often preferred over the K-S test for the following reasons:
e The K-S test tends to be more sensitive near the center of the distribution thds,the ta

while A-D gives more weight to the tails.
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e The K-S is not valid if the PDF and CDF parameters are estimated from ahevtde
A-D can be used for this application.
e The A-D is more sensitive to the lack of fit of the Type Il EVD than thg t€st (Evans

et al. 1989).

A.3.2 Kolmogorov-Smirnov (K-S) Test

The K-S test (Kolmogovro 1933) is an alternative to the A-D test, but serveartieepurpose of
determining the acceptance or rejection gftHe null hypothesis that states that the sample data
follows the given distribution.
The K-S is defined by:

Ho : The data follow the specified distribution

Ha : The data does not follow the specified distribution
Givenn ordered data points (smallest to largest), ... Yy, the empirical distribution function

(ECDF) is defined as:

0]
n

Where N(i) is the number of data points less than Y
The test statistic D, the maximum absolute difference between the vathescoimulative
probability distribution of the sample size n and the specified cumulative probdistitypution

function, can be determined by the following equation:

D max (F(Yi) - %,%— F(Yi)>

1<i<

Where F is the CDF being evaluated.
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A.4 POISSON PULSE PROCESS AND UPCROSS RATE:

This process involves the use of three random bikas- A - occurrence rate of downbur:
(number of downbursts/year),-dduration of the “i"thdownburst (with a mean values ¢), Wi
—intensity (mph) of the “i"th downburst with a prdiibty distribution function (a.k.:
cumulative probability distribution) (Fq, (W). A diagram of this process is shown below. E
square wave represents onevdburst with a duration d and an intensity w. Thbsript “i”

represents the “i"th downburst over a given penbtme.

Wit

ith pulse 1

Time {vear)

Figure A.1: Poisson Pulse Process (Li 2000)

To obtain the probability of exceedence of a giwemd speed for a given time pod for
downbursts, the probability is first defined bywgcross rat— or the rate at which the wir
speed measured will exceed a threshold or baeved aluea(t) sometime in the structure

design life time from t=0 to T. This is explainesing tfe following equation:
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p(t) = fv(r)dr

In this equationp(0) is the probability that wind at a given location exceeds the threshold wind
speed at the beginning of the evaluation peti@d- this value is considered to be zerqxr) is
the upcross rate as described above. The evaluation of this integral is obtaindu ttheoug
following process as outlined in Structural Reliability Analysis and Etiedis by Melchers
(1987).
A process having rectangular pulses of intensityakd length dare described as:

W@, d,t,t,) = W, when the downburst occurs

= 0, at all other times

W(t)

e
i a(t)

_—
e

|

|

L -

(TEY " Time (vear)

di

Figure A.1: Poisson Pulse Process Diagram Modified to Inclach(t) — Generalized Threshold Value
as a Function of Time

The level of the upcross ratg (t) of the pulses above the threshold value can be obtained
directly from the limit as durationd — 0. The probability tha¥V(t) starts out below the
threshold value a(t) diW (t) < a(t)] then by the end of the duration, has crossed it so that
W (t + At) is greater than a(t) oW (t + At) > a(t)] is equal to:
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P{W(t) <a(®)]n[W(t+At) > a(t)]}
Taking the limit of this expression, multiplied byor the occurrence rate of these downburst

wind events, the following expression is created:

1
vi(t) = Alir—% {E [P(upcrossing in At)]l}

1
= lim {A—t (PAW () < a(D)] N [W(t + At) > a(t)]}l}

To simplify the following equation into one that can be more easily evaludaddilowing
things are considered. First in this cadg) represents the threshold value of the wind speed, or
the design wind speed which is constant throughout time t dajlddhis is substituted in the

equation:

1
v () = Jim [ [PIW () < Val 0 [W (e +80) > Vol ]

Second, the union of two statistically independent events such as those given abovdas equal
the multiplication of the probabilities of each of the eventsFi(d.n B) = P(A)P(B) where A
represent$i (t) < a(t)] and B represen{$V (t + At) > a(t)]. Additionally, based on the
definition of a generalized cumulative distribution functie®) being the probability of a

density functiory (s) less than a given value

F(x)= P(X<x)= fx f(s)ds

Translated into the terms used in this paper wheris the wind speed threshold value:

Va
Far(Va) = POW,(£) < V) = f v(@)de
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The probability thatV(t) will be less tham(t) as time approaches zero is equal to the cumulative
probability function of that density functidfy,(a(t)). Also based on this same definition, the
probability thatw (¢t + At) will be larger thara(t) is equal to one minus that cumulative density
function:

G(x) = P(X>x)=1-F(x)
Translated into the terms used in this paper:

Gap(Va) = PIWi(t+At) > V) = 1= Fgp (V)
Substituting these into the original equation, the final equation obtained is:
v(8) = Fap(Va) Gap (Va) A
When V4 is large and constant, as is the case in this equationfjh@n;) ~ 1 because the wind
values almost always are below the threshold value except in rare casgpreissien for the
upcross rate then becomes a much more usable equation:
v(t) = Gap(Vg)A

The exceedence probability of a given set of wind data due to downbursts over tha@dhres
value Vjy is then found by multiplying the upcross rate by tirteeget the probability over a give
time.

p(t) = vt = Ggp (V)AL
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