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Extreme wind loading on buildings can be caused by a variety of different weather 
phenomenon, including straight-line wind-inducing events known as downbursts. 
With maximum wind gusts up to 168 mph, downbursts have the potential to cause 

significant damage to modern infrastructure, comparable to that of the more 
commonly-known tornado or hurricane. Among the many variables that affect the 

extent of damage to infrastructure from such events, the performance of a building is 
largely dependent on two factors – (a) the magnitude of the loads induced on a 

building, and (b) the strength of the building components resisting these loads. The 
goal of this research is to characterize the downburst-induced horizontal wind loads 

on a building façade of a given region, as well as the strength and behavior of a green 
building material used in the façade of buildings – known as thin-film building 

integrated photovoltaics (BIPVs).  With downburst data collected from the 
Washington D.C.-Baltimore metropolitan area (WBMA), a failure probability model 

is derived for BIPVs specific to this region. 
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EXECUTIVE SUMMARY 

Extreme wind loading on buildings can be caused by a variety of different weather phenomenon, 

including straight-line wind inducing events known as downbursts. With maximum wind gusts 

up to 168 mph, downbursts have the potential to cause significant damage to modern 

infrastructure, comparable to that of the more commonly-known tornado or hurricane. Among 

the many variables that affect the extent of damage to infrastructure from such events, the 

performance of a building is largely dependent on two factors – (a) the magnitude of the loads 

induced on a building, and (b) the strength of the building components resisting these loads.  

The first goal of this research is to define a region-specific probabilistic load model of downburst 

winds for Washington D.C.-Baltimore metropolitan area (WBMA). Currently the occurrence of 

downbursts is not systematically documented in the United States due to relatively short history 

of data recording and lack of a sufficiently dense sensor network, making it difficult to 

characterize their behavior to account for them in design wind loads of buildings. The model 

presented, based on data collected from several sources and a modified downburst wind load 

model developed by others, represents the first effort in quantifying the design wind speed for 

downbursts in the WBMA region. 

The second goal of this research is to characterize the behavior of building integrated photovoltic 

(BIPV) panels used in building façades when subjected to wind loading.  Infrastructure today 

continues to progress towards more “green” construction techniques, promoting the use of 

energy-saving materials that are integrated into the many systems that make up a functioning 

building. One method that has quickly gained attention in recent years is that of BIPVs, in which 

glass-protected thin-film photovoltaic panels are used in the façade and roof of buildings. These 
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panels simultaneously act as both a generator of clean energy from the sun’s light, as well as the 

protective building envelope of the structure.  A variety of dimensions, thicknesses of glass, and 

layering techniques are used by manufacturers of BIPVs, thus a survey of manufacturers’ data of 

thin-film BIPV models was first conducted to determine the range of properties of these panels 

on the market today. Then, by assuming that the thin-film layer of the BIPV panels can be 

neglected due to its negligible thickness, high stiffness and material strength associated with 

metal oxides, the BIPV panels behavior are modeled using a failure model for similarly 

constructed laminated glass under uniform loading.  

Ultimately the design wind loads determined from the probabilistic downbursts wind model are 

compared with the probabilistic strength distribution of the BIPVs used in building facades. 

Based on these, a failure probability model is derived for BIPVs specific to the Washington 

D.C.-Baltimore metropolitan region.  

New building designs that integrate more costly green technologies should be sustainable and 

resource-efficient, but also still be safe and reliable.  Currently the United States lacks a set of 

standard performance criteria which BIPV panels must pass in order to be widely accepted for 

use in modern infrastructure. Understanding the general behavior and reliability of BIPVs under 

extreme wind loading using this model can help provide guidance as these standards are being 

developed.  
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CHAPTER 1: INTRODUCTION AND MOTIVATION 

Today, buildings in the United States (U.S.) account for approximately 39% of total energy use 

and 72% of electricity use according to the U.S. Department of Energy (EPA 2009). As energy 

demands in the U.S. continue to remain high, a growing need for more environmentally-

responsible, “green” design and construction is increasingly apparent.  These new building 

designs should be safe and reliable, and also sustainable and resource-efficient.  In 2007, 26 

states had passed some form of green building legislation, most mandating high-efficiency 

standards for government buildings and encouraging the private building sector through tax 

incentives (King and King 2004; Nitkin 2007).  The State of California became the first state to 

adopt a mandatory, state-wide green building code in January of 2010.   

One of the emerging methods of decreasing energy consumption is through the use of a more 

energy-efficient building envelope, the outer structure of a building, including the facade, 

windows and doors, and roof (Chuwieduk 2003; Arnold 2009). In recent years a new class of 

renewable energy technologies known as BIPVs (Building Integrated Photovoltaics) have been 

developed which function simultaneously as the building envelope and as photovoltaic (PV) 

power generators (Dougherty et al. 2005) (Figure 1.1). For tall buildings in particular with large 

surface areas exposed to sunlight, the potential amount of energy generated from the use of this 

technology in building facades is significant. As an example, one of the largest façade BIPV 

applications is in Ulm, Germany stands 355 ft (102 m) tall and produces 70 megawatt hours each 

year.  

Today many different BIPV technologies are available on the market.  While mono and 

polycrystalline silicon (c-Si) PV technologies currently hold 80-90% of the total market share of 

building-installed PVs in the U.S., thin-film PVs (TFPVs) have several distinct advantages over 
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c-Si PVs, and are favored over c-Si for future BIPV applications. For PVs of similar efficiency – 

approximately a 100 times thinner layer of PV material is needed for TFPV than for c-Si panels. 

Today, a growing number of companies produce TFPV units designed to replace more common 

glass façade panels and have integrated them into the design of buildings throughout the world. 

While in Germany, the world’s largest solar market, BIPV only represents 2% of all installed PV 

products (Runyon 2010), these multi-functional panels, if reliable, can be an integral part of the 

increasing number of environmentally-friendly buildings for a less energy-dependent future. A 

recently published study by GTM Research found that products based on the concept of BIPVs 

are beginning to emerge in the marketplace after more than 20 years of research and 

development (GTM 2010). While markets in Europe are larger and more well-established, the 

U.S. market is developing quickly (GTM 2010). 

 A failure state that threatens the reliability of TFPVs used in building façades is the structural 

failure of the glass elements due to excess loading or stress concentrations. Extreme wind events 

such as downbursts, tornados or hurricanes can cause high winds that can damage these façade 

elements rendering them unusable (Figure 1.2). The focus of this research is centered on TFPVs 

in building facades when subjected to extreme wind loading, specifically concentrating on the 

Washington D.C.- Baltimore Metropolitan area (WBMA). Determining the behavior of this 

system requires two parts. First, the determination of the design wind pressure subjected on the 

thin-film BIPV, and second, a resistance probability distribution of the TFPV panel.  Where the 

TFPVs fail is where the tail of the strength distribution is less than the design wind pressure.  

To determine the design wind pressure on the façade of a building, a case of extreme weather 

know as downbursts is considered. Downbursts cause strong lateral winds for a short period of 

time in a concentrated area on the surface of the earth. Historically these extreme weather events 
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have been known to cause severe damage to building facades despite current building code 

requirements because of their high-intensity winds. Downburst events have been recorded in all 

regions of the United States, yet their characteristics, intensity and occurrence rates are not 

systematically recorded today (as compared to tornados or hurricanes), and vary substantially by 

location. When determining wind loads, the American Society of Civil Engineering (ASCE) 7-05 

wind load specifications (2005) indicate different design wind speeds depending on the location 

of construction. To limit the scope of this research to an area of relatively uniform wind loading 

conditions, specifically the Washington D.C.-Baltimore Metropolitan area (WBMA) of the 

United States was chosen to study. The data collected on downbursts in this region is used to 

develop a wind load distribution curve, which is used in a stochastic model to determine the 

design wind speeds.  These wind speeds are converted to design wind pressures using the 

procedure in ASCE 7-05.  

To determine the probabilistic distribution curve of the TFPVs’ strength, an understanding of the 

components and their behavior under loading is required. A TFPV panel is considered to have 

failed when the glass has fractured. A review of all TFPV technologies available on the market 

was conducted first to determine the most common materials used and method of construction.  

Similar in structure and construction to laminated glass, a failure model of laminated glass under 

uniform loading is used to construct the resistance distribution curve of TFPVs in BIPV 

applications. By calculating the area where the resistance distribution is less than the design wind 

pressure, the reliability of this system is determined from the corresponding failure probability.  

This thesis is organized into six chapters. Chapter 1 provides the motivation for this research and 

overview of the work done in this study. Chapter 2 offers a general discussion of the weather 

phenomenon of a downburst as well as the different methodologies used in previous studies to 
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categorize and characterize these high-wind producing storms. The data available in the WBMA 

on the occurrence of downbursts and the methodology followed in this research to establish this 

dataset are also discussed. Chapter 3 provides details on the conversion process for the 

downburst data into a distribution curve, and a stochastic model used to determine the design 

wind speed and wind pressure. The second part of this thesis focuses on BIPVs. Chapter 4 

discusses a brief history on PVs, the different types of TFPVs and their layers, and introduces 

BIPVs and façade applications. The modeling of TFPVs behavior from a laminated glass model 

is discussed as well as the creation of a distribution curve of resistance.  Chapter 5 compares the 

design wind pressures determined for downbursts in the WBMA and the façade-installed TFPVs 

resistance.  Current building design specifications are discussed.  Chapter 6 summarizes the 

major finding from this research as well as provides a discussion of future work.  

 

Figure 1.1: BIPV Applications on a Typical Building (adapted from Shaybani, 2010) 

Roof 

Facade 

Solar Shading 
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Figure 1.2: Façade Failure Due to Hurricane Alicia in 1983, Houston, TX (USACE 2010) 
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CHAPTER 2: DOWNBURSTS  

Extreme wind loading on buildings can be caused by a variety of different weather phenomenon. 

Since 1950 two of these well-know causes of damages, hurricanes and tornados, have been 

reported to the National Weather Service (NWS) approximately 4 to 5 times per year in 

Maryland (MD) and 11 times per year in Virginia (VA) (NCDC 2010). In the coastal regions of 

MD and VA, hurricane events are frequent enough to merit higher design wind speeds in the 

wind load design charts of ASCE-7-05 design load standards in the United States (ASCE 2005). 

In this area, as well as throughout the U.S., a less-known yet equally damaging weather 

phenomenon known as a downburst (wind speed up to 168 mph (75 m/s) ), is estimated to occur 

approximately ten times as frequently as tornados according to the National Weather Service 

(NWS 2010). This extreme weather event, however, is not considered in the ASCE-7-05 design 

standards. Current lack of reliable information on the occurrence of downbursts would make this 

difficult to do so. 

A downburst is created by a column of sinking air that, after hitting the earth’s surface, spreads 

out in all directions, producing damaging straight-line winds, similar, but distinguishable from 

that of tornados.  The reason, in part, why this phenomenon is not well-known or documented 

today is that their relatively small size (less than 10 km across) and short duration (lasting only 2 

to 20 minutes) make them difficult to reliably detect and track. Downburst can occur anywhere, 

and the Washington D.C.-Baltimore Metropolitan area (WBMA) (northern VA, MD, and 

Washington D.C.), similar to other metropolitan areas in the U.S., has experienced downburst 

wind gusts of 130 mph (58 m/s) (Fujita 1985). Maximum horizontal winds of a downburst can be  

168 mph (76 m/s), winds comparable to that of a Category 5 hurricane or an F3 tornado.  
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Downbursts, while originally studied because of the significant threat they pose to airborne 

planes during take-off and landing, can also be a threat to structures. In May of 2009 the Dallas 

Cowboys Football practice facility collapsed due to a downburst, injuring 12 people (Gross et al. 

2010). With a roughly estimated occurrence rate higher than hurricanes and tornados and with 

winds comparable to other extreme wind events, it is reasonable to justify this weather 

phenomenon as one that merits further study, particularly for buildings with façade elements 

susceptible to breakage from high wind loading. 

In the WBMA, in order to determine the reliability of Building Integrated Photovoltaics (BIPVs) 

and more specifically thin-film photovoltaic (TFPV) panels installed in building façades, the 

wind loading distribution curve of downburst winds must first be established for the WBMA. To 

determine this distribution this chapter discusses how a downburst is defined and what features 

characterize this extreme-wind causing event. In addition, the methodologies previous studies 

have followed to determine downburst wind speeds for a particular region and the methodologies 

used in this research are discussed. 

2.1 DEFINITION AND ORIGIN OF DOWNBURST CONCEPT 

Downbursts are a weather phenomenon first discovered by Fujita in 1976-1977 after a detailed 

study of two severe-weather related airplane crashes in the U.S. (Fujita 1976;  Fujita and Byers 

1977). Downbursts can be defined as strong, concentrated downdrafts from convective storms 

(i.e. thunderstorms) that can cause damaging divergent winds on or near the ground surface of 

the earth.  The “jet-like” downdraft that caused two plane crashes in 1975 was first identified in 

1976 and soon after Fujita (1976) and Fujita and Byers (1977) proposed using the term 

“downburst” for this extreme weather event.  
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To further study downbursts, the Northern Illinois Meteorological Research on Downbursts 

(NIMROD) field program was established in 1978, which used Doppler radars to successfully 

identify downbursts, verifying their existence. Since then an increasing focus on observational 

and theoretical studies of downbursts has been pursued. 

2.2 DOWNBURST FORMATION 

During a thunderstorm, differences in temperature on the surface of the earth create instability in 

the air, sometimes driving warm, moist air to higher elevations in the atmosphere. This warm, 

dry air rises from the earth’s surface and enters the thunderstorm causing rain to evaporate, 

cooling the dry air rapidly.  The cooled air then becomes too heavy to be supported mid-air and 

subsequently falls back towards the Earth’s surface, creating a downdraft. As the air falls it 

accelerated downwards and finally hits the earth’s surface to create the phenomenon of a 

downburst (Yuh-Lang 2007). 

At touchdown, the downburst is characterized by a shaft of strong downward velocity at its 

center and strong divergence upon impact. Once the air downdraft has hit the ground, it flows 

outward from the center of the downburst in the form of straight-line horizontal winds. Figure 

2.1 is a conceptual drawing of how this process occurs (Fujita 1985).   

2.3 MICROBURSTS AND MACROBURSTS 

Wakimoto (1985) further divided downbursts into two categories based primarily on size – 

macrobursts and microbursts. Macrobursts are defined as downbursts with diameters of more 

than 2.5 miles (4 km), duration of 5-20 minutes, and wind speeds up to F3 intensity, or 134 mph 

(60 m/s). Microbursts are smaller downbursts of less than 2.5 miles (4 km) in diameter, 2-5 

minutes in duration, with winds as high as 168 mph (75 m/s). A Chicago study yielded 
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microburst durations of 3.4 minutes on average, and a second study in Denver (1982) found 

average microburst lasted 2.8 min (Fujita 1985).  

Due to the nature of the dataset used in this study, reported downburst events could not be 

confidently classified as “microbursts” or “macrobursts” in many cases, thus the general term 

“downbursts” is used instead. Both microbursts and macrobursts are capable of producing 

extreme winds, and the greatest importance of the downbursts in this research is the wind speed 

produced as a result of these events. 

2.4 WET AND DRY DOWNBURSTS 

Results of an extensive project named JAWS (Joint Airport Weather Studies) completed in 1982 

revealed that there are not just one, but two main conditions in which downbursts can occur. Some 

downbursts are accompanied by heavy rains from thunderstorms, while others are caused by virga 

shafts - observable streaks or shafts of precipitation that fall from a cloud but evaporate before 

reaching the ground (Brown et al. 1982).  This observation further divided downbursts into “wet” 

and “dry” categories, which others confirmed in years following (Wolfsen 1983; Caracena et al. 

1983; Wilson et al. 1984; Fujita 1985; Caracena and Flueck 1988). A summary of the characteristics 

of wet and dry downbursts and corresponding diagrams can be found in Table 2.1 and  

Figure 2.3.  

Wet downbursts occur in conditions of simultaneous heavy rains and high winds, relying on the 

downward acceleration of the precipitation to form (Fujita 1983, Doswell 1994).  Much less is 

known, however, about how wet downbursts originate compared to dry downbursts, and thus 

they are correspondingly more difficult to forecast (Doswell 1994). They can be easily identified 

by doppler radar reflectivity data, however, because they have a high reflectivity compared to 

other parts of convective storms (Wilson et al. 1984).  The formation of a bow echo, a specific 
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bow-like shaped storm cell as shown in Figure 2.2 has been associated with the occurrence of 

downbursts (Fujita 1978).  

Dry downbursts can also occur in the presence of rain, however little or no rain is most common. 

They are created by evaporation in relatively dry conditions which produces a downward force, 

named negative buoyancy, that propels the air downward (Doswell 1994).  They can be 

identified by a virga, or shaft of precipitation that falls from a cloud then evaporates before 

reaching the ground. For further information readers are referred to Wakimoto (1985).  

Little published information is available on the type of downburst that are most characteristic in 

the WBMA, however an unpublished study by Pryor (2009) suggests that wet downbursts are 

more common than dry downbursts in this region.  Atkins and Wakimoto (1991) suggest that wet 

downbursts are most characteristic of the southeastern U.S.  

It should be noted that because of the different characteristics of downbursts depending on the 

region of study, a discussion on the frequency of occurrence of downbursts in a large area (e.g. 

the Unites States) is too large an area of study. The WBMA was chosen for two reasons. First, 

there has been relatively little research on downburst occurrences in this area of the U.S., thus 

studying this region can lead to a better characterization of the threat of downbursts in this 

region. Second, downburst horizontal straight-line winds produce high-velocity gusts between 

approximately 33-164 ft (10-50 m), similar to the height of high-rise buildings characteristic of 

city centers (Holmes 2002; Kim and Hangan 2007). It is the medium to high rise buildings where 

Building Integrated Photovoltaics (BIPV) in facades are most commonly installed. The WBMA 

contains two major city centers with medium to high rise buildings, one of which is the U.S. 

national’s capitol. 

 
Table 2.1: Dry and Wet Downburst Characteristics (adapted from Rose 2010) 
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Characteristics Dry Downburst Wet Downburst 

Location of Highest 
Probability (within the U.S.) 

Dry Climates (Midwest/West) 
Moist or temperate climates 
(Southeast) 

Precipitation Little/None Moderate/Heavy 

Features Below Cloud Base Virga 
Shafts of strong precipitation 
reaching the ground 
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2.5 WASHINGTON D.C.-BALTIMORE METROPOLITAN AREA 

(WBMA) DOWNBURSTS  

The varying features of a climate of a particular region can cause it to be more or less conducive 

to downburst occurrences of different types.  Downbursts in the eastern U.S. are most likely wet 

downbursts, which originate within convective storms (thunderstorms). In a recent unpublished 

analysis of the downburst occurrences in the eastern part of the U.S., among the areas of the most 

frequent occurrences was the WBMA (Pryor 2009).  The low-level northward flow of warm air 

and moisture from the Atlantic Ocean creates pressure instability, then storm fronts combined 

with the orographic lift (raising the elevation of air mass) caused by the Appalachian Mountains 

produce good conditions for convective thunderstorms, and thus downbursts.   

Further published evidence of downbursts in the WBMA is supported by Fujita (1985). Fujita 

studied a microburst event at Andrews Airforce Base near Washington D.C. that occurred on 

August 1, 1983. The peak wind speeds caused by the downdraft were clocked at approximately 

158 mph (70 m/s), one of the highest speeds recorded in downburst history. A graph of wind 

speed vs. time of this downburst is shown in Figure 2.4.   

2.5.1 WBMA Data Coverage Limits 

The WBMA in this research is defined by the coverage area of the National Weather Service 

(NWS) Forecast Office for the Baltimore/Washington area. This area includes most of Maryland, 

District of Columbia, Northern Virginia, parts of Eastern West Virginia. Figure 2.5 shows the 

coverage area of the main doppler radar for this region and Figure 2.6 shows all the counties 
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within the coverage area. This figure also includes the number of Skywarn1 participants, or 

trained citizens who report weather conditions such as downbursts, convective storms, tornados, 

etc. to the NWS. The areas of green are the counties which have the most densely populated 

areas of Skywarn-trained citizens, which also correspond to the cities of Washington D.C. and 

Baltimore.  Doswell (2005) points out severe storm event (such as a downburst) reporting quality 

and methodologies can be inconsistent among different NWS offices, thus in an effort to obtain 

consistent data, only one NWS office was chosen. 

2.5.2 The Convective Season of the WBMA 

Downbursts in the WBMA occur with convective storms.  In this area, and throughout the 

United States, convective storms are more frequent in the warm summer months than in the 

colder months of the year (Kelly et al. 1985). In this research, data on the occurrence of 

downbursts is thus restricted to May-August.  According to Kelly et al. (1985) these four months 

account for 69% of damaging wind storms, 74% of strong wind gusts, and 76% of violent 

windstorms for weather throughout the U.S.   

2.6 METHODOLOGY OF DOWNBURST DATA COLLECTION AND 

ANALYSIS 

Unlike other extreme-wind weather events such as tornados or hurricanes, no comprehensive 

database of occurrences currently exists that officially tracks downbursts, where they occur, their 

strength, wind speed, and other pertinent details.  Thus in order to best predict the probability of 

occurrence of a downburst in the WBMA, a review of previous studies and research was 

                                                 

1 Skywarn website - http://www.weather.gov/skywarn/ 
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conducted to assess methods of obtaining data for this research. The chosen methodology is a 

reflection of the culmination of the knowledge obtained from these studies as it is relevant to this 

research.  

2.6.1 A Review of Downburst Studies Conducted in th e United States  

The methodologies of studying downburst occurrences throughout the United States can be 

divided into three categories: (1) long-term, sensor network studies, (2) retroactive surface data 

studies, and (3) computer modeling based studies. Of each of these methodologies used to study 

downbursts, the second methodology, retroactive surface data collection, is most relevant for the 

datasets available for the WBMA of the United States. 

2.6.1.1 Long-term, Sensor Network Studies  

One methodology used to study downburst behavior and count occurrences can be classified as a 

long-term sensor network study. These types of studies, while they have been conducted in a 

variety of environments studying different types of downbursts, follow the same general 

methodology of obtaining microburst data on wind speeds, size and counts. This methodology 

requires an extended period of time in which to actively observe the occurrence of downbursts in 

a finite area. In these studies a network of sensors and data recorders such as a Portable 

Automated Mesonet (PAM) is first set up, then the downbursts are identified using the wind 

speed and direction data collected. A PAM consists of a base station connected to a network of 

remote sampling stations. The base station logs all data (wind speed, wind direction, pressure, 

humidity, etc…) obtained from each of the stations (Brock 1977). 

From these studies using a high-density network of sensors much has been learned about the 

characteristics and behaviors of downbursts. Compared to relying on already existing, more 

sporadically placed sensors of varying quality, or relying on trained citizen observers to report 
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such events, the generated data from this type of network is much more consistent. 

Understandably, however this methodology also requires a significant amount of resources, time 

and funding to complete. Several detailed studies throughout the United States of this type have 

been conducted in effort to better characterize downburst behaviors. These include the following:  

• Northern Illinois Meteorological Research on Downburst (NIMROD) (1978) 

•  Joint Airport Weather Studies (JAWS) (1982) 

• Classify, Locate and Avoid Wind Shear (CLAWS) (1984) 

• FAA/Lincoln Laboratory Operational Weather Studies (FLOWS) (1984-85) 

• Microburst and Severe Thunderstorm (MIST) (1986) 

• Convection Initiation and Downburst Experiment (CINDE) (1988) 

• Thunderstorm Outflow Project (2002) 

Information and conclusions from these studies can be found in more detail in other papers (e.g. 

McCarthy et al. 1982; Fujita 1985; Rinehart et al. 1987; Wilson 1988; Hjelmfelt 1988; Gast and 

Schroeder 2003). Figure 2.7 indicates the location of several of these studies. The general 

detection methods of each of these studies is similar. The MIST study is explained in more detail 

below.  

During the MIST experiments several observation methods were employed for the detection of 

downbursts. Held in Northern Alabama in 1986, the most important meteorological data to this 

study was surface weather data.  Surface data was provided by a dense PAM network of 41 

observation stations and 30 FLOWS (FAA-Lincoln Laboratory Observational Weather Studies) 

stations (Atkins and Wakimoto 1991). The average spacing between stations was approximately 

1.25 miles (2 km) and data was recorded every 1 minute, with the hopes that all but the smallest 

microburst (< 1.25 miles (2 km)) would be identified by the sensors. PAM data was analyzed 
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using a computer algorithm first suggested by Fujita (1985) and Wakimoto (1985) to identify 

downburst occurrences. NCAR (National Center for Atmospheric Research) Doppler radars were 

also spaced out to provide full coverage of the area. The interested reader is referred to these 

studies for specifics on the set of standard conditions required of surface data observations used 

to identify the characteristic wind speeds over short periods of times.   

Studies such as the MIST project have the advantage of a dense network of frequent wind 

observations, a condition that is very advantageous when attempting to observe all downbursts 

events for a given area. For the purposes of this research these studies such as the MIST study 

provide a better understanding of the formation and proper identification of downbursts, but are 

less useful as a methodology to follow.  Unfortunately no such network exists or has been set up 

for the WBMA, meaning that an extensive network of sensors would need to be set up in this 

region and subsequently monitored. Therefore, the data used here must be collected from 

previously recorded sources.  Ideally, a network of sensors set up in a large area for an extended 

period of time would present more reliable data and more information on the downbursts that 

occur beyond an estimated or measured wind speed and is the subject of future work.   

2.6.1.2 Retroactive Surface Data Studies  

More pertinent to this research are the downburst studies that have been conducted retroactively. 

These studies must combine a variety of already-recorded data sources to identify and verify the 

severe weather occurrences such as downbursts. All the data that could be used to identify these 

events already exists, though not typically for the sole purpose of downburst identification. A 

more detailed description of this type of methodology can be found in the closely related field of 

research on tornado occurrences (e.g. Kelly et al. 1978; Brooks et al. 2003; Doswell et al. 2005). 
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 In this methodology the initial tally of a specific weather occurrences is gathered from published 

storm reports that are available in two different formats online from the Storm Prediction Center 

(SPC) and National Climatic Data Center (NCDC), both part of the National Oceanic and 

Atmospheric Administration (NOAA)2. This data originates from surface weather observation 

stations on rivers and coast areas, at airports, from human observers, as well as other 

methodologies. And while errors associated with this database are possible due to the variety of 

data sources and methods used to collect the data, since 1972 a concerted effort has been made to 

ensure complete and accurate data (Schaefer and Edwards 1999). 

Within this database, downburst occurrences are typically reported under the category of high 

wind events. For each event the characteristics of the event, including location, date, time, 

duration and estimated or measured wind speed are typically included.  Examples of these data 

entries are found in Figure 2.11,Figure 2.12 and Figure 2.13. 

Several methods of checking the validity of these reports are available. Radar reflectivity 

imagery from Next-Generation Radar (NEXRAD) can be used to verify the existence of a 

convective system (in the shape of bow or crescent shaped echos at the location of the 

downburst) (Fujita 1978).  Additionally, the daily infrared satellite imagery and 850-mb theta-e 

data, where available, can be collectively used to identify if conditions for convective activity are 

favorable (Atkins and Wakimoto 1991).   

Figure 2.8 displays the results from Pryor’s unpublished study (2009) of downburst occurrences 

in the eastern U.S. This data is limited to the timeframe of years 2001-2003, thus more data 

                                                 

2 The NOAA websites for storm report data: http://www.spc.noaa.gov/climo/ (preliminary data), and 
http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dll?wwEvent~Storms (final data) 
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beyond these three years would be better for characterization of downburst occurrence in the 

WBMA.    

2.6.1.3 Computer Modeling Based Studies 

Some of the more recent studies of downburst occurrences have utilized computer based data and 

software to collect information on downbursts (e.g. Ellrod et al. 2000; Pryor et al. 2002; Pryor et 

al. 2003).  GOES (Geostationary Operational Environmental Satellite) satellites provide 

continuous monitoring of weather patterns through imager and sounder data. Each GOES 

satellite monitors one area on the surface of the Earth by circling it at speeds matching its 

rotation. GOES Microburst Product is a software program that uses GOES sounder image data to 

generate a map showing areas of elevated likelihood that a microburst could occur (Figure 2.9). 

The closer to red the color, the higher likelihood of occurrence is predicted. 

GOES microburst prediction methods and other computer generated models such as WINDEX 

(McCann 1994) and GUSTEX (Geerts 2001) derived from the GOES data are recent and still 

under evaluation and are thus not used in this research. As an example of their application, in a 

study by Walter (2007) a variety of data, including GOES-derived WINDEX data was collected 

for a 30-year period to determine the number of days in which downbursts were likely to occur 

annually. Figure 2.10 shows the predicted peak wind speeds of downbursts. 

2.7 WBMA DOWNBURST DATA COLLECTION METHODOLOGY 

2.7.1 Datasets Used for Downburst Information Colle ction 

Compiling a dataset of downburst occurrences for a specific region is ultimately limited to the 

time period in which the downburst weather phenomenon has been recognized as a type of 

severe weather event (i.e., from 1970s to present). Since there has been no formal and consistent 
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mechanism for reporting this type of severe weather throughout the years, developing a 

sufficiently large dataset to characterize the downburst activity for the WBMA multiple 

approaches are used.  This section outlines the approach for compiling such a dataset of 

downburst occurrences in the WBMA.  

2.7.1.1 Storm Event Database – Data Collection Methodology: 

Data was collected using two different approaches. The primary data source originates from the 

NCDC. The searchable and publicly accessible online database of severe weather events called 

the Storm Event Database3 is the same database used in previous studies (e.g. Kelly et al. 1978; 

Brooks et al. 2003; Doswell et al. 2005).  It contains official records of all reported severe 

weather events that have been observed and recorded across the United States from 1950 to the 

present day. The data published in this database is also published on NOAA’s SPC website4 but 

this data is considered preliminary only.  

 In order to merit an entry in the Storm Event Database, the reported weather must be classified 

as “severe” weather. Severe weather, as defined by the NWS, is weather that produce one or 

more of the following events (NWS 1995):  

• large hail of at least 0.75 in (1.9 cm) diameter 

• damaging winds of at least 58 mph (26 m/s) 

• tornados 

In addition to these, any storm event that causes structural damage is typically considered to be 

severe, even if its intensity was not recorded (Doswell et al. 2005). Since strong wind speeds, 

typically above 58 mph (26 m/s), are one of downbursts’ most defining characteristics, it is 

                                                 

3 Storm Event Database - http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dll?wwEvent~Storms 
4 Storm Prediction Center http://www.spc.ncep.noaa.gov/climo/ 
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determined in this research to search this database for severe and damaging wind events caused 

by downbursts. Information for this database comes from a variety of human and automated 

sources – the NWS, Military Services, Federal Aviation Administration, as well as data from 

trained civilian volunteers.  

The Baltimore/Washington section of the NWS publishes monthly summaries of severe weather 

taken from the Storm Event Database, compiling all of the severe weather reports that pertain 

only to the WBMA into one document. Thus to obtain all existing records of downbursts in this 

region, the files containing data for the months in the convective season (May – August) 

published on the Baltimore/Washington NWS website5 were compiled. This data was then 

searched using the keywords “downburst,” “microburst,” and “macroburst,” for occurrences of 

downburst occurrences within the severe wind events in all available years (1996-2009). Each 

record identified in this compiled set of data was recorded, totaling 78 records identified as 

downburst events.  

The data for each record varied greatly in the amount of detail reported.  Where possible the 

following information was recorded for each downburst occurrence: 

• Date of occurrence 

• Time of downburst 

• City and state where the observation was made 

• Latitude and longitude coordinates 

• Maximum estimated or measured wind speed 

• Any further textual details pertaining to the downburst occurrence given in the storm 

report 

 

                                                 

5 NWS Baltimore/Washington Storm Data - http://www.erh.noaa.gov/lwx/Storms/Strmdata/ 
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To ensure that all reported cases within the WBMA were consistent with the NOAA’s 

nationwide Storm Event Database from which the data was extracted, all records were cross 

checked with this database. In all cases records of the same information were found. Additionally 

in many cases where the Baltimore/Washington compiled data had missing information – 

particularly the latitude/longitude coordinates of the location of the touchdown of the downburst 

– the national database entry contained that piece of information.  

Several examples of the Storm Event Database records from the WBMA are shown in Figure 

2.11, Figure 2.12 and Figure 2.13, illustrating the variance in the detail of reports.  A month’s 

worth of Storm Data includes many of these entries separated by both region (e.g. Central 

Maryland) and by type of report (strong wind, tornado or hail).  The database entries shown from 

the NWS Baltimore/Washington section’s compiled data include the title at the top of each page, 

the region of the particular report of interest and all of the details it gives. Also included are the 

records from the national Storm Event Database of the same events to show the similarities and 

differences between the two types of entries and compare the amount of detail in each.  

Of the records reviewed, all indicated a date, time and location. In many cases the entries also 

listed the estimated or measured wind gust speed, however especially in the earlier entries, the 

wind gust speed was not noted in the weather reports.  45 of the 78 entries reported an estimated 

or measured wind speed of a downburst of 50 knots (58 mph, 26 m/s) or larger. The other 33 had 

either a numerical measurement of the wind speed of the downburst of “50+ knots” or no wind 

speed estimate at all.  

Due to the small size of downbursts and the lack of densely placed wind speed measuring 

anemometers throughout the WBMA, it is understandable that a wind speed value may not be 

available for downbursts from ground surface data. It is assumed, however, that if the event is 
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placed in the Severe Storm Database, then the NWS approved the event’s reporting as fitting the 

criteria of a “severe” wind event – that is one over 58 mph (26 m/s). Thus for each record with 

wind data marked as “50+” or as nothing, an estimated 58 mph (26 m/s) speed was assumed.  

This assumption is consistent with the assumptions used by McDonald and Abbey (1979) who 

applied this idea to tornado datasets. In their dataset, 8.1% of tornados were missing intensity 

estimates, 39.4% lacked adequate information. Thus they assigned a minimum value of intensity 

to any missing data, assuming that if the tornado was reported, it likely existed, but also if it had 

been more noteworthy, more information would have been reported on it (Schaefer et al. 1986).  

In addition to the assumption that all unreported downburst wind speeds are 58 mph (26 m/s),  

the downburst dataset was also considered in which only the downbursts with reported wind 

speeds (estimated or measured) were included for purposes of comparison and analysis. 

In a number of cases the Storm Event Database records indicated the exact wind speed measured 

for the downburst, however in most cases either a range of winds speeds or an estimated wind 

gust is presented. Given the range of values of wind speeds (e.g 60-80 mph), the low (e.g 60 

mph), average (e.g. 70 mph) and high (e.g. 80 mph) estimates were evaluated when creating the 

model of the downburst occurrences in this area in an attempt to encompass the full range of 

possible wind speeds that may have occurred.  

For an understanding of where the estimated wind speeds originate on the Storm Event entries, a 

common way that wind speed is estimated, if exact measurements are not available, is by using 

the Beauford Scale.  The scale uses the end product of a damaging wind event – damage to 

buildings, trees, etc… to estimate the wind gust speed.  Table 2.2 shows the different severity 

estimates, relating wind speed and resulting damage to each other.  Based on the categories in 

this estimation system, winds above approximately 55 mph (24.6 m/s) can cause significant 



 

25 

 

 

structural damage including snapping of trees and structural damage. In many of the reports 

listed in the Storm Event Database, both building damage and snapped trees were reported.  

Taking the storm reports presented in Figure 2.11 wind speeds were estimated at 61 knots (70 

mph, 31.2 m/s).  At this speed the scale indicates that trees can be broken and structural damage 

can occur. The text in this severe storm report indicates that over 100 trees were knocked down 

and structural damage occurred in a commercial district in Bowie, MD, which seems to align 

with the wind estimates presented on the database entry.  

Many of the estimates that are given in this database come from citizen reporters trained through 

a program known as Skywarn6.  This program sponsored by the NWS teaches citizens about the 

different types of weather and how to report severe weather observed to NWS. For reporting 

estimated wind speeds such as those associated with a downburst, a Skywarn training manual 

suggests observing damage to trees and the environment in an effort to use the Beauford scale to 

measure the estimated wind speed.   

  

                                                 

6  Skywarn - http://www.weather.gov/skywarn/ 
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Table 2.2: The Beaufort Scale - Wind Speed Estimates (adapted from SPC 2010) 

Beaufort 
Number 

Wind Speed in 
mph (m/s) 

Description Effect on Land 

0 < 1 ( 0.4) Calm Calm; smoke rises vertically. 

1 1-3 (0.4-1) Light Air 
Smoke drift indicates wind direction, vanes 
still. 

2 4-7 (1-3) Light Breeze 
Wind felt on face; leaves rustle; vanes begin 
to move. 

3 8-12 (3-5) Gentle Breeze 
Leaves, small twigs in constant motion; 
light flags extended. 

4 13-18 (5-8 Moderate Breeze 
Dust, leaves and loose paper raised up small 
branches move. 

5 19-24 (8-11) Fresh Breeze Small trees begin to sway. 

6 25-31 (11-14) Strong Breeze 
Large branches of trees in motion; whistling 
heard in wires. 

7 32-38 (14-17) Moderate Gale 
Whole trees in motion; resistance felt in 
walking against the wind. 

8 39-46 (17-21)  Fresh Gale Twigs and small branches broken off trees. 

9 47-54 (21-24) Strong Gale 
Slight structural damages occur; 
slate/shingles blown off roofs. 

10 55-63 (24-28)  Whole Gale 
Seldom experienced on land; trees broken; 
structural damage occurs. 

11 64-72 (28-32) Storm 
Very rarely experienced on land; usually 
causes widespread damage. 

12 > 72 (32) Hurricane Force Violent and destructive winds. 
 
  



 

27 

 

 

 

2.7.1.2 News Search via Lexis Nexis – Data Collection Methodology:  

Considering the gaps and inherent inaccuracies in the data of the Storm Data, a search was also 

performed using the database LexisNexis to search all publications of the major newspapers and 

newsfeeds in the WBMA between the same years of 1996 to 2009. The goal in performing this 

search was to increase the probability of detection of at least the strongest wind events. It is these 

events that are of greatest interested to the structural design of buildings as they have a higher 

potential to damage infrastructure. Through the news database Lexis Nexis the sources searched 

including the major newspapers within the coverage area of the Baltimore/Washington NWS - 

The Washington Post, The Washington Times and The Baltimore Sun among others as well as 

the newsfeeds/newswires for the area – were searched.  This search resulted in 15 total reports of 

downbursts using the keywords “downburst”, “microburst” and “macroburst”.  Comparing the 

events with the events recorded in the Storm Event Database found that 2 of the 15 records were 

consistent. The two overlapping records from both databases were counted only once, the other 

13 records were added to the first dataset to create a total of 93 records, representing 91 

downburst events.  

It is of some cause for concern that there was not more overlap found between the Storm Event 

Database and the news search performed. Throughout this paper it is recognized that there are 

unavoidable flaws in the dataset, and the data is treated in such a manner.    

2.7.1.3 Accuracy of Data Sources 

Since the diameter of downbursts can be much smaller than the distance between wind data 

collectors or trained civilians in the WBMA, it is highly likely downburst events are not included 

in the dataset, even when multiple data sources are consulted. However the assumption is made 
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that if the downburst is strong enough to cause major damage, it is highly likely that it will be 

reported to either a news source or to the NWS. Since the values of the high speed winds (rather 

than the lower speeds) caused by downbursts are of most importance it is reasonable to assume 

that a high percentage of the strong downbursts have been identified in one of the two sources.   

The Storm Event Database entries are only as accurate as the tools and resources used to report 

the event.  In some cases the data is collected from an automated weather station – here the 

winds are measured with an anemometer and are highly accurate. However in other cases the 

event is reported by a trained civilian with little to no equipment, and thus relies on visual clues 

or the Beauford scale (Table 2.2) for an estimated wind speed.  

2.7.1.4 Methodology Comparison to ASCE 7-05 

In the design of infrastructure in the United States, ASCE (American Society of Civil Engineers) 

7-05 – “Minimum Design Loads for Buildings and Other Structures” (2005) is followed in the 

determination of the loads on buildings.  ASCE 7-05 provides a means for determining required 

wind loads which a building must withstand (Peterka and Sohban 1998). While the methodology 

used to create the wind map involved the collection of wind speed data as opposed to just 

downburst data, the similarities to the methodology in this research are listed as follows:  

• The data used in the determination of the design wind speeds for the United States were 

obtained by combining wind data from multiple meteorological stations into one 

“superstation” for a given region (methodology described in Peterka 1992). This is 

similar to the compilation of data from multiple sources across the WBMA obtained for 

the downbursts in this study.   
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• These “superstations” were generally the size of a “typical state,” particularly in the 

eastern United States because sufficient data existed at multiple stations in the region, 

which is similar to the size of the WBMA region of study. 

• The typical length of record over which correlations were calculated was 15-25 years 

depending on the length of the time period of data available when this map was first 

developed (1998). In this study the length of time is 14 years. 

  



 

 

 

Figure 2.1: First 

Figure 2.2: Bow Echo Formation and 

Figure 2.3: Dry and Wet Microburst Diagrams 

 

 

First Downburst Conceptual Model (Fujita 1985) 

Bow Echo Formation and Downburst Locations (Fujita 1978)

Wet Microburst Diagrams (adapted from Caracena and Flueck 1988
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Downburst Locations (Fujita 1978) 

 

Caracena and Flueck 1988) 
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Figure 2.4:  Andrews Airforce Base Downburst - August 1, 1983 (Fujita 1985) 

 

 

Figure 2.5: Doppler Radar Coverage for the Baltimore/Washington NWS (NWS 2010)  

 



 

 

 

Figure 2.6: Coverage Area of Baltimore/Washington NWS by County (

Figure 2.7: Location of Extensive Downburst Studies in the United States (Wakimoto 2002)

Coverage Area of Baltimore/Washington NWS by County (NWS 2010

: Location of Extensive Downburst Studies in the United States (Wakimoto 2002)
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NWS 2010) 

 

: Location of Extensive Downburst Studies in the United States (Wakimoto 2002) 
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Figure 2.8: Downburst Occurrences by State 2001-2003 (Pryor 2009) 

 

Figure 2.9: GOES Microburst Product overlaid with Radar data (Pryor 2009) 
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Figure 2.10: 50-year Recurrence Interval for Microburst Peak Wind Speeds (mph) (Walter 2007) 

 

 

 

 

Figure 2.11: Baltimore/Washington Storm Event Report - Early Format 

 

 

 

Figure 2.12: Baltimore/Washington Storm Event Report – Recent Format  
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Figure 2.13: National Storm Event Report (same date as Figure 2.11) 
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CHAPTER 3: DOWNBURST DATA AND DISTRIBUTION 

3.1 SUMMARY OF DATA: 

Over the 14 year period of records from 1996 - 2009 in the WBMA, 93 total downburst events 

were reported during the convective season (May - August) - 78 were reported in the Storm 

Event Database, and 15 were reported in the Lexis Nexis database, with 2 overlapping.  

3.2 ELIMINATION OF EXTRANEOUS DATA ENTRIES: 

Several of the 93 records were eliminated or combined to create a more meaningful and useful 

dataset. Two of the events had records from both the Storm Event and Lexis Nexis databases, 

thus the information from both sources was combined to create one event to represent each 

downburst occurrence.   

Several of downbursts reports occurred on the same day at similar times but in different 

locations, likely meaning one convective storm produced multiple downbursts.  Previous 

climatology studies have chosen to count the number of days, rather than the total number of 

downburst (e.g. Brooks 2003).  The use of “downburst days” as opposed to the inclusion of all 

downbursts in the dataset is consistent with the approach taken by Brooks et al. (2003).  Brooks 

argues that this approach takes advantage of the best aspects of the limited dataset.  The location 

of the touchdown point and date of occurrence are taken as the most reliable factors and thus it is 

explained that using tornado (or in this case downburst) days gives the estimate of the threat of 

1+ downbursts touching down at any location during a 24 hour period. Using this methodology 

the occurrence of one major convective storm that produced several sightings of downburst does 

not skew the dataset.  One problem that this presents is what downburst, of the several that may 
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occur on a given day, should be chosen to represent that day’s downburst occurrences. In this 

research the downburst with the highest wind speed value was chosen to represent the worst case 

scenario. 

Eliminating the extraneous data from the original dataset, a total of 58 downbursts remain. A list 

of each of these events, including date, location and wind speed are listed in Table 3.1. In this 

table the average wind speed values are reported. In the cases where a range of wind speed 

values was listed (rather than a single value), an average of the minimum and maximum 

estimates was taken to determine the average wind speed.  In Figure 3.1 each downburst 

occurrence is represented by a marker. White and green markers indicated unknown or average 

wind speeds from 58 – 74 mph (26 - 33 m/s), yellow is wind speeds of 75 – 89 mph (34 - 40 

m/s), and red is 90 mph (40 m/s) and above. 

Of the total 58 downbursts in the final dataset listed in Table 3.1, 46 of these downbursts events 

reported wind speed estimates or measurements and the remaining 12 did not.  This 

supplementary dataset without the assumed “50+ knot” winds was also analyzed using the 

procedures that follow to fit the distribution curves and find the design wind speed and pressure 

for purposes of comparison with the final dataset.  
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Table 3.1: Downbursts in the WBMA (in order by date) 1996-2009

Date 

Average Wind 

Speed Approx. Location 
m/s mph 

5/4/1996 31.3 70 New Market, VA 

6/4/1996 26.8 60 Green Hill, MD 

6/14/1996 35.8 80 Mannassas City, VA 

6/24/1996 26.8 60 DC 

7/13/1996 26.8 60 Charlotte Hall, MD 

7/14/1996 40.2 90 Lovettsville, VA 

7/15/1996 26.8 60 Benedict, MD 

7/19/1996 26.8 60 Rosemont, MD 

7/30/1996 26.8 60 Paw Paw, WV 

8/16/1996 31.3 70 Bowie, MD 

8/27/1996 26.8 60 La Plata, MD 

6/18/1997 26.8 60 DC 

6/26/1997 40.2 90 Welltown, VA 

8/17/1997 40.2 90 Deale, MD 

5/31/1998 26.8 60 Flinstone, MD 

6/2/1998 26.8 60 Annapolis MD 

6/13/1998 26.8 60 Scottsville, VA 

6/16/1998 26.8 60 Jefferson, MD 

6/30/1998 25.9 58 Ownings Mills, MA 

7/21/1998 35.8 80 Berkeley 

6/14/1999 31.3 70 Oakton, VA 

7/24/1999 26.8 60 Spotslyvania, VA 

8/14/1999 35.8 80 Leesburg, VA 

5/13/2000 35.8 80 Middleburg, VA 

5/19/2000 26.8 60 Greene, VA 

8/7/2000 29.1 65 DC 

8/8/2000 24.1 54 N VA 

5/27/2001 31.3 70 Sterling, VA 

6/6/2001 29.1 65 Shenandoah, VA 

6/12/2001 29.1 65 NE Carrol, MD 

6/29/2001 26.8 60 Severna Park, MD 

8/10/2001 31.3 70 New Baltimore, VA 

8/11/2001 29.1 65 Edgewood, MD 

5/13/2002 33.5 75 Ellicott City, MD 

5/31/2002 24.6 55 NW Spotsyvania, VA 

6/6/2002 31.3 70 Wilderness Corner, VA 

6/27/2002 36.2 81 Sunderland, MD 

8/23/2002 29.1 65 Urbana, MD 

5/7/2003 31.3 70 Warrenton, VA 

5/9/2003 26.8 60 Albernarle, VA 

6/9/2003 34.0 76 DC 

6/13/2003 24.6 55 SE DC 

6/30/2003 35.8 80 Potomac 

7/4/2003 35.8 80 Glenelg, MD 

7/6/2003 31.3 70 Anne Arundel, MD 

7/9/2003 26.8 60 PG County, MD 

8/22/2003 33.5 75 Culpeper, VA 

8/27/2003 31.3 70 Sterling, VA 

7/14/2004 35.8 80 Solomons Island, MD 

7/23/2005 26.8 60 DC/MD 

7/2/2006 31.3 70 Annandale, VA 

7/19/2006 29.1 65 Roanoke, VA 

7/29/2007 31.3 70 Bel Air, MD 

6/3/2008 35.8 80 Potomac, MD 

6/4/2008 40.2 90 Luray, VA 

7/23/2008 38.0 85 Bethel, VA 

6/9/2009 25.5 57 Annapolis, MD 

7/25/2009 31.3 70 New Market, VA 

7/27/2009 35.8 80 Reistertown, MD 
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3.3 METHOD OF VERIFICATION 

To provide some means of verification of accuracy of this dataset this data is compared to a 

Pryor (2009) who compiled a dataset for downburst activity for the eastern United States for the 

years 2001-2003.  Comparing the two datasets for this time period for the WBMA, the average 

number of events was 7 days or 9 events, which is similar to the 9 average downburst events for 

Virginia, West Virginia and Maryland found by Pryor. Considering the coverage area of the 

WBMA does not encompass all of MD, VA or WV, this is determined to be an acceptable 

number.  

In some cases, recorded surface wind data is used to verify a downburst occurrence. As an 

example, on July 2nd, 2006 a downburst occurrence was reported in Annandale, VA.  The closest 

airport that records wind data is Ronald Reagan Washington National Airport (DCA) 

approximately 9 miles from Annandale.  A time versus wind speed graph is shown in Figure 3.2 

showing the effects of this downburst by the spike in the peak wind speed and rapid change in 

wind direction. The reported wind speeds of this downburst were 70 mph. DCA anemometers 

report a maximum wind speed of 65 mph. This is determined to be reasonable due to the distance 

from the airport to the downburst location. 

3.4 DOWNBURSTS CATEGORIZED BY WIND SPEED 

The downbursts of major concern are those with wind speeds above 90 mph (40 m/s) – the 

design wind speed for buildings in the WBMA (ASCE 2005). The NWS defines a severe 

weather wind event as one with winds above 50 knots (58 mph, 23 m/s), thus wind reports from 

the Storm Event Database are above this first threshold.  Figure 3.3 shows a histogram of the 
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frequency of occurrence of downbursts in the WBMA by wind speed from 1996-2009. In this 

figure the average wind speed values are used if a range of wind speed values is reported.  

3.5 FREQUENCY OF OCCURRENCE OF DOWNBURSTS 

With a dataset of 14 years of downburst occurrences and each of their measured or estimated 

wind speeds, it is now useful to fit a distribution curve to this data in order to model the 

occurrence rate of downbursts. Several methods are used in this study and their results were 

compared to determine the best distribution parameters.   

3.5.1 Downburst Wind Distribution Functions 

3.5.1.1 Extreme Value Distributions  

The family of Extreme Value Distributions (EVD) is good candidates for extreme wind 

frequency analysis (Rohan and Dale 1987). Li (2000) and Oliver et al. (2000) proposed models 

for downburst winds for transmission line design, recommending the use of an EVD to model the 

meteorological data.  Studies have found that the Gumbel distribution (Type I EVD) in particular 

models extreme wind distributions well (Cook 1982; Simiu et al. 2001; Rajabi 2008). Holmes 

and Moriarty (1999) analysis of downburst winds in Australia used the Generalized Extreme 

Value Distribution (GEVD) to conclude the Type I EVD was good fit, but conservative.  The 

Weibull distribution (Type III EVD) and Generalized Pareto distribution have also been used to 

model extreme winds (Simiu and Heckert 1996; Holmes and Moriarty 1999; Pandey et. al 2003).  

The basis of the ASCE 7-05 design wind speed maps for the United States is wind speed data 

fitted with a Type I EVD (Peterka and Shahid 1998).  In an effort to compare the design wind 

speeds of ASCE-7-05 with the values determined from the downburst wind speeds the same 
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distribution curve is determined. The Type III EVD is also evaluated for comparison of fit to the 

dataset. The Appendix includes further information on these two distributions.  

Downburst Sample Mean and Standard Deviation  

The sample mean and standard deviation must be computed before the EVD data fitting. To 

determine the sample mean � �and standard deviation � � � , the following equations are used, 

where m is the total number of downbursts: 

 � � � 1� 	 �

�


�
  (3.1) 

 

 σ� � � 1� � 1�� � 1�� 	��
 � � ����

�
  (3.2) 

 

The sample mean and standard deviation for the minimum, average, and maximum wind speed 

estimates are included in Table 3.2.  

The difference in mean values between the dataset using minimum, average, and maximum wind 

speed respectively is not large because only several of the downburst occurrences were reported 

as a range of wind speed estimates. Most downburst occurrence reports only include one wind 

speed estimate, meaning that this number is used in the computation of the minimum, average 

and maximum wind speed values. 
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3.5.2 Determination of Parameters to Fit Data to Di stribution 

To fit the downburst wind speed data to Type I and III EVDs, parameter estimation is necessary.  

In the creation of the wind map of the ASCE 7-05, wind data was fitted using the Method of 

Moments (MOM), described by Simiu and Scanlan (1986).  The MOM and Maximum 

Likelihood Estimation (MLE) methods are used in this research. The Appendix includes more 

detailed information on these two methods.  

The MOM calculations were computed by hand, and the MLE parameters were calculated using 

the computer software program EasyFit (MathWave 2010). These values are summarized in 

Table 3.3 and Table 3.4. A graph of the average wind speed PDFs is shown in Figure 3.4. 

3.5.3 Goodness-of-Fit 

The Anderson-Darling (A-D) test (Stephens, 1974) is used to test whether the sample data comes 

from a population of a specific statistical distribution.  It is a modification of the Kolmogorov-

Smirnov (K-S) test, and uses a specific distribution to calculate its critical values.  The K-S test 

is an alternative to the A-D test, but cannot be used if the distribution being tested has parameters 

estimated from the sample data. The Appendix includes more detailed information on the A-D 

and K-S tests. 

The A-D test shows that the Type III EVD provides a better fit for the data because the 

difference between the critical value and the A2 statistic is less for the Type III EVD than the 

Type I EVD. The A-D test also indicated that in both cases the MLE method provided better 

fitting data. Thus the Type III EVD is chosen using the parameters estimated from the MLE 

methodology. 
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When the distributions are fit to the data limited only to only the events with measured or 

estimated wind speed values (rather than “50+ knots”), the distributions provided better fits to 

the data than when the unreported wind speed values are included. The parameters estimated 

using MOM and MLE for Type I and III EVD, however, are not very different between the two 

datasets. Like the dataset that includes the 12 downburst events with wind speeds that were not 

reported, the MLE method for the Type III EVD provides the best fit for the data. 
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Table 3.2: Mean and Standard Deviation of Downburst Wind Speeds  

 Low  Average High  
Mean (� � ) (mph) 68.05 68.83 69.86 

Standard Deviation (��) 9.83 10.02 10.79 
 

 

Table 3.3: Type I Extreme Value Distribution Parameters by Method of Moments 

Wind Speed Estimate � � 
Low 0.130 72.474 

Average 0.128 73.337 
High 0.119 74.717 

 

Table 3.4: Type I Extreme Value Distribution Parameters by Maximum Likelihood Estimation 

Wind Speed Estimate � � 
Low 0.130 73.63 

Average 0.128 74.33 
High 0.119 75.01 

 

 

Table 3.5: Type III Extreme Value Distribution Parameters by Method of Moments 

Wind Speed Estimate � � 
Low 8.23 72.16 

Average 8.17 73.02 
High 7.67 74.34 

 

Table 3.6: Type III Extreme Value Distribution Parameters by Maximum Likelihood Estimation 

Wind Speed Estimate � � 
Low 7.13 72.42 

Average 7.12 73.27 
High 6.62 74.59 
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3.5.4 Final Downburst Distribution 

Given the parameters of the Type I and III EVD that are estimated, the following functions 

represents the probability density and cumulative distribution functions (PDF and CDF 

respectively) for the average wind speed values using the values determined by MLE: 

Type I EVD:  

 ���� �  0.128 #$�%$&'.((�).
�*#$+,�-,./.00�1.234
  (3.3) 

 

 5��� �  1 � #$+�6,.0.00.�1.20
 (3.4) 

Type III EVD:  
 ���� �  7.1273.27&.
�  ����&.
�$
�#$9 %&(.�&:..23

 (3.5) 

 

 5��� �  1 � #$9 %&(.�&:..23
 (3.6) 

Where f(v) is the PDF of downburst wind speeds and v is the wind speed in mph. F(v) is the CDF 

of downburst wind speeds, which provides the probability that a downburst wind speed is less 

than or equal to a given v.  

These functions are now used in a stochastic model to determine the design wind speed for the 

WBMA due to downburst wind loading for comparison with the ASCE-7-05 50-year design 

wind speed.  
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3.6 DOWNBURST DESIGN WIND SPEED MODEL 

A value for the design wind speed for downbursts in the WBMA is needed to compare to the 

wind load capacity of BIPVs in buildings. For the WBMA a 50-year design wind speed of 90 

mph (40 m/s) is specified in ASCE 7-05. The goal is to determine where a downburst 50-year 

design wind speed falls in relation to this value. A stochastic model that includes the CDF of the 

downburst wind speeds is used. 

3.6.1 Assumptions: 

ASCE 7-05 makes several assumptions when creating the map of the design wind speeds for the 

U.S. These same assumptions are assumed in this study: 

• The wind speeds determined for a particular area are for a 50-year, 2 percent probability 

of exceedence. 

• No corrections to the data are made for terrain roughness upwind of the anemometer site 

and wind direction is not accounted for (Peterka and Shahid 1998).  

• The output values for wind speed represent 3-second gust wind speeds in miles per hour 

at 33 feet above ground for Exposure C (terrain with scattered obstructions having 

heights of generally less than 30 ft – e.g. flat open country, grassland). 

3.6.2 Downburst Model: 

A stochastic model for downburst wind speeds is proposed by Li (2000). This model is derived 

from the Poisson Pulse Process, explained in the Appendix.  The final equation for the 

exceedence probability, ;�<�, over the threshold wind speed value v, of a set of wind data due to 

downbursts is given as: 
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 ;�<� � =>?���@< (3.7) 

Where @ is the occurrence rate of downbursts per year, < is time, and v is equal to Vd , the design 

wind speed of the structure.  =AB�� � � 1 � 5���C  , where 5AB��� is the CDF of downburst 

wind speeds (mph), modified by the probability of an affected area being hit (C�. Thus 

  5AB��� � 5���C, where 5��� is the CDF of the downburst wind speed (mph) determined in the 

previous section and C is the modifier, or strike factor.  When a downburst occurs, it may or may 

not necessarily strike a building, thus C is included as a way of taking this into account.  

3.6.3 Discussion on Strike Factor: 

The probability that a downburst strikes a building can be determined  by using geometrical 

probability and introducing a reference area (Li 2000). This can be calculated in several different 

ways; three methods are discusses in this research.  

3.6.3.1 Method 1: Point Probability  

This methodology considers both the size of the downbursts and the total area which the 

downbursts can strike (i.e. the reference area). The original model (Thom 1963) of point 

probability was created to represent the probability of a tornado hitting a certain point within a 

given area using the formula: 

 D � EFG @ (3.8) 

Where EF is the mean path area of the tornado in square miles, @ is the number of tornados per 

year and A is the reference area and P is the probability of a tornado striking a point in any year. 

Removing the occurrence rate @, the strike factor C in this model can be defined as: 
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 C � EFG � mean path areaWBMA area  (3.9) 

or the mean path area over the total area of interest.  

Since 1963, this model has been modified through the incorporation of stochastic models, 

intensity path area relationships, and the effects of structure size. Twisdale and Dunn (1983)  

modified this model to account for the size of a tornado relative to the size of a building it could 

hit.  However, since the diameter of a downburst (as compared to a tornado) is typically 

significantly larger than that of a building, this model is less practical for downbursts. Choosing 

the size of the building to be infinitesimally small compared to the diameter of the downburst (i.e 

the building is represented by a point), the Twisdale and Dunn (1983) model becomes the same 

model of Thom (1963).  

To achieve a similar equation for this research all downburst events and approximating the 

downburst diameters �TAB�U, and path lengths �VAB�U for the ith downburst are summed, then 

divided by the number of total downbursts n. and the total reference area A. This yields: 

 C � ∑ ��TAB�U �VAB�U�X
�
 n AY  (3.10) 

 A similar form of the simplified form of the equation above is used in Schaefer et al. (1985) to 

determine tornado risk. The actual length �TAB�U and width �VAB�U of the ith downburst path is 

not likely to be known, but if an average value for all downburst lengths and widths is assumed, 

the above equation is changed to: 

 C � �VABZZZZZ��TABZZZZZ�G  (3.11) 

VABZZZZZ and TABZZZZZ represent the average values of the downburst path dimensions.  Given a downburst 

duration  <ABZZZZ and a speed  �ABZZZZZ an approximation of the path length can be determined. Thus: 
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 C � ��ABZZZZZ<ABZZZZ��TABZZZZZ�G  (3.12) 

A microburst by definition, last approximately 2-5 minutes (macroburst last longer). The 

translational velocity of a downburst can be about 3 times that of a thunderstorm (Holmes and 

Oliver 2000; Savory et al. 2001).  A study of dry downburst in Colorado observed speeds of 22 – 

45 mph (10-20 m/s) (Hjelmfelt 1988).  A speed of 45 mph (20 m/s) was assumed by Holmes and 

Oliver (2000).  The reference area A can be determined as the total reference area of the WBMA- 

18896 mi2 (48940 km2) (NWS 2006) following the assumptions made by Li (2000) and Holmes 

(2000). 

Using this method, and assuming the downburst travels at a speed of 45 mph (20 m/s) and lasts 

for 3-minutes (average value from previous studies e.g. Fujita 1985), and also assuming the 

width of the downburst to be 2.5 miles (4 km), C can be calculated as: 

C � ��AZZZ<A� ��TAZZZZ�G � [45 mph ^ 3 min60 minhr a �2.5 miles�
18896 mi� � e. fg �hi$j   

This methodology introduces many variables of which the values are not explicitly known in this 

research. With thorough data that includes information such as the downbursts’ translational 

velocities, diameters, and durations this method could be more accurate than other methods. 

However, using the limited dataset generated in this research this number may misrepresent the 

downbursts of the WBMA. This method yields the lowest design wind speeds of the three 

methods proposed.  
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3.6.3.2 Method 2: Urban Area Ratio 

A second methodology considers the ratio of the urban areas Gk in the WBMA to the reference 

area G, the total area of the WBMA: 

 C � GkG � lmnop om#oTqrG om#o (3.13) 

Urban areas are likely to be the main locations in which medium to high rise buildings are 

constructed. In the event of a downburst, these areas are likely the only locations where building 

façade damage would be of concern. The total urban area Gk is determined as: 

 Gk � 	�Gk�

X


�
  (3.14) 

Where �Gk�
 is the area of the ith urban location in which buildings are located, and n is the 

number of urban locations.  

Washington D.C. and Baltimore represent the main urban areas in the WBMA. Taking the areas 

inside the Washington and Baltimore beltways (I-495 and I-695), approximated from using the 

total length of each highway (64 miles and 51 miles respectively) as the approximate 

circumference of a theoretical circle surrounding each urban area (FHA 2010): 

C � GkG � Gstuv
�wx+ y Gzt{|
X}vwX ~.�.G � 207 mi� y 326 mi�18896 mi� � e. ���hi$e 

When used in the wind speed model equation, this method yields the middle range of wind 

speeds.  It is less conservative than Method 3, but yields higher values than Method 1. 

3.6.3.3 Method 3: Conservative Assumption 

Li (2000) verifies his downburst wind speed model by assuming that if a downburst occurs, it  

will hit a structure.  Design wind codes for transmission lines in Australia assume that this is the 
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case. Li (2000) showed that with this assumption, the model produces design wind values 

consistent with the design code. Using this assumption:   

C � 1 

This assumption is simple in nature, and is the most conservative. It yields the highest downburst 

occurrence probabilities because the probability of a downburst occurring is not modified from 

the raw data.  

3.7 50-YEAR AND 100-YEAR DOWNBURST DESIGN WIND SPEE D 

The three methods discussed above provide a lower, middle and upper bound for the possible 

values of the strike factor.  Using these values the 50- and 100-year design values for buildings 

in the WBMA are computed and summarized in Table 3.8, assuming the values in  
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Table 3.7.  

The exceedence probability ;�<� over the threshold wind speed value v is: 

 ;�<� � =>?���@< (3.15) 

Substituting =AB��� � 1 � 5���, modified by C, and the design wind speed VA for v, the final 

equation for probability of exceedence becomes: 

 ;�<� � �1 � 5AB�VA�C�@< (3.16) 

By definition the return period R is equal to the reciprocal of the annual exceedence probability 

(i.e.  1/ ;�<�), thus to determine the design wind speeds for a return period of 50 or 100 years, 

and substituting t=1, the follow equation is derived: 

 
� � 1�1 � 5�VA�C�@ � 1

�#$9 ��&(.�&:..23� @C 
(3.17) 

Solving for Vd, the equation becomes: 

 VA � 73.27 ��ln � 1@C���
 &.
�Y
 (3.18) 

The values are substituted in to this equation to yield the equation for the 50-year 
exceedence probability are summarized in  
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Table 3.7. Using these values the 50- and 100-year design wind speeds are summarized in Table 

3.8.  Assuming a strike factor of 1 the design wind speeds exceed the ASTM-7-05 design wind 

speeds. Using the other two strike factors, both are below the 90 mph design wind speed.    
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Table 3.7: Parameter Values for Determining Downburst Design Wind Speeds 
 

Variable Value 
R 50, 100 years ����� 1 � #$9 ��&(.�&:..23

 � 
59 ���pn�m�< �o�� 14 �m� � 4.21 � 1 �#om 

 
 
 
 
 

Table 3.8: 50- and 100-year Downburst Design Wind Speed (mph) at 33 ft 

Strike Factor 
(�� 

Design Wind Speed (mph) 
50-year 100-years 

0.00297 --* 59.36 
0.0283 79.48 83.23 

1 92.73 95.19 
 

* The design wind speed with this strike factor is too low to be calculated given the CDF used to 
calculate it. 
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3.7.1 Conversion to Wind Pressure  

 To convert the design wind speeds (mph) to pressure (lb/ft2), the equation from the ASCE-7-05 

code (2005) for velocity pressure (Equation 6-15 in the code) is used: 

 �� � 0.00256����v�A��� (3.19) 

Where �A is the wind directionality factor, �� is the velocity pressure exposure coefficient, ��v 
is the topographic factor, and I is the importance factor. An exposure level of C is chosen here to 

be consistent with methodology used in the creation of the ASCE 7-05 design wind speed maps 

(Peterka and Sohban 1998).  

E} and � are values that are dependent on this exposure level.  For exposure level C, � � 9.5 and  

E} � 900, based on the values in Table 6-2 of ASCE 7-05 (2005).   

�� varies with height z above the ground. To be consistent with the methodology used in the 

creation of the ASCE 7-05 design wind speed maps (Peterka and Sohban 1998) and the 

anemometer height at which the wind speed values were obtained in this study, a height of 33 ft 

(10 m) is used.  

 

 

Table 3.9 defines the assumed values for the variables in Equation 3.19 for the velocity pressure 

calculations. The resulting velocity pressures are calculated (Table 3.10). These values will be 

used later on to calculate failure probability of BIPV panels by comparing to the strength data of 

façade-installed BIPVs. 
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Table 3.9: Assumed ASCE 7-05 Velocity Pressure Variables 

Variable Value 
ASTM 7-05 
Reference �A .85 Table 6-4 ��v 1 Section 6.5.7.2 �� 2.10�E E}⁄  � ¡⁄

 Table 6-3 � 1 Section 6.5.5 
 

 

 

 

Table 3.10: Design Velocity Pressure (lb/ft2) at 33 ft by Strike Factor 

Strike Factor 
(�� 

Design Velocity Pressures (lb/ft2) 
50-year 100-years 

0.00297 -- 8.02 
0.0283 14.39 15.78 

1 19.59 20.64 
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Figure 3.3: Downbursts by Wind Speed (mph) in WBMA from 1996-2009 (1 mph = 0.45 m/s) 
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Figure 3.4: Type I and III PDFs for Downburst Wind Speeds in the WBMA using method of 
moments (MOM) and maximum likelihood estimation (MLE) 
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Figure 3.5: Type I and III EVD CDFs fitted to WBMA Downburst Data from 1996-2009 
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CHAPTER 4: BUILDING INTEGRATED PHOTOVOLTAICS 

(BIPV) UNDER UNIFORM LOADING 

Since the first discovery of a photovoltaic (PV) cell capable of converting sunlight to useable 

energy in the late 1800s, PV technology has come a long way in terms of efficiency and wide-

spread use.  Beginning with the development and commercialization of crystalline silicon (c-Si) 

PVs in the 20th century, research focuses in PV technology today have turned more towards thin-

film PVs (TFPVs), which require much less raw materials to produce than c-Si.  It is these 

TFPVs that are being produced and installed in the facades of high-rise buildings to function 

both as a source of power and the building envelope of the building, an application known as 

building integrated photovoltaics (BIPVs). As this technology has grown in popularity, various 

standards have been implemented in different countries to regulate the quality of BIPVs, 

however the potential effect of strong downburst wind-induced loads has not been assessed for 

façade-installed BIPVs.  To understand this potential impact, a review of the most common 

TFPV BIPV technologies, their components and material properties is conducted to determine 

possible ways to assess their behavior under extreme wind loading.  Based on this assessment, a 

model known as the Glass Failure Prediction Model (GFPM) was chosen to use to model the 

behavior of TFPVs under uniform wind loading and then compared with test data to provide 

verification of the model. 
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4.1 THE ORIGIN OF PHOTOVOLTAICS 

The idea of photovoltaics first originated in the early 1800s when a French physicist, Alexandre-

Edmond Becquerel, first observed what he called the photovoltaic (PV) effect.  In 1883, Charles 

Fritts, an American inventor, constructed a 1% efficient fully-functioning solar cell (Fritts 

1883).  Many years later in 1954 a crystalline silicon (c-Si) p/n junction was accidentally 

discovered, which generated voltage when exposed to light (Chapin et al. 1954).  This new 

technology was about five times more efficient than Fritts’, however at a high cost of production, 

PVs were not ready for wide-scaled use.  By the 1960s key papers such as those published by 

Prince (1955), Loferski (1956) and Wysocki et al. (1960) among others had developed the basis 

of design of c-Si solar cell operations.  Enough was understood about their design to enable the 

production of PV cells to provide satellites of the 1950s and 60s with sufficient power to sustain 

themselves in space.  

Two pivotal events occurred in 1973 that helped spur increased interest in PV technologies.  

First, the discovery of what is called a “violet cell” increased the efficiency of even the most 

state-of-the-art c-Si technologies of the time by 30% (Lindmayer 1973).  Second, the U.S. 

Department of Energy was formed under President Nixon’s direction to, in part, support PV and 

other renewable energy technologies.  This renewable energy support was further fueled by the 

world’s first oil embargo later that year.  The decade that followed brought about the maturity of 

the industry of c-Si PVs.  Large solar power companies and manufacturers across the U.S., Japan 

and Europe were established and the start of “pilot” PV lines to be used for commercial and 

residential applications. Efficiency of c-Si panels reached 20% in 1985 by researchers in 

Australia (Green 1995) and has continued to increase in efficiency slowly over the past 20 years 
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(Figure 4.1Error! Reference source not found.Error! Reference source not found.). Today 

most of solar installations are mono- or poly- c-Si PVs, representing an approximately 80-90% 

market share.  Yet as the market continues to grow, the focus of researchers is turning more 

towards the development and improved efficiency of thin-film photovoltaic technologies 

(TFPVs), a potentially lower cost approach for solar power. Further reduction of PV module 

costs is conditional on the availability of raw materials worldwide, meaning TFPVs which 

require lesser quantities of the PV materials are more economically favorable.  C-Si 

technologies, while the cornerstone of the establishment of the photovoltaic industry, has been 

deemed by some more as a technology of today, rather than of the future.   

4.2 DEVELOPMENT OF THIN-FILM PHOTOVOLTAIC (TFPV) 

TECHNOLOGIES  

TFPVs, the second generation PVs after the more common c-Si PVs, have followed a similar 

path of development to that of c-Si PVs, only a few decades later in terms of efficiency and use.  

Research efforts focused on TFPVs began in the 1950s in the U.S. with the publication of results 

of approximately 6% efficiency by Reynolds et al. (1954).  By the 1980s, a-Si (amorphous 

silicon), CIS/CIGS (copper indium gallium selenide), and CdTe/CdS (cadmium telluride) TFPV 

technologies had achieved efficiencies of over 10% during small-scale lab testing, but the 

difficulty of achieving this efficiency for larger areas (larger than approximately 1 cm2) had not 

been overcome. Complications with the scaling up of TFPVs limited their use to powering small 

electronics such as calculators at the time.  In the early 1990s new technologies were developed 

and patented that allowed for larger scale TFPV technologies to be implemented.  As an 
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example, BP Solar, a British electric company, acquired patents to electrodeposition of thin-film 

CdTe in 1989, and 10 years later purchased Solarex who focused on a-Si technology.  This 

established BP Solar as one of the leading TFPV solar companies until 2002 when BP Solar 

drew out of all but the c-Si market.  The Japanese PV industry became large contenders 

throughout the 1990s as intensive research on TFPVs led to new device designs, and improved 

material processing (Hegedus and Luque 2002).  

Research and development in TFPVs has continued (Figure 4.1), in part, because it has been 

recognized that the silicon (Si) crystals required to for c-Si technologies are expensive and slow 

to grow compared to thin-film technologies.  Si wafers are nearly 100 times thicker than TFPVs 

(~1-3µm vs 100 µm).  Today the solar industry continues to develop, but at a faster pace.  Many 

start-up companies have established themselves within the past decade in the U.S. in attempt to 

take advantage of the growing market for PVs, many in c-Si, and others in TFPVs.  While still 

relatively few companies in the United States market TFPVs for commercial applications, the 

thin-film industry continues to take shape through BIPV applications world-wide.  

4.3 BIPV: COMBINING TFPVS AND ARCHITECTURE 

BIPVs, a relatively new area of increased research interest in the field of PVs in recent years, can 

be defined in a broad sense as PV components that replace the look and function of a primary 

building material (Strong 1996). BIPV products, such as TFPVs, act as a weather resistant skin 

of the building, placed often times on the facades or roofs of a building.  The advantage of this 

system over that of more traditional applications of PVs is that no additional land area is needed, 

and the PVs are integrated into the building itself rather installed separately. By simultaneously 

acting as the building envelope material and a power generator, the system provides savings in 
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material and electricity costs.  BIPVs do not always come in the form of solar panels, for 

example some companies now produce solar shingles – or flexible PVs that are shaped like 

traditional shingles. However for façade applications framed solar panels are more common. 

4.3.1 Placement of BIPVs on Buildings: 

BIPVs can function as a building material of several different parts of a building including: 

• Façade  

• Roof  

• Solar shade (for windows or doors) 

• Skylights and windows 

 
In the case of extreme horizontal wind loading, the façade of building will experience these wind 

forces directly, thus façade applications only are considered in this research. For facades, there 

are two distinct applications in which PVs are integrated into a building – these are (Figure 4.2): 

• Curtain walls 

• Rain screens 

Rain screens are a double layered building envelope which includes an outer layer that sheds 

most precipitation and an inner layer which handles the rest. The water that does penetrate the 

outer layer of this open-joint system is drained through a cavity behind it. In this system the PV 

panels are installed as a part of the outer layer (Figure 4.2a), however this is a less common 

method of utilizing PVs in facades. The focus of this research is on curtain wall applications of 

BIPVs, thus while rain screen application of BIPVs exist, they are not discussed in detail. 

A curtain wall is typically a single layer, aluminum framed wall constructed of in-fills of glass or 

other materials. The BIPV components are usually installed as in-fills between the vertical and 

horizontal aluminum members (Figure 4.2b). A curtain wall does not act as a structural support 
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for a building – thus all its components must only support their own dead load and any external 

forces that are placed on it.   

Understanding how the PV panels are most commonly installed in building facades is important 

in understanding the boundary conditions of the PV panels being subjected to horizontal 

downburst winds.  In traditional curtain wall as well as in BIPV curtain walls most in-fill panels 

are supported by the horizontal and vertical aluminum mullions, creating 4-sided, continuous 

support conditions.   

4.4 TYPES OF TFPV PANELS USED IN BIPV APPLICATIONS AND 

THEIR MATERIAL PROPERTIES 

To better characterize BIPV behavior in façade applications under wind loading, an 

understanding of the construction and material properties of different types of TFPVs used in 

BIPV façade applications is needed. This section discusses the basics of TFPV technologies, 

specifically three TFPVs available on the market for use in BIPV applications: 

(a) Amorphous Silicon (a-Si) 

(b) Copper-Indium-(Gallium)-Selenide (CI(G)S)  

(c) Cadmium Telleride (CdTe)  

A-Si being the most common technology, with CI(G)S and CdTe in second and third 

respectively (Table 4.1Error! Reference source not found.Error! Reference source not 

found.). These three technologies are available most commonly as single layer PV panels.  

Laboratory testing has also shown that increased efficiency can be obtained using tandem and 

triple cells, in which multiple layers of TFPV are applied on top of one another, yet their large 



 

70 

 

 

scale use is still in development.  Similarly other PV materials such as organic cells, 

metamorphic Ga(In)As, GaInP, and other multi-junction TFPVs have had success in research 

laboratories but have not yet been fabricated into large-scale PV panels. Those technologies that 

have succeeded in the PV market thus far can be manufactured with sufficient efficiency in large 

scale PV applications. 

While each PV technology employs slightly different layering structure and thicknesses, the 

basic elements of a TFPV cell are the same.  Sunlight falls on the top surface of the solar cell 

where it penetrates the front glass substrate to electrical contacts (e.g. typically a type of TCO – 

transparent conducting oxide).  These metal oxides allow light photons to penetrate and be 

absorbed and converted to electrical charges by several layers of semiconductors (n-, (i-) and p-

type).  A back layer of TCO forms the second electrical contact, followed by a layer of polyvinyl 

butyral (PVB), and finally second layer of glass.  These layers within a PV panel are important to 

know and characterize because it is these layers that feel the stresses under high wind loading.  . 

 

Table 4.1: TFPV panel producers in the world market (ENF 2010) 

Solar 
Technology 

Companies Producing 
Solar Panels 

a-Si 131 
CI(G)S 30 
CdTe 4 

 
 

4.4.1 Amorphous Silicon (a-Si) (and Micromorphous S ilicon) 

Origin:   With advancements in processing and fabrication methodologies of c-Si PVs, and 

further silicon research, a-Si solar cells were discovered (Chittick 1969) and constructed 
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(Carlson 1977), using only about 1% of the silicon needed for typical c-Si cells. Today many of 

the commercial manufacturers and vendors of TFPV panels market a-Si technologies. According 

to ENF, there are 131 current companies producing a-Si products as of the year 2010.  A short 

list of these manufactures is: Astroenergy, Auria, Bankok Solar, UniSolar, Dupont, ENN, EPV 

Solar, FlexCell, Global Solar, Inventux, Kaneka, Mistuishi, Polar PV, Sinonar Solar, Solar Plus, 

Solem, Sunfilm, SunGen, SunStar, TerraSolar, and Tianjin Jinneng Solar. The majority of these 

companies are not U.S.-based.  

Efficiency: When a-Si was first discovered, the efficiency was that of only about 1% (Morel 

1978), however the overall efficiency of a-Si is higher today, but is still significantly less than c-

Si (around 6 - 10%).  Tandem and triple-layer cells called micromorph silicon solar cells in 

which a-Si and very thin layers of crystalline silicon (µc-Si) are deposited on top of one another 

have shown significantly higher efficiencies.   

Structure and Material Properties: Unlike c-Si whose atomic arrangements are regular 

crystals, a-Si has an irregular arrangement of atoms – allowing approximately 2.5 times more 

light to be absorbed, but less efficiently. Because it is not crystalline in nature and due to its 

extreme thinness, when flexed it will not break – allowing it to be deposited on to flexible or 

non-flexible substrates. The substrates used are numerous, including ceramics, metals, steel or 

plastics, however for façade applications of TFPVs, a-Si is typically deposited on to glass.  As 

pointed out by Madou (2002), very little is known about the mechanical properties of a-Si itself. 

Its modulus of elasticity is estimated to be 80 +/- 20 GPa (Freund and Suresh 2003). 

To improve efficiency some manufacturers of a-Si products have begun to manufacture 

micromorphous silicon module technologies using multiple layers of silicon such as amorphous 
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and a thin layer of crystalline silicon. Several manufacturers’ diagrams of their a-Si solar cells 

are shown in Figure 4.3 – 4.5.  

4.4.2 Copper-Indium-(Gallium)-Diselenide (CI(G)S)  

Origin: The first thin-film CI(G)S PV was fabricated by Kazmerski et al. (1976) around the 

same time as a-Si technologies were being developed.  The first large-scale production of CI(G)S 

PV modules began in 2006 by the Germany company Wurth Solar. Among some of the CI(G)S 

PV panel manufacturers today are: Ascent Solar, Avancis, Dupont, Global Solar, ICP Solar, 

Nanosolar, SoloPower, Solar Frontier, Global Solar and Wurth Solar. Of these many market 

thin-film flexible laminates rather than CIGS solar panels.  

Efficiency: Similar to other TFPV, CI(G)S is far more efficient per unit of material than c-Si – a 

CI(G)S  film approximately 1 micron thick has the potential to generate a similar power to that 

of a c-Si with a 200 - 300 microns thickness. The maximum efficiency achieved in small area PV 

laboratory testing as of August 2010  is 20.3% (Stuar 2010). The efficiency of larger scale solar 

panels currently average around 13%.  This large discrepancy between lab-scale cells and full-

scale modules is largely due to the difficulties in the development of new and complex 

manufacturing processes that produce CI(G)S cells.  

Structure and Material Properties: Unlike a-Si, CI(G)S TFPVs are crystalline in structure. Of 

the research published concerning CI(G)S under stresses, a study by Chen (1992) discusses that 

substrates of similar thermal expansion coefficients to CI(G)S should be chosen so that when the 

two layers cool from about 500◦C, the thin-film will not experience increased tensile or 

compressive stress. Stressed thin-films can exhibit voids and microcracking under tension or 

adhesion failure under compression (Chen 1992). When searching for material properties of 
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CI(G)S panels, the most common results for the properties listed below were not for the CI(G)S 

itself, but for the glass specifically designed to be used in the CI(G)S PV panels. As an example, 

AGC Solar, give properties of its glass that is specifically designed for CI(G)S applications 

(AGC 2010). Several manufacturers’ diagrams of their CI(G)S panels are shown in Figure 4.6 

and Figure 4.7. 

4.4.3 Cadmium Telleride (CdTe) 

Origin: The first CdTe crystals were synthesized in 1947 by Frerichs (1947), then proposed as a 

possible PV technology in 1956 (Jenny 1954; Kruger 1955; Loferski 1956; de Nobel 1959). Two 

types of CdTe cells emerged, homojunctions (single layer) and heterojunctions (multiple layers), 

however nearly all research focus has concentrated on heterojunction PV cells since the 1960s.  

CdTe has been used in both the p- and n- layers of this TFPV technology, however CdTe as the 

p-layer with stable oxides such as ITO, ZnO, SnO2 and CdS as the n-type layer (e.g. CdTe/ZnO) 

has emerged as most popular. All CdTe cells, CdTe/CdS, which can be manufactured by 

deposition onto either the glass superstrate or substrate, have similar efficiencies. A brief list of 

CdTe TFPV manufacturers are:  Abound Solar, Calyxo, First Solar, MiaSole, Q-cell and 

Primestar. 

Efficiency: Present day small CdTe modules are approximately .5 to 1 m2 in area with efficiency 

being around 10-15%. CdTe cells by MiaSole were recently confirmed to produce efficiencies of 

13.8% in 1 m2 panel, and Solibro achieved an efficiency of 13% (Cheyney 2010). NREL has 

achieved efficiencies of 19.9% in laboratory testing of small CdTe cells (McMahon 2008).  One 

of the main difficulties that manufacturers face with CdTe PV is similar to other TFPV 

technologies, namely, maintaining efficiency on module-sized scales. 
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Structure and Material Properties: Flexible CdTe solar cells on polymer substrates have been 

successfully produced at reasonable efficiencies, indicating that flexibility is possible (Romeo et 

al. 2005). Several manufacturers’ diagrams of their CdTe solar cells are shown in Figure 4.8 and 

Figure 4.9. 

In summary, each of the three aforementioned TFPV technologies used for BIPV applications 

represents a unique technology discovered and developed for the commercial market to convert 

photons of light from the sun into useable power.  In order for these modules to be available in 

Europe each module must pass a set of standard tests, include one for wind loading (IEC 61646 - 

Thin-film terrestrial photovoltaic (PV) modules – Design qualification and type approval), 

however in the U.S. solar PV panels, modules, and components are not currently required to 

undergo third-party testing to back up manufacturer claims of durability, quality, or reliability. 

ASTM, however, is working towards a similar standard to that of IEC 61646 in Europe. As a part 

of the qualifications of IEC 61646, TFPV panels must pass a mechanical load test requiring the 

panels to withstand 50.2 psf (2400 Pa) of uniform pressure applied on the front and back for 1 

hour duration each (IEC 2008). However, even with these qualification standards, there are very 

few published studies on the behavior and properties of TFPV panels under uniform loading 

conditions. Instead in several cases the strength and behavior of the glass used on the front and 

back parts of the panels as a way to characterize the TFPV panel strength (Webb 2010). Thus in 

an effort to characterize the behavior of TFPVs, the properties and behavior of glass lites of 

similar structure and dimensions are reviewed and used in this study.  
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4.5 MATERIAL LAYERS WITHIN PV PANELS: 

Each of the TFPVs has a similar construction of layers, primarily comprising of two glass lites, 

adhesive (e.g. PVB, EVA), front and back contacts (TCO or metal), and the PV layer(s) (see 

Figure 4.3, Figure 4.6, Figure 4.8). In modeling the behavior of TFPV panels under wind loading 

it is important to review the behavior of these, most importantly the glass superstrate and 

substrate since these are subject to the most compressive and tensile forces under flexural 

loading due to their location on the exterior surfaces of the PV panels. Below is a discussion on 

the types and properties of glass used in TFPV panels, as well as a review of the most common 

types of glass used in PV panels based on data collected from leading BIPV manufacturers’ 

published data sheets or product specification.  

4.5.1 Glass 

The role of glass in a TFPV panel is primarily to protect the TFPVs from the elements while still 

allowing light to pass through to allow the TFPV to function properly and efficiently. Thin lites 

of glass can act as both the substrate and superstrate (front and back) of a PV module. According 

to the National Institute of Standards and Technology (NIST) glass has a high theoretical 

strength (approximately 17 GPa), however, the theoretical strength of glass is a property that has 

yet to be taken advantage of due to its highly brittle nature and its susceptibility to tiny surface 

flaws known as Griffith Flaws, that act as stress concentrators in the glass under loading 

conditions (Griffith 1921). Glass cannot deform plastically and thus it can break without early 

warning due to high surface tension.  This also makes glass highly susceptible to localized over-
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stressing.  There are a number approaches to strengthen glass to increase its load capacity which 

are discussed in the next section. These methods help avoid its failure due to surface flaws.  

Glass used in TFPV panels is typically soda lime glass formed mainly from three raw materials: 

soda, lime and silica (AMMA 1984).  Heat strengthened (HS) and fully tempered (FT) glass are 

both made from soda lime glass, but have undergone treatment to increase their load capacity. 

The general properties of glass are commonly agreed upon within the building industry, however 

due to its brittle nature and susceptibility to fracture due to surface flaws, the coefficient of 

variation (as high as 25%) of these values is quite high compared to that of other common 

engineering materials (Beason et al. 1998; Pilkington 2010).   

4.5.1.1 Annealed/Float Glass 

Float glass is the most basic form of flat glass used in TFPV panels.  Its name originates from the 

manufacturing process developed by Pilkington Brothers Ltd. in 1959.  In this process the 

ingredients are heated in a 1500°C furnace to form molten glass, which is then poured across a 

surface of molten tin. The liquid glass spreads out and flattens as it cools. The glass is then 

transported horizontally on rollers in one continuous sheet into a long oven to form a uniform 

thickness sheet. A slow and controlled cooling process is necessary to prevent any residual 

stresses in the glass that result from more rapid cooling. Once completed the final glass product 

is typically termed “annealed” glass, distinguishing it from float glass that has received further 

treatment such as heat strengthening or tempering after the float process.  This glass can be cut, 

machined, drilled, edged and polished after manufacturing. 

Of all flat glass products, annealed glass is typically the most inexpensive to manufacture, but is 

also the weakest.  Because no further heat treatment is applied to the glass, it is highly 
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susceptible to failure in tension. When annealed glass fails it breaks into large pieces that can be 

a safety hazard if it falls from a building façade. Table 4.2 shows some of the typical values 

assumed for its behavior. 

4.5.1.2 Heat Strengthened (HS) Glass 

Heat strengthened (HS) glass is formed by applying further heat treatment to float glass.  During 

this process, the glass sheet is heated to its softening point then rapidly cooled with air jets, 

causing the surface and edges of the glass to cool rapidly and contract, while the center is still 

hot and fluid.  As the glass sheet cools, to counteract the state of compression of the surface and 

edges between 3500 and 7500 psi (per ASTM C1048), the center is in a state of tension to 

maintain equilibrium within the material. This is advantageous to the strength of the glass sheet 

because the failure of glass almost always occurs at flaws on the tension surface of the glass.  

HS glass is generally twice as strong as annealed glass of the same thickness and configuration, 

but it has the disadvantage that is cannot be cut or machined in anyway once the heat 

strengthening process has been completed. All drilling of holes, cutting or grinding must take 

place before the HS process is completed. When HS glass breaks, it breaks into large pieces in a 

similar fashion to annealed glass, however it is preferred due to its strength coupled with good 

post-breakage behavior.  Table 4.2 shows some of the typical values assumed for its behavior. 

4.5.1.3 Fully Tempered/Toughened (FT) Glass  

Fully tempered (FT) glass, also known as safety glass, is similar to that of HS glass except that 

the cooling process is faster, creating higher residual compressive stresses on the surface and 

edges of the glass. To be officially considered FT, the surface compression must be over 10000 

psi (per ASTM C1048). Compared to annealed glass, tempered glass can be up to 5 times 
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stronger.  It has the same disadvantage as HS glass in that it cannot be modified once tempered.  

When this type of glass breaks it shatters into small pieces. Fully tempered glass also has the 

disadvantages of some loss of flatness due to the increased compressive stress on the glass 

surfaces, which can be difficult to use in laminated glass.  Additionally FT glass has some 

possibility of spontaneous breakage, i.e. failure internally generated by inherent impurities such 

as nickel sulfide within the glass. Table 4.2 shows some of the typical values assumed for its 

behavior. 

 
 

Table 4.2: Properties of Monolithic Annealed, Heat Strengthened and 
Fully Tempered Glass (Button and Pye 1993; GANA 2008; ASTM 2009) 

 
Property Annealed HS  FT  Source 

Modulus of Rupture 
(50% probability of 

breakage) 

5.95 ksi  
(41 MPa) 

 

12.04 ksi 
(83 MPa) 

 

23.93 ksi 
(165 MPa) 

 

Button and 
Pye 1993 

Design Stress 
(0.8% probability of 

breakage) 

2.8 ksi 
(19.3 MPa) 

 

5.60 ksi 
(38.6 MPa) 

 

11.2 ksi 
(77.2 MPa) 

 

GANA 2008 

Residual surface stress 
Nearly 0 
(0 MPa) 

3.48 ksi 
(24 MPa) 

10.00 ksi 
(69 MPa) 

ASTM 2009 
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4.5.2 Laminated glass (LG) 

Laminated glass typically consists of two glass lites bonded together with an elastomeric 

interlayer, commonly made of polyvinyl butyral (PVB). Unlike monolithic glass, the behavior of 

this sandwiched glass-PVB-glass laminates is highly dependent on its temperature (Linden et al. 

1984; Reznik and Minor 1986).  The behavior of this glass is believed by some to fall between 

that of a monolithic plate of glass and that of two unbounded plates of glass of equivalent 

thickness (Hooper 1973; Edel 1997; Norville 1998). Because of uncertainties in the exact shear 

response of the interlayer and its role at varying rates and temperatures, the strength of laminated 

glass is usually downgraded as compared to equivalent monolithic glass plates (Foss 1994). 

However, others have found that at room temperature LG of the same geometry and under the 

same load conditions is equal or stronger in strength than monolithic glass of equivalent 

thickness (e.g. Beason et al 1998; Van Duser 1999).  

4.5.3 Laminated glass model for TFPV panels 

The importance of LG in this research is that, in an effort to most accurately represent the 

behavior of TFPV panel under uniform loading conditions, LG offers the closest glass structure 

to that of a TFPV panel.  Because very little detailed information is available on the behavior of 

TFPV panels under loading, the use of LG is determined to be an acceptable alternate due to its 

many similarities in material make-up, size and structure.  Similar to LG, TFPV are typically 

composed of two glass lites with an interlayer of PVB or similar. The difference between the two 

is that in the TFPV panels the interlayer also contains a very thin layer of photovoltaic materials 

and TCOs (metal oxides with much higher modulus and strength than the elastomeric layer).  

Since the photovoltaic material is located near the center of the two glass lites, it experiences 
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only very little of the bending stress compared to the exterior glass lites. In addition it has a high 

modulus of elasticity and ability to deform (demonstrated by its used in TFPV flexible laminates 

available on the market today) as compared to glass. 

4.6 TFPV PANEL MANUFACTUERS DATA 

In choosing to make the assumption that LG can be used to model TFPV panels, this implies that 

the behavior of the TFPV panels is dependent on the material properties of the glass lites used, 

thus since there are several different types, dimensions and thicknesses of glass that can be used, 

a limited review of 36 manufacturer’s specifications for their TFPV panels was conducted.  A 

total of 23 a-Si, 9 CI(G)S and 4 CdTe manufacturers’ TFPV product specifications were 

reviewed for type of glass used (annealed, HS, FT), glass lite and PVB thickness, and glass size. 

A list of these manufacturers is listed below.  Inconsistencies in the way data was reported were 

observed in terms of how thickness was reported, and in some cases, data was not available.  

TFPV manufacturers surveyed:  

Abound Solar 
AGC Solar 
Ascent Solar 
Astronergy 
Targray 
Auria 
Avancis 
Energyglass 
Bangkok Solar 
Calyxo 
Canadian Solar 
Unisolar 
BP Solar 
Canon  
Canrom 

CNPV 
DelSolar 
Central Electric 
Limited 
Ditecar 
Ditecar 
Bosch Solar 
Eopply 
E-ton Solar 
Evergreen Solar 
Dupont 
ENN 
EPV Solar 
Ertex Solar 
First Solar 

FlexCell 
Global Solar 
ICP Solar 
Inventux 
Kaneka 
MiaSole 
Mistubishi 
Nanosolar 
Polar PV 
PowerFilm Solar 
Primstar Solar 
Q-Cell 
Schott 
Signet Solar 
Sinonar Solar 

Solar Plus 
SolarPower 
SolarFrontier 
Solems 
Sunfilm 
SunGen 
SunStar 
TerraSolar 
Tianjin Jinneng 
Solar 
Unisolar 
Wurth Solar
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Assumed Glass Thickness in TFPV Panels 

Of the TFPV panel manufacturers who reported glass thickness, all but one manufacturer used a 

1/8 in (3.0-4.0 mm) front and back glass lites, thus this size is assumed, constituting a total 

thickness of approximately 1/4 inch for all materials. 

4.6.1 Assumed Glass Type in TFPV Panels 

The type of glass used for TFPV panels varied significantly more, however of the manufacturers 

who reported glass type, 67% used annealed glass, 13% used HS glass, and 20% used FT glass 

for the front lite. For the back lite, 50% used annealed glass, 8% used HS, and 42% used FT.  

From these statistics, it appears that the most common type of glass used in LG is annealed glass. 

However, FT comes in a close second, particularly for the back lite of glass.  

For simplicity, annealed glass is chosen as the most representative type of glass used for TFPV 

panels based on the percentages determined. The other advantage of modeling TFPV panels 

using annealed glass is that this is the weakest of the three glass types considered, thus the 

estimate of glass strength determined from laminated glass data using annealed glass provides a 

lower bound estimate of the strength of TFPVs under wind loading. This adopted approach 

should lead to a lower estimate of the strength of the TFPV panels. 

4.6.2 Assumed Geometric Properties 

A wide range of sizes of TFPV panels are available based on the manufacturers data. Many 

manufacturers had multiple sizes of panels available, and others noted they could custom make 

PV panels to fit the needs of the architect or engineer. In general, sizes ranged from 11 to 236 

inches (270 - 6000 mm) per side with varying aspect ratios. The median dimensions fell 
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approximately within 39 to 47 inches (1000 - 1200 mm) and the mean were 39 to 59 inches 

(1000 - 1500 mm) depending on which dimension is considered. The aspect ratios ranged from 1 

to 7, however the median and mean aspect ratios were 1.95 and 2.28 respectively. An effort is 

made to match these property values with those of the laminated glass data used to represent 

TFPV behavior.  

4.7 LAMINATED GLASS FAILURE MODEL 

Many studies have been conducted in an effort to better understand the behavior of glass under 

loads. A review of published studies on glass failure was conducted to gather information on the 

failure strengths of glass experimentally determined by others. Monolithic glass failure data is 

reported and analyzed in many studies (e.g. Orr 1957; Hershey and Higgins 1973; Kanabolo and 

Norville 1985; Norville et al 1998).  Laminated glass failure data is also reported and analyzed 

(e.g. Linden et al. 1984; Behr et al 1985; Reznik and Minor 1986; Vallabhan et al 1981; Minor 

and Rezik 1990; King 1996; Norville 1998).   

Analysis of glass failure in the 1960s and early 1970s generated the first design charts used in 

building codes from empirical models by Orr (1957) and Hershey and Higgins (1973).  In the 

late 1970s a new model was developed by PPG Industries (PPG 1979) based on the finite 

element analysis conducted by Tsai and Stewart (1976) and Krall et al. (1981). However due to 

significant controversy over the first glass design charts and the PPG methodology, these design 

charts were not widely adopted into building codes of the time. The current methodology used in 

building codes today was first presented by Beason 1980, Beason and Morgan (1984), Norville 

and Minor (1985), and Beason et al. (1998) in an effort to model the failure probability of glass.  

Termed the Glass Failure Prediction Model (GFPM), this model became the basis of the modern-
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day ASTM standard E1300 (Standard Practice for Determining Load Resistance of Glass in 

Buildings) – that is in use today for the design of glass used in building glass façade elements.  

This method was initially developed for monolithic glass, and later extended to cover the design 

of laminated glass in more recent versions. Due to the complexity and number of factors that can 

affect the strength of a glass under uniform loading, rather than create a new model, the glass 

failure prediction model (GFPM) adopted by ASTM E1300 (2009) is used in this study.   

4.7.1 Glass Failure Prediction Model (GFPM) 

The GFPM is based on a statistical theory of failure for brittle materials advanced by Weibull 

(1939). This method allows the probability of failure of a glass plate to be calculated in terms of: 

• glass plate geometry (dimensions and thickness) 

• load duration 

• elastic properties of glass 

• magnitude of the applied load 

 
The GFPM model used in this research was intended designed to predict the failure of 

monolithic glass, and was later extended to encompass laminated glass (LG) by multiplying its 

output by a constant to obtain the probability of failure value for LG. The original failure 

probability function proposed by Beason (1980) and explained fully in Beason and Morgan 

(1984) is expressed as: 

 D¢ � 1 � #$s (4.1a) 
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Where: 

 

q � £�on��$
 �¤¥��� �<A60��
¦ � 9�, �§ on: 

� £�on��$
 �¤¥��� �<A60��
¦ #¨ 

(4.2b) 

 © � ln ª� 9�, �§ on:« (4.3c) 

 
�§ � ��on��¤¥'  

 

(4.4d) 

a, b = dimensions of the glass 

k, m = surface flaw parameters (assumed to be m = 7 and k = 1.365 x 10-29 in2 lb-7 ) (Beason 

1998) 

E = elastic modulus of glass (taken to be 10.4 x 106 psi) (Beason 1998) 

h = thickness of glass lite (for laminated glass this is the total thickness) 

td= load duration  

q = uniform load applied on the glass  

 �§ = dimensionless load  

J is determined by using a chart that relates the aspect ratio and �§ with J. (see Figure 4.11). 

To understand why many of these variables are incorporated into this complex equation, each of 

the effects of the variables is discussed in the following sections. 



 

82 

 

 

4.7.2 Effect of Plate Geometry on Glass Strength 

The dimensions of a glass sheet have been found to affect the maximum load that glass can 

withstand.  The area is important because the larger the sheet of glass, the higher the potential for 

surface flaws and thus the more likely the glass may fail.  Resistance to stress corresponds to the 

integrity of the surface, and the presence of microflaws can dramatically lower its strength.   

The thickness of the glass can also determine the stresses in the glass, thus a thicker glass equates 

to a greater load resistance. Because glass typically fails on the tension surface due to its brittle 

nature, the thicker the glass, the smaller the surface stress for a given load.  

The PVB layer thickness has also been shown to affect the total strength of laminated glass 

(Norville 1998; King 1996). PVB typically is available in approximately 0.38 mm (0.02 in) 

increments (e.g. .38, .76, 1.14, 1.52 mm), the most commonly used being 0.38 mm (0.02 in). A 

thicker PVB layer at room temperature was shown in these studies to resist higher loads than 

thinner PVB layers. In the survey conducted by the writer on the commercial TFPV data, most 

BIPV manufacturers did not report the thickness of the PVB layer in their TFPV panels. Thus 

since it has been found that thinner PVB layers are weaker under uniform loading than laminated 

glass with thicker PVB layers, with an intent to be conservative, the lower bound of 0.38 mm 

thickness is assumed for this study, which is consistent with the assumptions made used in 

ASTM E1300 (2009).  

In the GFPM model a and b are the variables that represent the dimensions of the glass panel 

under consideration; these values vary based on the size of the TFPV panel. The thickness h is 

the total thickness of the glass. In the case of LG this would be the sum of the thickness of the 

two glass lites and the PVB layer.  Since the PVB layer thickness is much less than that thickness 
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of the glass, it can be neglected, and thus the thickness for the LG is assumed to be 1/4 in. (6 

mm), which includes a front and back glass of 1/8 in. thick based on the commercially available 

TFPV data.   

4.7.3 Glass Strength Dependence on Load Duration  

The behavior of glass under loading is highly time-dependent, thus when specifying a design 

strength of glass, the duration of the load must be specified. Glass can withstand more load for a 

shorter period of time than for a longer time and its load capacity at fracture decreases at 

approximately 1/16th power of load duration under constant load. The current ASTM E1300 

standard (2009) uses a 3-second load duration to parallel the 3-second loads used in the wind 

design charts. Since the downburst wind data is based on 3-second wind gust load data, the GFM 

model used in this research uses a 3-second load duration for consistency among the two data 

sets in this research. If a load is used that is not a 3-second load, this load can be converted to an 

equivalent 3-second load using the following equation from ASTM E1300 (ASTM 2009): 

 �+¬ � �A­ ��
3 �
/
¦
 (4.2) 

 

�+¬= equivalent 3-second load 

�
= load duration of the load being converted into an equivalent 3-second load 

�A­= load with duration �
 being converted to an equivalent 3-second load 
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4.7.4 Strength of Weathered Glass 

Over time glass strength degrades due to its exposure to weather, thermal and wind induced 

stresses, among other factors. Thus the strength of newly formed glass is substantially higher 

than that of weathered, in-service glass (Abiassi 1980; Norville and Minor 1985). The design 

parameters m and k used in the above equation are the two parameters that account for this 

degradation in the behavior of the in-service glass. It has been found by experiment that for 

weathered glass these two parameters take the following values: m = 7 and k =  1.365 x 10-29 in12 

lb-7 (Beason and Norville 1989). The use of these surface parameters will result in a lower 

estimation of the strength of glass under loading, thus taking into account the loss it strength due 

to weathering.  

4.7.5 Failure Probability of Annealed Laminated Gla ss  

4.7.5.1 Conversion of monolithic glass to laminated glass strength 

In order to use the GFPM for LG to model the BIPVs under wind loading, the values for the 

monolithic glass must be converted to the equivalent LG (per the procedure adopted by ASTM 

E1300 (2009)). Several studies consider the behavior of LG as being less than that of its 

monolithic equivalent of equal thickness and dimensions (Hooper 1973; Edel 1997). These 

studies have mostly focused on LG beams rather than plates. Other studies have indicated that 

LG has a strength near to their monolithic equivalent in size and thickness (Minor and Reznik 

1990; Norville 1990). Initially manufacturers of LG chose to use a conservative estimate of LG 

strength by multiplying the monolithic strength by a factor less than one.  The more recent 

version of the ASTM E1300 standard (2009) has been modified to eliminate this strength factor 

and instead adopt similar, but separate methods for monolithic and laminated glass.  Comparing 
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the charts used to determine the strength of LG and monolithic glass, however, the current 

ASTM E1300 standard (2009) method is nearly the same (Figure 4.14 and Figure 4.15). This is 

in agreement with the findings of Minor and Reznik (1990) who compared LG failure loads from 

studies by Linden et al (1984) and Reznik and Minor (1986) with that of the failure loads of 

monolithic glass of the same size by Kanabolo and Norville (1985). 

4.7.5.2 BIPV Panel Sizes Chosen for use in GFPM 

Assuming the use of method of GFPM as used in the ASTM E1300 (2009) for predicting the 

failure probability of a LG panel, five cases with different dimensions were of glass were 

considered in this study.  An effort was made to represent the range of gathered data on the 

TFPV solar panels available.  The glass sizes in these five cases were chosen with different 

aspect ratios in an attempt to encompass the majority of the façade-installed TFPV panels in use 

today in the U.S.   

Three of the sizes (38 x 76 inch, 66 x 66 inch and 66 x 96 inch) (965 x 1930 mm, 1676 x 1676 

mm, 1676 x 2438 mm respectively) were chosen to parallel the sizing of the laminated glass 

tested in Linden et al. (1984) and Reznik and Minor (1986) for ease of comparison of the model 

results to actual LG test data. The average and median values of the TFPV panel dimensions 

were found to be approximately 40 inches and the aspect ratios are around 2.1; the 38 x 76 inch 

(965 x 1930 mm) size has similar dimensions and an aspect ratio of 2.11. The two other sizes 

considered have dimensions 39 x 39 inch and 25 x 40.5 inch (1000 x 1000 mm and 629 x 1029 

mm respectively). The 39 x 39 inch panel is the size of the a-Si TFPV panels installed on the 

National Air and Space Museum at Dulles Center in Washington D.C., and was chosen to 

represent a small aspect ratio (1).  The 25 x 40.5 inch dimensions (aspect ratio is 1.62) are from 
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the Schott ASI solar panel data sheet (Schott 2010). Schott solar panels are installed in at the 

New York Stillwell Avenue subway station, and were chosen to represent a mid-range aspect 

ratio.  

4.7.5.3 Probability of Failure Calculations 

Using these dimensions, the probability of failure curve for each set of dimensions is computed.  

Table 4.2 shows the variables used in these calculations. The fragility curves are shown in 

Figures 4.12 and 4.13. 

4.7.5.4 Model Verification 

To cross-check that these calculations are consistent with those given by the charts used in the  

ASTM E1300 (2009), using this model the load is evaluated at a probability of failure of 0.008, 

following that of the ASTM E1300 standard. These loads are indicated in Table 4.3. Using the 

ASTM E1300 design chart for 6mm, 4-side simply-supported LG (Figure 4.14) each of these 

sizes are also evaluated.  At a probability of failure of 0.008, all of the values calculated are 

consistent with the design charts commonly used for glass thickness design (ASTM 2009).  

Because the 36 x 76 in, 66 x 66 in and 66 x 96 in panels used to calculate the probability of 

failure in this model are the same sizes as those used in previous studies, by calculating the 

probability of failure at 50%, these values can be compared to the average failure values of the 

laminated glass lites tested in Linden et al. (1984) and Reznik and Minor (1986) to obtain some 

measure of accuracy of the model (Table 4.4). Linden et al. (1984) performed testing on 29 

laminated glass specimens (60 x 96 in) and Reznik and Minor (1986) used 25 and 26 specimens 

(38 x 76 in. and 66 x 66 in. respectively). The reported 60-second loads are converted to 
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equivalent 3-second loads in Table 4.4 by multiplying by a factor of 1.2 per Equation X7.1 in 

ASTM E1300 (2009) which converts a load of a given duration to an equivalent 3-second load.  

In all cases laminated glass, the model provides a higher failure strength. This is to be expected 

since the glass properties chosen for use in this model represent the properties of weather, rather 

than new glass (new glass is used in Linden et al (1984) and Reznik and Minor (1986)).  
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Table 4.3: Parameter values used in determining probability of failure using GFPM 
 

36 x 76 in. 66 x 66 in. 66 x 96 in. 39 x 39 in. 25 x 40.5 in. 
m 7 7 7 7 7 
k 1.365 x 10-29 1.365 x 10-29 1.365 x 10-29 1.365 x 10-29 1.365 x 10-29 
td 3 sec. 3 sec. 3 sec. 3 sec. 3 sec. 
E 1.04 x 106 psi 1.04 x 106 psi 1.04 x 106 psi 1.04 x 106 psi 1.04 x 106 psi 
h 1/4 in. 1/4 in. 1/4 in. 1/4 in. 1/4 in. 
a 36 in. 66 in. 36 in. 39 in. 25 in. 
b 76 in. 66 in. 76 in. 39 in. 40.5 in. 

Aspect 
ratio 

2.11 1 1.45 1 1.62 

 

Table 4.4: Maximum loads resisted by laminated glass at probability of failures of 0.008 and 0.5 for 
each set of dimensions considered using the GFPM 

 

Pf 36 x 76 in. 66 x 66 in. 66 x 96 in. 39 x 39 in. 25 x 40.5 in. 
0.0008 

0.5 
58 
145 

40 
100 

30 
65 

105 
290 

153 
330 

 
 
Table 4.5: Mean failure strengths predicted by GFPM model compared to the equivalent 3-second 

load strength from laminated glass test data  
 

Pf 36 x 76 in. 66 x 66 in. 66 x 96 in. 39 x 39 in. 25 x 40.5 in. 
GFPM (equivalent 3-

second load) (50% failure) 
145 100 65 -- -- 

Mean Failure Load (Reznik 
and Minor (1986) and 
Linden et al. (1984)) 

(equivalent 3-second load) 

160 
(134)* 

133 
(111)* 

92.4 
(77)* 

-- -- 

*Note: The numbers in parenthesis are the 60-second loads before conversion to 3-second equivalent 
loads 
 

  



 

 

 

Figure 4.1: National Renewable Energy Laboratory (NREL) maximum efficiencies of PVs by year

    (a)    

Figure 4.2: Examples of façade BIPVs

 

National Renewable Energy Laboratory (NREL) maximum efficiencies of PVs by year

  

                    (b) 

açade BIPVs in (a) curtain wall and (b) rain screen applications (Sayigh 
2000) 
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National Renewable Energy Laboratory (NREL) maximum efficiencies of PVs by year 

 

(a) curtain wall and (b) rain screen applications (Sayigh 
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Figure 4.3: a-Si and micromorphous Si typical layers (Kaltschmitt et al. 2007) 

 

Figure 4.4:  (a) AstroEnergy a-Si/µc-Si micromorphous solar panel construction (AstroEnergy 

2010) 
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(a)     (b) 
Figure 4.5 (a) Schott ASI Thru PV Module, (b) EPV Solar EPV-4X Solar Module (Schott 2010) 

 

Figure 4.6: Typical layers of a CI(G)S solar cell (AGC 2010) 
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   (a)     (b) 

Figure 4.7: (a) Avancis Powermax CIS module, (b) Nanosolar Utility CIGS Panels (Avancis 2010; 

Nanosolar 2010) 

 

 

Figure 4.8: Typical layers of a CdTe solar cell  
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     (a)           (b) 

Figure 4.9: (a) Q-cell CIGS Q.Smart 70-90 PV panel, (b) First Solar CdTe (Q-Cell 2010; First Solar 

2010).  

 

Figure 4.10: Behavior of glass under loading  
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Figure 4.11: Chart used for determining the stress distribution J from the aspect ratio and non-
dimensional lateral load (Beason and Morgan 1984) 

 



 

95 

 

 

0

0.002

0.004

0.006

0.008

0.01

0 20 40 60 80 100 120 140 160

36 x 76 in
66 x 66 in 
66 x 96 in
39 x 39 in
20 x 40.5 in

P
f

Wind Load (psf)
 

Figure 4.12: Fragility Curve (Pf = 0.008) of laminated glass using the GFPM 
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Figure 4.13: Fragility Curve (Pf = 0.5) of laminated glass using the GFPM 
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Figure 4.14: ASTM E1300 design chart for 6 mm laminated glass (ASTM 2009) 

 

Figure 4.15: ASTM E1300 design chart for 6 mm annealed glass (ASTM 2009) 
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CHAPTER 5: DOWNBURST DESIGN PRESSURE AND TFPV 

LOAD RESISTANCE  

Thus far in Chapter 3 the design velocity pressures associated with the downbursts in the 

WBMA were determined for building façade elements located at 33 ft above the ground, and  for 

three different possible strike factors respectively.  In Chapter 4 the fragility curves were 

determined for five cases with different sized TFPV panels using two 3-mm thick annealed glass 

lites (see Figure 4.12 and 4.13).  It is now possible to compare each of these results to their 

respective existing design standards, as well as compare these two results with each other to 

create a failure prediction model.   

5.1 ASCE 7-05 AND DOWNBURST DESIGN WIND LOADS 

Before comparing the downburst design wind loads with that of the BIPV panel probability of 

failure curves, it is relevant to first compare the current design wind speeds in the WBMA and 

the predicted design wind speeds from downbursts using the model in this research. If the 

predicted wind speed from the downbursts is lower than that of the current design wind speed, it 

seems reasonable to believe there is limited concern of needing additional design considerations 

for downburst winds in the WBMA.  However if the design wind speeds predicted by the 

downburst model are above that of existing design wind speeds, it is reasonable to consider 

addition recommendations for downburst winds be included in future ASCE 7 standards. 

The 50-year design wind speed specified by ASCE 7-05 for the WBMA is 90 mph (40 m/s) 

(ASCE 2005).  Given the three possible methods of calculating the strike factor for downburst 

occurrences in the WBMA, the 50-year design wind speeds at 33 ft  height were calculated to 
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range from approximately 80-93 mph (35-40 m/s) (Table 3.8).  This range of numbers is 

approximately the same design wind speed specified for this region.  Using the ASCE 

conversion from wind speed to pressure, this translates to an equivalent uniform wind velocity 

pressure of approximately 14 - 20 psf (689 - 938 Pa). The 100-year design velocity pressure, 

sometimes used for the design of buildings, is only slightly higher, at up to 21 psf (988 Pa). 

Based on the comparison of these two values, it is seen that the ASCE 7-05 design wind values 

may be sufficient for use in the design of buildings for downburst occurrences without 

modification.   

However, an important difference to note when comparing these two design wind speeds is the 

difference in the vertical profile of a downburst and that of the ASCE 7-05 profile. According to 

downburst simulation models created by others (e.g. Kim and Hangan 2007; Woods et al. 2001), 

the vertical wind profile of a downburst peaks at a certain height that varies with the downburst 

diameter then begins to decrease. According to downburst simulation models created by Kim and 

Hangan (2007), the maximum velocity of a downburst wind profile occurs at heights of less than 

5% of the initial downburst diameter. Similar models of downburst vertical wind profiles have 

been created by others based on field and experimental data (e.g. Woods et al. 2001; Ozegura 

and Bowles 1988). Holmes (2002) found that thunderstorm downbursts produce the extreme 

winds at 10 m (33 ft) height.  Following the results of Kim and Hangan (2007), for a downburst 

of 500 m and 1 km diameter, the maximum wind velocities would occur at less than 25 - 50 m 

(82 - 164 ft), then would begin to decrease as height increases.   

The vertical wind profile used in the design of buildings per ASCE 7-05, unlike that of a 

downburst, continually increases with height.  Using this wind speed, the ASTM 7-05 design 
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methodology based on factors such as the size of the building, height, etc. can be followed to 

create a vertical wind profile of the design pressures for the building cladding and components 

(see ASCE 7-05 (2005) for a more detailed explanation). This wind profile increases 

significantly in the first 15 ft (5 m) then continues to slowly increase with height at a rate that 

varies with the specified exposure level of the building in question.   

An example of the comparison of these two different profiles is shown in Figure 5.1. In this 

figure, V/Vmax is the normalized wind velocity and Z/Z0.5*Vmax is the height divided by the half-

velocity height. These scales are used so that multiple datasets can be compared on one graph. 

The dotted line represents the atmospheric boundary layer (similar to that of ASCE 7-05) and the 

other data points are results from multiple studies. From this figure, it is clear that the two wind 

profiles are different.  Thus it is possible that above the height of 33 ft, depending on the size of 

the downburst, that the downburst wind speed is greater than that of the wind speed predicted by 

ASCE 7-05. Further analysis and research is needed to confirm this issue.  
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Figure 5.1: Downburst mean velocity profile: comparison with laboratory experiments, empirical 
models and with a typical boundary layer profile (Kim and Hangan 2007) 

 

5.2 EUROPEAN IEC 61646 MECHANICAL LOAD REQUIREMENTS  

AND GFPM PREDICTED LOAD RESISTANCE 

It is also relevant to compare the predicted load resistance of the TFPV panels from the model 

used in this research with that of the loads used to test TFPV panels.  Currently one standard test 

exists that uses standardized test procedures to test and certify TFPV panels.  This standard, IEC 

61646 – “Thin-film terrestrial photovoltaic (PV) modules – design and qualification and type 

approval” was developed in 1996 to standardize testing of thin-film PVs such as those used in 

BIPV applications. A test standard for the United States specifically has not yet been developed. 

The IEC 61646 standard, recognized throughout much of Europe, tests many different aspects of 

new TFPVs, including tests such as temperature, performance under different solar conditions, 
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thermal cycling, damp heat, twisting, and, most important and relevant to this research, 

mechanical load testing. In comparing the predicted performance of TFPVs with the prescribed 

load in IEC 61646 a better understanding of the relevance of the standard load can be 

understood.  

Part of the IEC 61646 test requires that both the front and back of the solar panel withstand two 

cycles of 2400 Pa (50 psf) for 1 hour.  As discussed previously, glass behaves differently based 

on the duration of the load induced on it.  The strength of glass predicted in this research is for a 

3-second load, thus to translate a 1 hour load (3600 seconds) to a 3-second load, for purposes of 

comparison, following ASTM E1300, 2400 Pa is divided by a factor of 0.64 (Table X6.1 in 

ASTM E1300 (2009)), which yields a pressure of 3750 Pa (78.32 psf). For the five sizes used in 

this research, the probability of failure of the TFPV predicted by the GFPM model used in this 

research ranges from less than 8:1000, the design value assumed for ASTM E1300 (39 x 39 and 

20 x 40.5 inch) to a nearly 70% failure probability (66 x 96 in) (see Figure 4.12).  While the 66 x 

66 and 66 x 96 inch sizes are significantly larger than most BIPV panels surveyed, it is worth 

noting their failure probabilities are very large. Table 5.1 lists the failure probabilities for each of 

the five sizes considered.  

 
The percentages in Table 5.1, particularly those of the 36 x 76 inch, 66 x 66 inch and 66 x 96 

inch size BIPVs can be misleading. These sizes are significantly larger than that of the solar 

panels surveyed.  It is likely that if manufacturing solar panels of this size were to be used, that 

thicker glass would be used for the front and back lites, equating to a greater strength and 

resistance to the given load.  
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5.3 DOWNBURST DESIGN WIND LOADS AND GFPM PREDICTED 

LOAD RESISTANCE 

Ultimately the design wind loads determined from the probabilistic downbursts wind model are 

now compared with the probabilistic strength distribution of the BIPVs used in building facades. 

Based on these, a failure probability model is derived for BIPVs specific to the Washington 

D.C.-Baltimore metropolitan region.  

From Table 5.2 it is shown that only the largest of the five sizes considered had a large enough 

predicted probability of failure to be recorded.  From this it can be concluded that if only the 33 

ft design wind pressures are considered, then a building’s BIPVs should be able to withstand the 

downburst occurrences in the WBMA.  Further analysis of the vertical profiles of the downburst 

and ASCE 7-05 specified wind load design curves is needed to compare these two in more detail.  
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Table 5.1: Failure Probabilities of Five TFPV BIPV Panels at the Equivalent 3-second Uniform 

Pressure Specified by IEC61646 
 

36 x 76 in. 66 x 66 in. 66 x 96 in. 39 x 39 in. 25 x 40.5 in. 

2.76 % 19.1 % 69.9 %* 0.19 % 0.02 %  
  
* This value is very high, however it should be noted that few to none of TFPV are this large in size, regardless if 
they were they likely would use thicker glass to compensate for the large size 
 
 

 
 

Table 5.2: Failure Probabilities of Five TFPV BIPV Panels at the 3-second Uniform Pressure 
Predicted by the Downburst Wind Pressure in the WBMA 

 

Strike Factor Pressure 36 x 76 in. 66 x 66 in. 66 x 96 in. 39 x 39 in. 25 x 40.5 in. 

0.00297 -- -- -- -- -- -- 

0.0283 14.39 Negligible Negligible 0.028 % Negligible Negligible 

1  Negligible 0.028 % 0.17 % Negligible Negligible 
Note: “Negligible” in this chart indicates a failure probability of less than 0.001% 
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CONCLUSIONS AND FUTURE WORK  

Thin-film building integrated photovoltaics (BIPVs) are technologies that are being implemented 

in buildings today, uniquely producing clean energy from the sun’s light while simultaneously 

acting as the building’s weather-resistant envelope.  Of the many potential causes of failure of 

these primarily glass solar panels, extreme loading can cause failure of the BIPV panel.  

Downbursts have the potential to produce extreme winds capable of causing these panels to fail.  

This research focuses on this issue through a region-specific approach – utilizing the Washington 

D.C.- Baltimore metropolitan area (WBMA) as the area of analysis. 

In this research first a region-specific probabilistic load model of downburst winds has been 

created for the WBMA.  Downburst data was obtained from both the Storm Event Database, 

available through the National Climactic Data Center and the National Weather Service, and 

through a search conducted of WBMA news papers, news wires, and other publications.  This 

data was then compiled and modeled using Type I and III extreme value distribution functions.  

Using a goodness-of-fit test, the Type III distribution is found to fit the dataset best, although it 

did not provide a satisfactory fit due to lack of sufficient downbursts data in the region.  A 

slightly better fit is found when the dataset is limited only to the downbursts with reported wind 

speeds, using very similar distribution curve parameters. A stochastic model was adopted to 

predict the 50-year wind loads that downbursts occurring in the WBMA would subject to the 

building in this area.  Depending on the strike factor assumed in the stochastic model, the 50-

year design wind speeds (79 – 93 mph) were both slightly above and below the 50-year design 

wind speeds specified for the WBMA by ASCE 7-05 standards (90 mph). Using the 
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methodology of ASCE 7-05, these wind speeds were then converted to velocity pressures for 

purpose of comparison with the strength of the BIPV panels. 

The behavior of BIPVs installed on the facades of buildings subjected to uniform wind loading 

was next accomplished. Assuming that the thin-film layer (TF) and the transparent conducting 

oxide (TCO) can be neglected because of their high stiffness and very small thickness, the TFPV 

panels are modeled with an assumption that their behavior is that of a laminated glass plate. The 

glass failure prediction model (GFPM) is then used to predict the probability of failure of the 

BIPV panels under uniform loading, and with simple supports on four sides.  In comparing the 

strength of the BIPV panels to the load effect of the downburst-induced design wind loads in the 

WBMA, only for large panels (> 66 in) was the probability of failure due to downbursts is 

measurable, although it was still less than the design 8/1000 probability of failure specified by 

the current design standards for glass - ASTM E1300. Caution should be exercised in 

interpreting this since a number of assumptions were made in deriving this. It is also concluded 

that the downburst loads (14-20 psf) are less than the loads at which they are currently required 

by IEC 61646 (60 psf equivalent 3-second load), a standard primarily used in Europe for testing 

of thin-film BIPVs.  

In future work it is proposed that the modeling of TF BIPVs as laminated glass be verified 

through uniform pressure testing.  It is also proposed that the probabilistic model created in this 

research be further expanded to include consideration of the height above the ground on the 

downburst wind speed as it compares to the TF BIPV panels strength.  
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APPENDIX A 

A.1  EXTREME VALUE DISTRIBUTION TYPES 

A.1.1 Type I –Extreme Value Distribution  

The Gumbel or Type I extreme value distribution (EVD) has two forms, one based on the 

smallest extreme and the other based on the large extreme. These are called the minimum and 

maximum extremes respectively. For this, as for other wind data cases, the maximum form of the 

Type I EVD is used.  The general formula for the probability density function (PDF) of this 

distribution is: 

���� �  � #$��$¯�¡#$+,�-,°�±
 

  The probability distribution function (i.e. cumulative distribution function (CDF)) is: 

5��� �  1 � #$+�-,°�±
 

The function is based on two parameters: �, the scale parameter, and ², the location parameter.  

A.1.2 Type III –Extreme Value Distribution 

The Weibell or Type III EVD general formula for the PDF of this distribution is: 

���� �  C�  9� � ²� :�³$
� #$���$¯� ¡⁄ �´
 

In the case where ² � 0 (location parameter) then the distribution can be reduced to its simpler 

form called the 2-parameter Type III EVD: 

���� �  �C¡  �x��¡$
�#$9�³:±
 

  The probability distribution function (i.e. cumulative distribution function, CDF) is: 
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5��� �  1 � #$9�³:±
 

The function is based on two parameters �, the scale parameter, and C, the shape parameter.  

A.2 DISTRIBUTION PARAMETER ESTIMATION METHODS 

A.2.1 Method of Moments 

The method of moments is one of the oldest methods to estimate population parameters. In this 

method, it is important to examine two moments: 

Mean – first moment about the origin 

Variance – second moment about the mean 

The respective kth moment about the origin for a discrete or continuous random variable is: 

r¶· � ¸ �¶�������¹$¹      or     r¶· � ∑ �
¶D���
� 

In which x is the random variable, ����� is its density function, n is the number of elements in 

the underlying sample space of X, and D���� is the probability density function. The first moment 

about the origin, where k=1 in the above equations yields the mean of X and is denoted as �F. 
Because the downburst data is discrete rather than continuous, only the discrete equations will be 

shown below.  The generalized function of this is denoted as: 

¤�º���� � 	 º��
�D���
�X

�
  

To obtain the parameters for the Type I EVD from sample mean �F and standard deviation � , the 

following equations are used, as developed from the more generalized equations above C is the 

Euler-Mascheroni constant » .577 ) in the method of moments: 
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� � ¼¡√¦   or  � � ¼¾√¦ 

�F � ² y ³¡  or   ² � �F y .¿&&¡  

To obtain the parameters of the Type III EVD distribution, the coefficient of variation is first 

obtained from the equations of the first and second moments and used to calculate �: 

À� � ÁΓ Ã1 y 2�Ä � Γ� Ã1 y 1�Ä
Γ� Ã1 y 1�Ä  

Then � is calculated: 

� � [ �FΓ Ã1� y 1Äa¡
 

 

A.2.2 Maximum Likelihood Estimation 

Maximum likelihood parameter estimation is based on the principle of calculating values of 

parameters that maximize the probability of obtaining the particular sample. The likelihood of 

the sample is the total probability of drawing each item in the sample. The total probability is the 

product of all the individual item probabilities. This product is then differentiated with respect to 

the parameters and the resulting derivatives are set to zero to achieve the maximum. Maximum 

likelihood solutions, however, do not always produce solvable equations.    

Given the Type I EVD as an example, the likelihood function, L, is defined as: 
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Taking the natural log of both sides: 

{ }[ ]∑
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)(exp)()ln()ln( ασασσ  

The partial derivative of the equation must be taken for each variable being estimated, thus: 
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Setting the two partial differentials to zero for their maxima and solving simultaneously for α 

and σ the MLE can be obtained. The same methodology can be followed for the Type III EVD 

but is not shown here.  

A.3 GOODNESS-OF-FIT TESTS: 

A.3.1 Anderson-Darling (A-D) Test: 

The A-D test is one of several goodness-of-fit techniques, but is only possible to calculate for 

continuous distribution functions. Its purpose is to decide whether to accept or reject Ho, the null 

hypothesis that states that the sample data follows the given distribution.  

It is important to note that the acceptance of Ho for a given level of confidence does not mean 

that the population in fact is that distribution. It means that Ho cannot be rejected. Thus for a 

defined confidence level where Ho is accepted, there is not enough evidence to indicate that the 

data does not follow the given distribution. The A-D distribution is often preferred over the 
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Komolgorov-Smirnov (K-S) test because it is more sensitive to deviations in the tails of the 

distribution. 

The A-D is defined by: 

Ho : The data follow the specified distribution 

Ha : The data follow the specified distribution 

For Type I and III distributions the following equations are used to determine A2, the test statistic 

for the A-D test: 

G� � �p � �1p� 	�2Å � 1��ln��
� y ln �1 � �X$
Æ
��X

�
  

Where n is the sample size and w is the cumulative distribution function (CDF) for the 

distribution under consideration. For small samples A2 is modified using the following equation: 

G�� � G� �1 y 0.2√p� 

The critical values obtained from the calculation of A2 are the following for different levels of 

significance (α): 

Table A.0.1: Critical Values for Anderson-Darling Test (D'Agostino and Stephens 1986) 

Statistic Values � 0.1 0.05 0.025 0.01 
A2 0.637 0.757 0.877 1.038 

 

The A-D method is often preferred over the K-S test for the following reasons: 

• The K-S test tends to be more sensitive near the center of the distribution than the tails, 

while A-D gives more weight to the tails. 
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• The K-S is not valid if the PDF and CDF parameters are estimated from the data, while 

A-D can be used for this application. 

• The A-D is more sensitive to the lack of fit of the Type III EVD than the K-S test (Evans 

et al. 1989).  

A.3.2 Kolmogorov-Smirnov (K-S) Test 

The K-S test (Kolmogovro 1933) is an alternative to the A-D test, but serves the same purpose of 

determining the acceptance or rejection of Ho, the null hypothesis that states that the sample data 

follows the given distribution.   

The K-S is defined by: 

Ho : The data follow the specified distribution 

Ha : The data does not follow the specified distribution 

Given n ordered data points (smallest to largest), Y1, Y2… Yn, the empirical distribution function 

(ECDF) is defined as: 

¤X � Ç�Å�p  

Where N(i) is the number of data points less than Yi.  

The test statistic D, the maximum absolute difference between the values of the cumulative 

probability distribution of the sample size n and the specified cumulative probability distribution 

function, can be determined by the following equation: 

È � max
É
ÉX ª5�Ê
� �  Å � 1p , Åp � 5�Ê
�« 

Where F is the CDF being evaluated. 



 

 

 

A.4 POISSON PULSE PROCES

This process involves the use of three random variables 

(number of downbursts/year), di 

– intensity (mph) of the “i”th downburst with a probability distribution function (a.k.a 

cumulative probability distribution) of 

square wave represents one downburst with a duration d and an intensity w. The subscript “i” 

represents the “i”th downburst over a given period of time. 

 

Figure 

To obtain the probability of exceedence of a given wind speed for a given time peri

downbursts, the probability is first defined by an upcross rate 

speed measured will exceed a threshold or barrier level value 

design life time from t=0 to T. This is explained using th

POISSON PULSE PROCESS AND UPCROSS RATE: 

This process involves the use of three random variables - λ - occurrence rate of downbursts 

 – duration of the “i”th downburst (with a mean values of µ

intensity (mph) of the “i”th downburst with a probability distribution function (a.k.a 

cumulative probability distribution) of Fdb (w). A diagram of this process is shown below. Each 

wnburst with a duration d and an intensity w. The subscript “i” 

represents the “i”th downburst over a given period of time.  

 

Figure A.1:  Poisson Pulse Process (Li 2000) 

To obtain the probability of exceedence of a given wind speed for a given time peri

downbursts, the probability is first defined by an upcross rate – or the rate at which the wind 

speed measured will exceed a threshold or barrier level value a(t) sometime in the structure’s 

design life time from t=0 to T. This is explained using the following equation: 
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occurrence rate of downbursts 

downburst (with a mean values of µd), Wi 

intensity (mph) of the “i”th downburst with a probability distribution function (a.k.a 

A diagram of this process is shown below. Each 

wnburst with a duration d and an intensity w. The subscript “i” 

To obtain the probability of exceedence of a given wind speed for a given time period for 

or the rate at which the wind 

sometime in the structure’s 
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;�<� �  Ë ��Ì��Ìv
)                  

In this equation p(0) is the probability that wind at a given location exceeds the threshold wind 

speed at the beginning of the evaluation period t=0 – this value is considered to be zero.  ��Ì� is 

the upcross rate as described above. The evaluation of this integral is obtained through the 

following process as outlined in Structural Reliability Analysis and Predictions by Melchers 

(1987).  

A process having rectangular pulses of intensity Wi and length di are described as: 

W�λ, d, t, tU, � �  WU, when the downburst occurs  
        �  0,           at all other times      

a(t)

 

Figure A.1: Poisson Pulse Process Diagram Modified to Include a(t) – Generalized Threshold Value 

as a Function of Time  

The level of the upcross rate �tÆ�<� of the pulses above the threshold value can be obtained 

directly from the limit as duration,  � Ô 0.  The probability that W(t) starts out below the 

threshold value a(t) or �T�<� Õ o�<�� then by the end of the duration, has crossed it so that 

T�< y ∆<� is greater than a(t)  or �T�< y ∆<� × o�<�� is equal to:  



 

115 

 

 

DØ�T�<� Õ o�<�� Ù �T�< y ∆<� × o�<��Ú 
Taking the limit of this expression, multiplied by @  or the occurrence rate of these downburst 

wind events, the following expression is created: 

�tÆ�<� � lim∆vÛ) Ü 1∆< �D��;Ým���Åpº Åp ∆<��@Þ 
                                              � lim∆vÛ) Ü 1∆< �DØ�T�<� Õ o�<�� Ù �T�< y ∆<� × o�<��Ú@Þ 

To simplify the following equation into one that can be more easily evaluated the following 

things are considered. First in this case, a(t) represents the threshold value of the wind speed, or 

the design wind speed which is constant throughout time t called Vd. This is substituted in the 

equation: 

 �tÆ�<� � lim∆vÛ) Ü 1∆< �DØ�T�<� Õ �A� Ù �T�< y ∆<� × �A�ÚCÞ 
Second, the union of two statistically independent events such as those given above is equal to 

the multiplication of the probabilities of each of the events (i.e. D�G Ù q� � D�G�D�q� where A 

represents �T�<� Õ o�<�� and B represents �T�< y ∆<� × o�<��. Additionally, based on the 

definition of a generalized cumulative distribution function F(x) being the probability of a 

density function ���� less than a given value x: 

5��� �  D�ß Õ �� �  Ë �������
$¹  

Translated into the terms used in this paper where Vd is the wind speed threshold value: 

5AB��A� �  D�T
�<� Õ �A� �  Ë ��Ì��Ìà�
$¹  
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The probability that W(t) will be less than a(t) as time approaches zero is equal to the cumulative 

probability function of that density function Fdb(a(t)). Also based on this same definition, the 

probability that T�< y ∆<� will be larger than a(t) is equal to one minus that cumulative density 

function: 

=��� �  D�ß × �� �  1 � F��� 

Translated into the terms used in this paper: 

=AB��A� �  D�T
�< y ∆<� × �A� �  1 � 5AB��A� 

 Substituting these into the original equation, the final equation obtained is: 

��<� � 5AB��A�=AB��A�@ 

When Vd is large and constant, as is the case in this equation, then 5AB��A� » 1 because the wind 

values almost always are below the threshold value except in rare cases, the expression for the 

upcross rate then becomes a much more usable equation: 

��<� � =AB��A�@ 

The exceedence probability of a given set of wind data due to downbursts over the threshold 

value Vd is then found by multiplying the upcross rate by time t to get the probability over a give 

time. 

;�<� � �< � =AB��A�@< 
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