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 Laser-driven particle accelerators have the potential to be a compact and cost-

effective replacement for conventional accelerators. Despite the significant 

achievements of laser wakefield acceleration in the last two decades, more work is 

required to improve the beam parameters such as the energy spread, emittance, 

repetition rate, and maximum achievable energy delivered by these advanced 

accelerators to values comparable to what conventional accelerators offer for various 

applications.   

The goal of this dissertation is to lower the threshold of the laser pulse energy 

required for driving a wakefield and in turn enable higher repetition rate particle 

acceleration with current laser technology. In the first set of electron acceleration 

experiments presented in this dissertation, we show that the use of a thin gas jet target 

with near critical plasma density lowers the critical power for relativistic self-



  

focusing and leads to electron acceleration to the ~MeV range with ~1pC charge per 

shot, using only ~1mJ energy drive laser pulses delivered by a 1kHz repetition rate 

laser system. These electron beams accelerated in the self-modulated laser wakefield 

acceleration (SM-LWFA) regime have a thermal energy distribution and a rather 

large divergence angle (>150mrad). In order to improve the energy spread and the 

divergence, in the second set of the experiments, we employ a few-cycle laser pulse 

with a ~7fs duration and ~2.5mJ energy as the driver, to perform wakefield 

acceleration in the bubble regime using near critical plasma density targets. The 

results show a significant improvement in the energy spread and divergence of the 

beam. The electron bunches from this experiment have a quasi-monoenergetic peak at 

~5MeV with an energy spread of ∆E/E≃0.4 and divergence angle of ~15mrad.  

These results bring us closer to the use of tabletop advanced accelerators for various 

scientific, medical, and industrial applications.   
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Chapter 1: Introduction 

1.1 Motivation  

High energy particle accelerators are well known for their critical role in 

fundamental physics discoveries, but they also have a wide variety of applications in 

industry, medicine, security, and energy and environmental fields  [1]. There is a 

large demand for charged particle beams at a wide range of energies spanning less 

than a mega-electron-volt (MeV) up to a tera-electron-volt (TeV). Particle 

accelerators employ electric and magnetic fields in various designs and geometries to 

convert field energy into charged particle kinetic energy, and to steer, transport and 

focus them [2]. 

 In an accelerator employing radio frequency (RF) electromagnetic fields, such 

as linear accelerators (linacs), the maximum electric field is limited by the electrical 

breakdown of the accelerator structure’s material to ~100𝑀𝑉/𝑚  [3,4]. This sets a 

minimum length for linacs depending on target energy. For a circular accelerator 

design, where a charge bunch can circulate many times and gain more energy, the 

strength of the superconducting bending magnets used for steering the beam, and the 

synchrotron radiation losses, set the minimum radius for the accelerators; they are 

larger and more expensive for higher target energies. The top panel of Fig. 1.1 shows 

an aerial photo of Stanford Linear Accelerator Center (SLAC). The 3.2km long 

SLAC linac, composed of a sequence of RF cavities fed by klystron RF tubes, can 

accelerate electrons up to 50𝐺𝑒𝑉. Current schemes for linear colliders propose 
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accelerators tens of kilometers long for electrons/positrons to reach the ~𝑇𝑒𝑉 energy 

range  [5].  

 

Figure 1.1. Conventional accelerator compared to a laser wakefield accelerator. 

(Top) aerial photo of Stanford Linear Accelerator Center (SLAC), a 3.2 km long RF 

accelerator which can accelerate electrons up to ~50GeV. 

(https://www6.slac.stanford.edu). (Bottom) Particle-in-cell simulation result 

illustrating laser driven wakefield acceleration of electrons.  

 

With RF accelerators running into cost and physical size limits, developing a 

new generation of compact, portable, and cost-effective accelerators is necessary and 

beneficial for many applications. Laser-plasma based acceleration proposed about 

forty years ago [6], is a leading concept for a new generation of accelerators, using 

plasma waves formed in the wake of a high intensity laser pulse as the accelerating 

structure. 
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4 𝑚

1km

  

https://www6.slac.stanford.edu/
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Plasmas, being already ionized, avoid the electrical breakdown problem, and 

can handle accelerating electric fields thousands of times larger than conventional 

accelerators, exceeding the 100𝐺𝑉/𝑚 range [7]. This technique could potentially 

shrink a 50 GeV accelerator size from many kilometers down to a number of room 

size laser-driven stages (possibly less than 10), and in turn, lower the final costs 

significantly [8]. The bottom panel of Fig. 1.1 shows a particle-in-cell (PIC) 

simulation result illustrating laser-driven electron acceleration. The laser pulse ionizes 

a gas target, ejects many of the electrons out of its path through the ponderomotive 

force, and drives an electron density wave, or plasma wave, in its wake. The electric 

field of the plasma wave can accelerate some of the electrons that are injected, by an 

external source or from the plasma itself, provided that they remain in phase with the 

wave. 

In the last two decades, owing to the development of increasingly intense 

ultrashort pulses, laser plasma accelerators have generated quasi-monoenergetic 

electron bunches with low energy spread and low emittance  [9–11] reaching to the 

energies in the GeV range [12], polychromatic bunches of lower quality up to 8 

GeV [13], and Gamma rays with MeV range energy [14].  

Despite the significant successes of laser wakefield acceleration, depending on 

the intended application, much more work is needed to improve the electron energy 

spread, emittance, peak energy, shot to shot stability, energy conversion efficiency, 

and beam focusability.  

Many of the experiments on laser-driven wakefield acceleration are carried 

out using lasers with very high pulse energies, which are only accessible in large laser 
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facilities. Such high energy laser pulses are naturally limited to low repetition rates 

(<10Hz) with current laser technology. However many applications demand higher 

repetition rate and only require moderate energies. 

Laser wakefield acceleration using high repetition rate low energy drive 

pulses opens the door for multiple applications that do not require accelerated 

electrons with energies more than a few hundred MeV, an energy range typically 

necessitating high energy, low repetition rate systems. Proof of concept experiments 

have already used <10MeV electron beams from laser wakefield acceleration, and the 

𝛾 rays from Bremsstrahlung conversion of the beams for radiography [15,16]. Lower 

energy electron bunches, ≤1MeV, can be useful for ultrafast electron diffraction with 

high temporal resolution [17].   The goal of the research of this dissertation is the 

generation and optimization of high repetition rate relativistic electron bunches at 

several MeV energies. 

1.2 Dissertation outline  

 Laser plasma interaction involves complicated evolution of the laser pulse and 

the plasma. This is especially important for the less explored near-critical plasma 

density regime, and the broadband laser pulses used for the experiments in this thesis. 

The rest of this chapter will briefly discuss the basics of intense laser matter 

interaction and the resulted bandwidth broadening, followed by an introduction to the 

physics of laser wakefield acceleration. Many of the derivations in this chapter follow 

those of references [18,19]. In Chapter 2, a detailed description of the experimental 
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setup is given in addition to a brief introduction to high power ultrashort pulse lasers, 

generation of few-cycle pulses, and methods used to measure and characterize them. 

Lowering the threshold pulse energy required for driving a relativistic plasma 

wave is done by employing a high density, thin gas jet target. Chapter 3 describes 

how the use of cryogenically cooled gases leads to the generation of high density 

targets for laser plasma interaction experiments, and discusses the measurements of 

gas density and the characterization of clusters (density and average size) formed 

from isentropic expansion of the gas jet. 

 In Chapter 4, the kHz repetition rate acceleration of electrons using ~10mJ 

Ti:sapphire laser pulses and a high density gas target is discussed [20,21] Electron 

acceleration to ~1MeV range energies at kHz repetition rate from thin, dense gas jet 

targets was demonstrated for the first time in these experiments, using laser energies 

as low as ~1mJ. These accelerated electron bunches, however, had a large energy 

spread and divergence angle. Chapter 5 describes the use of few-cycle laser pulses to 

improve the energy spread and divergence of the electron beam,  leading to quasi-

monoenergetic electron bunches up to ~ 5MeV.  

 Clusters are very interesting targets for laser plasma interaction experiments 

and the physics of the beam propagation in clusters can be significantly different from 

unclustered gases. Chapter 6 of this dissertation describes preliminary experiments in 

the interaction of few-cycle laser pulses with clustered gas jets, where significant self-

focusing, energy deposition, and spectral modification of the laser pulses is observed. 

The dissertation concludes with a short review followed by a brief discussion of 

future research plans.  
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1.3 Intense laser matter interaction  

1.3.1 Self-focusing  

 The strong field of a laser pulse is capable of inducing an appreciable, 

intensity-dependent, refractive index change in a medium as the laser pulse is 

propagating through it [22]. The physical mechanism responsible for the change in 

refractive index can be due to an atomic or molecular electronic response, or 

molecular vibration or rotation. On a much longer timescale, thermal effects can be 

important [23]. Depending on the physical mechanism responsible for the nonlinear 

refractive index, the response time can vary from the sub-femtosecond range in case 

of response to electronic polarization, to the millisecond range for thermal 

effects  [23]. 

The total refractive index in presence of an intense electromagnetic field, to 

lowest order in the field, is 𝑛 = 𝑛0 + 𝑛2𝐼(𝑟, 𝑡), where 𝑛0is the linear refractive index 

at low laser intensity, 𝐼(𝑟, 𝑡) is the time- and space-dependent intensity of the laser 

pulse, and 𝑛2 is the nonlinear refractive index, which is related to the 3
rd

 order 

susceptibility through 𝑛2 =
3𝜒(3)

4𝜀0𝑐𝑛0
2. The nonlinear refractive index is usually positive 

and leads to an increase in the total refractive index [24]. This expression assumes 

near-instantaneous response of the dipoles (from bound or free electrons) constituting 

the nonlinear medium.  

  For the lowest order Gaussian beam, the spatio-temporal intensity dependence 

at the beam waist is 𝐼(𝑟, 𝑡) = 𝐼0(𝑡)exp (−
2𝑟2

𝑤0
2), where  𝑤0 is the spot radius (1 𝑒2⁄  
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intensity), 𝐼0(𝑡) is the intensity envelope, and 𝑟 is the transverse distance from the 

beam axis. Near the beam axis (𝑟 ≪ 𝑤0), 

 𝑛(𝑟, 𝑡) = 𝑛0 + 𝑛2𝐼0(𝑡)(1 − 2𝑟2/𝑤0
2) (1.1) 

leads to a parabolic refractive index, with maximum value on axis.  

This radially-dependent index imposes a radially-dependent phase delay and focuses 

the beam, as would a lens. This effect is called self-focusing, as the effective lens is 

created by the pulse itself. For a beam with a vacuum wavelength of 𝜆0 propagating 

in a medium with nonlinear refractive index 𝑛2 , if the peak power of the beam 

exceeds a critical value [25],  

 𝑃𝑐𝑟 ≃ 1.86𝜆0
2/4𝜋𝑛0𝑛2,  (1.2) 

self-focusing can overcome diffraction leading the beam to collapse to a singularity in 

the absence of other effects that arrest the collapse [26]. Note that in any real system, 

there is always an arrest mechanism that stops the collapse. 

1.3.2 Ionization  

 The single photon energy in the laser beam used in this thesis (<2eV) is lower 

than the ionization potential of the atoms (e.g., 13.6eV for hydrogen), so single 

photon ionization doesn’t occur in our experiments. However, as the laser intensity 

approaches 𝐼 ≃ 1013𝑊/𝑐𝑚2, other ionization mechanisms such as multiphoton 

absorption, tunnel ionization, or over-the-barrier ionization can ionize the atoms and 

molecules.    

 The relative importance of these mechanisms at different laser intensities and 

wavelengths is assessed by the Keldysh parameter [27] 𝛾𝐾 = √𝑈𝑖/2𝑈𝑝 , where 𝑈𝑖 is 
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the ionization potential of the atom, and 𝑈𝑝 =
𝑒2𝐸2

4𝑚𝑒𝜔
2 is the ponderomotive potential 

energy which is equal to the cycle averaged kinetic energy of an electron in the laser 

field. In semiclassical terms, 𝛾𝐾 is the ratio of the tunneling time to the laser period. 

 At low laser intensities and/or high laser frequencies (𝛾𝐾 ≫ 1) multiphoton 

ionization (MPI) dominates, where multiple photons are absorbed in one step. At 

higher intensity (𝛾𝐾 < 1) the laser field is strong enough to distort the Coulomb 

potential significantly so that an electron can tunnel through the distorted potential 

barrier; this is the tunneling ionization regime. Finally at very high intensities 

(𝛾𝐾 ≪ 1) the laser field can suppress the Coulomb potential completely, leading to 

“over-the-barrier” ionization.  

1.3.3 Self-phase modulation   

 Due to the time dependence of the pulse intensity envelope, the instantaneous 

refractive index varies through the temporal profile of the pulse. The electronic 

nonlinearity for both bound and free electrons is nearly instantaneous, where the 

origin of the bound electronic nonlinearity is atomic potential distortion and the free 

electron nonlinearity set by the relativistic  factor.  Assuming instantaneous response 

from the nonlinear medium and a locally near-parallel beam, the total phase shift 

experienced by the pulse after propagating a distance 𝑧 in a nonlinear medium 

is 𝜙(𝑧, 𝑡) = 𝑘(𝑛0 + 𝑛2𝐼(𝑡))𝑧 − 𝜔0𝑡 = 𝜙𝑙𝑖𝑛 + 𝑘𝑛2𝐼(𝑡)𝑧. Here 𝜔0 is the center 

frequency, 𝜙𝑙𝑖𝑛 is the linear phase shift, and  

∆𝜙(𝑧, 𝑡) = 𝑘𝑛2𝐼(𝑡)𝑧 is the nonlinear phase shift. This leads to an effective 

modulation in frequency (termed ‘self-phase modulation’ (SPM)) given by  
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𝜔(𝑡) = −

𝑑𝜙(𝑧, 𝑡)

𝑑𝑡
= 𝜔0 −

𝜕∆𝜙(𝑧, 𝑡)

𝜕𝑡
= 𝜔0 − 𝑘𝑛2𝑧

𝜕𝐼(𝑡)

𝜕𝑡
 (1.3) 

 This relation shows the addition of new frequency components and an 

increase in the pulse bandwidth. Increasing intensity(
𝜕𝐼(𝑡)

𝜕𝑡
> 0), such as in the leading 

portion of the pulse, imposes red shifts, while the trailing section (
𝜕𝐼(𝑡)

𝜕𝑡
< 0)<0) 

imposes blue shifts. The propagating pulse can change significantly owing to SPM:  

(a) material dispersion in the nonlinear medium acting on the newly generated 

frequencies can impose group velocity dispersion (GVD) and higher order dispersion 

leading to temporal envelope distortions, and (b) the same process leading to SPM 

leads to spatial phase front shifts, which can lead to self-focusing and possible 

filamentation.  

 For a Gaussian pulse with central frequency 𝜔0 and pulse length 𝜏𝑝 (FWHM 

of intensity, 𝐼(𝑡)) the electric field in the time domain 

is  (𝑡) =  0exp (−(
𝑡

𝜏
)
2

) exp(−𝑖𝜔0𝑡), where 𝜏 =
𝜏𝑝

√2ln2
, and  0is the maximum field 

amplitude. Accumulation of nonlinear phase modifies the electric field to  (𝑡) =

 0exp(− (
𝑡

𝜏
)
2
)exp(−𝑖𝜔0𝑡 + 𝑖𝑘𝑛2𝐼(𝑡)𝑧). The spectral intensity of the pulse can then 

be calculated through the Fourier transform  

 
| (𝜔)|2 = |

1

2𝜋
∫  0exp [− (

𝑡

𝜏
)
2
]exp[−𝑖𝜔0𝑡 + 𝑖𝑘𝑛2𝐼(𝑡)𝑧)

∞

−∞

𝑑𝑡|

2

   (1.4) 

 Figure 1.2 illustrates the self-phase modulation effect on a short laser pulse, 

by comparing the electric field, instantaneous frequency, and the power spectrum 

before and after self-phase modulation. For a Gaussian pulse Eq. 1.3 predicts a 
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symmetric spectral broadening, which can be approximated by a linear chirp near the 

peak intensity. Since some newly generated frequency components interfere with 

frequencies already in the laser bandwidth, the spectrum shows oscillations.  

 Note that the assumption of instantaneous nonlinear medium response leads to 

symmetric bandwidth broadening from a symmetric pulse. However, depending on 

the physical origin of the nonlinearity, there might be a delayed response time. In this 

situation the leading edge of the pulse could experience a different transient refractive 

index than the trailing edge, leading to asymmetric spectral broadening  [28].  

 

Figure 1.2. Self-phase modulation (SPM) broadens the spectrum of a laser pulse.  

Before the action of SPM, the pulse carrier frequency is fixed (middle left). After 

SPM, the bandwidth increases with red frequencies generated at the leading edge and 

blue frequencies at the trailing edge of the pulse. The frequency increases linearly 

near the peak of the pulse (green line). Since some newly generated frequency 

components interfere with frequencies already in the laser bandwidth, the spectrum 

shows oscillations (bottom right).     
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  Due to the intensity-dependent refractive index, the group velocity at the 

center of the pulse is lower than at the leading and the trailing edges. This causes 

pulse steepening at the trailing edge  [29] and leads to asymmetric broadening toward 

blue frequencies.  

 As the beam intensity increases due to self-focusing, multiphoton ionization 

and tunneling generate a plasma that reduces the refractive index according to ∆𝑛 =

−
𝑁𝑒

2𝑁𝑐𝑟
, where 𝑁𝑒 is the free electron density, and 𝑁𝑐𝑟 is the critical plasma density. 

The sudden onset of ionization leads to a quick drop in the refractive index and 

causes a significant blue shifting of the pulse spectrum through Eq. 1.3:  ∆𝜔(𝑡) =

−
𝜕∆𝜙( ,𝑡)

𝜕𝑡
=

𝜋𝑛0

𝜆0𝑁𝑐𝑟

𝑑

𝑑𝑡
∫𝑁𝑒(𝑡)𝑑𝑧 [30]. Even though this blue shifting can help to 

increase the bandwidth, when we generate broadband supercontinuum for few-cycle 

pulses we keep the intensity below the ionization threshold to avoid energy 

absorption and distortion of the beam profile by plasma.  

  

1.4 Laser wakefield acceleration 

1.4.1 Electron motion in an intense electromagnetic field 

 To understand the motion of a free electron in an electromagnetic field we can 

start with the relativistic Lorentz force equation [31],  

 𝑑𝐩

𝑑𝑡
= −𝑒(𝐄 + 𝐯 × 𝐁/𝑐)    (1.5) 
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where 𝐩 = 𝛾𝑚𝑒𝐯 is the electron momentum, written in terms of the electron 

velocity 𝐯, the Lorentz factor 𝛾 = (1 −
𝑣2

𝑐2
)−1/2, and the electron mass 𝑚𝑒. The 

electric and magnetic fields 𝐄 and 𝐁 can be derived from scalar and vector potentials  

𝛷 and 𝐀, through 𝐄 = −𝛻𝛷 −
1

𝑐

𝜕𝐀

𝜕𝑡
, and 𝐁 = 𝛻 × 𝐀. Using the normalized vector 

potential 𝐚 =
𝑒𝐀

𝑚𝑒𝑐
2, normalized scalar potential 𝜙 =

𝑒𝛷

𝑚𝑒𝑐
2, and the normalized 

momentum 𝐮 =
𝛾𝐯

𝑐
=

𝐩

𝑚𝑒𝑐
, the Lorentz force equation becomes 

1

𝑐

𝑑𝐮

𝑑𝑡
= 𝛻𝜙 +

1

𝑐

𝜕𝐚

𝜕𝑡
−

𝐮

𝛾
×

(𝛻 × 𝐚). This equation can be further simplified using 
1

𝑐

𝑑

𝑑𝑡
= (

1

𝑐

𝜕

𝜕𝑡
+

𝐮

𝛾
. 𝛻) and 

rearranging the terms to get  

 1

𝑐

𝜕𝐮

𝜕𝑡
−

1

𝑐

𝜕𝐚

𝜕𝑡
+ (

𝐮

𝛾
. 𝛻) 𝐮 = 𝛻𝜙 −

𝐮

𝛾
× (𝛻 × 𝐚)   (1.6) 

  Perturbative expansion of Eq. 1.6 and retention of the leading order 

normalized momentum term leads to 𝐮⊥ = 𝐚⊥. This term describes the quiver motion 

of the electron and it is an exact solution in the 1D case, illustrating the conservation 

of canonical momentum. For the 3D case, and a laser pulse with a sufficiently large 

spot size 𝑤0 ≫ 𝜆, the quiver motion is still the leading order of electron motion in the 

transverse direction [18,19].  

 For the next order term, defining 𝛿𝐮 = 𝐮 − 𝐚, using the vector 

identity 
1

2
𝛻𝑢2 = (𝐮. 𝛻)𝐮 + 𝐮 × (𝛻 × 𝐮) and the Lorentz factor in terms of the 

normalized momentum, 𝛾 = √1 + 𝑢2, leads to 

 1

𝑐

𝜕

𝜕𝑡
(𝛿𝐮) = 𝛻(𝜙 − 𝛾) +

𝐮

𝛾
× (𝛻 × 𝛿𝐮). (1.7) 

The last term on the right hand side of Eq. 1.7 can be neglected assuming electrons 

have zero momentum before the arrival of the laser pulse  [32,33]. The 𝛻𝜙 term is 
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responsible for space charge force, and the 𝛻𝛾 terms leads to the nonlinear 

ponderomotive force 𝐅𝑝 = −𝑚𝑒𝑐
2𝛻𝛾. 

 The peak laser intensity can be expressed in terms of the normalized vector 

potential as  

 
𝑎0 = √

2𝑒2𝜆2𝐼0

𝜋𝑚𝑒
2𝑐5

≃ 8.5 × 10−10𝜆[ 𝑚]√𝐼0[
𝑊

𝑐𝑚2]  (1.8) 

where 𝜆 is the laser wavelength in  𝑚 units, and 𝐼0 is the peak intensity in 
𝑊

𝑐𝑚2. The 

normalized vector potential 𝑎0 is the ratio of an electron’s cycle average quiver 

energy to its rest energy, and it is typically used to distinguish between relativistic 

𝑎0 ≥ 1 and nonrelativistic 𝑎0 < 1 regimes.  

 Figure 1.3 depicts the motion of a free electron in an intense plane 

electromagnetic wave 𝐚 = 𝑎0cos(𝑘𝑧 − 𝜔𝑡)𝐞𝑥for two different values of 𝑎0. The 

motion in the lab frame consists of a transverse oscillation and a drift with the 

velocity of 
 𝑣𝐷

𝑐
=

𝑎0
2

4+𝑎0
2 which becomes more important for relativistic intensities [34]. 

The right panel of Fig. 1.3 shows electron trajectories as seen in a frame moving at 

two values of  𝑣𝐷 (which depends on 𝑎0). If we consider the effect of the temporal 

profile of the laser pulse on the trajectory, the electron starts from rest, oscillates with 

increasing amplitude as the laser intensity increases, and eventually comes back to 

rest once the laser pulse has passed, with no net energy gain  [34–36].   
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Figure 1.3. Electron motion in a plane wave in the lab frame (left plot) and in frames 

moving with the drift velocity 
𝑣𝐷

𝑐
=

𝑎0
2

4+𝑎0
2  along the beam propagation direction (right 

plot) for two different beam intensities. The laser is linearly polarized along 𝑥. 

 

1.4.2 Ponderomotive force and plasma waves  

 In the linear limit (𝑎 ≪ 1) the ponderomotive force can be written in the 

form 𝐅𝑝 = −𝑚𝑒𝑐
2𝛻 (

𝑎2

2
). In the 3D case with the finite transverse extent of the pulse, 

the transverse gradient of the intensity ejects plasma electrons from the focal region. 

Figure 1.4 compares the motion of electrons starting at different transverse distances 

from the beam axis. The intensity gradient near the beam axis is smaller compared to 

the regions near the intensity FWHM, reducing the ponderomotive drift there, while 

those electrons very close to the beam axis experience larger laser fields. These 

electrons undergo a higher amplitude quiver motion superimposed on a 𝐄 × 𝐁 drift, 

and persist longer in front of the pulse  [37,38].  

 The direction of the ponderomotive force is the same for electrons and ions, 

always away from the higher intensity sections of the beam. However, the 



 

 

 

 

15 

 

ponderomotive force is inversely proportional to the particle mass (note the mass 

factor in 𝐚 =
𝑒𝐀

𝑚𝑒𝑐
2), making the acceleration proportional to the inverse square of the 

particle mass. Since the ions are much more massive than electrons, e.g., for the 

proton,
𝑀𝑝

𝑚𝑒
~1836, ion acceleration from the ponderomotive force is ignorable. 

 In a plasma, as the electrons are pushed out of the high laser intensity region 

due to the ponderomotive force, the 𝛻𝜙 term in Eq. 1.7 comes into play by pulling the 

electrons back and making them oscillate back and forth through the positive region 

left behind the laser pulse.  

 

Figure 1.4. Electron trajectory along polarization direction (𝑥). The fast oscillation is 

the quiver motion at the driver frequency, and the drift is due to ponderomotive force 

ejecting electrons out of the focal region. The electrons very close to the beam axis 

experience less intensity gradient, gain 𝐄 × 𝐁 drift and persist longer in front of the 

pulse. The sharp cusps of the trajectory are not shown here.  

 

 The plasma frequency, 
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𝜔𝑝 = √

4𝜋𝑁𝑒2

𝑚𝑒
   (1.9) 

describes the collective oscillation of electrons in response to perturbations in an 

initially neutral plasma, where 𝑁 is the electron number density. We can also define a 

plasma frequency for ions 𝜔𝑝𝑖 = √
4𝜋𝑁𝑖𝑞

2

𝑀
 , where 𝑁𝑖 is the number density, and 𝑞 

and 𝑀 are the ion’s charge and mass. Given the much heavier mass of ions compared 

to the electrons, they have much smaller plasma frequency, making their response 

time much slower compared to electrons. Thus, we will ignore the motion of the ions 

throughout this dissertation 

 Using relativistic cold fluid equations for plasma, the normalized wave 

equation can be written (𝛻2 −
1

𝑐2
𝜕2

𝜕𝑡2
) 𝐚 = 𝑘𝑝

2 𝑁

𝛾𝑁0
𝐮 +

1

𝑐

𝜕

𝜕𝑡
𝛻𝜙  [33], where 𝑁0 is the 

ambient electron number density, and 𝑘𝑝 =
𝜔𝑝

𝑐
.  From the second order terms of Eq. 

1.7 we have 

 1

𝑐

𝜕

𝜕𝑡
(𝛿𝐮) = 𝛻𝜙 − 𝛻(𝑎2/2). (1.10) 

These equations along with the continuity equation can be used to derive an equation 

for the plasma waves in the linear regime (𝑎 ≪ 1).  

 Keeping the first order terms of the continuity equation, 
𝜕𝑁

𝜕𝑡
+ 𝛻. (𝐯𝑁) = 0, 

gives 
𝜕

𝜕𝑡

𝛿𝑁

𝑁0
+ 𝑐𝛻. (𝛿𝐮) = 0. Taking the time derivative and substituting Eq. 1.10 

instead of the second term the continuity equation becomes 

 𝜕

𝜕𝑡
(
𝜕

𝜕𝑡

𝛿𝑁

𝑁0
+ 𝑐𝛻. (𝛿𝐮)) =

𝜕2

𝜕𝑡2
𝛿𝑁

𝑁0
+ 𝑐2𝛻. (𝛻𝜙 − 𝛻 (

𝑎2

2
)). (1.11) 
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 Using the normalized density perturbation 
𝛿𝑁

𝑁0
=

𝑁

𝑁0
− 1, Poisson’s equation 

𝛻2𝜙 = 𝑘𝑝
2 (

𝑁

𝑁0
− 1) can be written as 𝛻2𝜙 = 𝑘𝑝

2 𝛿𝑁

𝑁0
=

𝜔𝑝
2

𝑐2
𝛿𝑁

𝑁0
, which is used to simplify 

Eq. 1.11 to  

 (
𝜕2

𝜕𝑡2
+𝜔𝑝

2)
𝛿𝑁

𝑁0
= 𝑐2𝛻2 (

𝑎2

2
). (1.12) 

Similar calculations give (
𝜕2

𝜕𝑡2
+ 𝜔𝑝

2)𝜙 = 𝜔𝑝
2 (

𝑎2

2
), which along with Eq. 1.12 

describe the plasma wave generated in an initially uniform plasma in the linear 

regime (𝑎 ≪ 1). Solving these equations results in  [18,19] 

 𝛿𝑁

𝑁0
=

𝑐2

𝜔𝑝
∫ 𝑑𝑡′sin[𝜔𝑝(𝑡 − 𝑡′)]𝛻2𝑎2(𝐫, 𝑡′)/2 
𝑡

0
  (1.13) 

for the density wave when the perturbation |
𝛿𝑛

𝑛0
| ≪ 1, and  

 𝐄

𝐸0
= −𝑐 ∫ 𝑑𝑡′sin[𝜔𝑝(𝑡 − 𝑡′)] 𝛻 𝑎2(𝐫, 𝑡′)/2

𝑡

0
  (1.14) 

for the plasma electric field, where  0 =
𝑚𝑒𝑐𝜔𝑝

𝑒
, is the nonrelativistic wavebreaking 

field  [39]. These equations indicate that wakefield generation is most efficient when 

the laser envelope scale length is in order of plasma wavelength 𝜆𝑝 =
2𝜋𝑐

𝜔𝑝
.  

 In the linear regime, 𝐄 ≪  0, the solution for the plasma wave is a sinusoidal 

oscillation with the plasma frequency 𝜔𝑝. The phase velocity of the plasma wave is 

given by 𝑣𝑝 ≃ 𝑣𝑔 where 𝑣𝑔 = 𝑐√1 − 𝜔𝑝
2/𝜔2 is the group velocity of the driver laser 

pulse.  

 Nonlinear wakefield generation in 1D can be studied in the quasi-static 

approximation,  where the drive laser beam and the plasma fluid quantities are 

considered to only depend on 𝜉 = 𝑧 − 𝑣𝑝𝑡, in a frame defined by independent 
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variables 𝜉and 𝜏 = 𝑡 [40,41]. Under the quasi-static approximation, the operator 
𝜕

𝜕𝜏
  is 

ignored in the fluid momentum and continuity equations. Integrating these equations 

gives three constants of motion 𝐮⊥ = 𝐚⊥, 𝑁(1 − 𝛽) = 𝑁0, and 𝛾(1 − 𝛽) − 𝜙 = 1, 

which along with the Poisson equation, 
𝜕2𝜙

𝜕𝜉2
= 𝑘𝑝

2 (
𝑁

𝑁0
− 1), lead to    

 
𝑘𝑝
−2 𝜕2𝜙

𝜕𝜉2
= 𝛾𝑝

2 {𝛽𝑝 [1 −
𝛾⊥
2

𝛾𝑝
2(1+𝜙)2

]
−1/2

− 1} . (1.15) 

Here 𝛾⊥
2 = 1 + u⊥

2 = 1 + 𝑎2, 𝛾𝑝 = (1 − 𝛽𝑝
2)−1/2, and 𝛽𝑝 = 𝑣𝑝/𝑐. In the 𝛾𝑝 ≫ 1 limit,  

Eq. 1.15 can be simplified to 𝑘𝑝
−2 𝜕2𝜙

𝜕𝜉2
=

1+𝑎2

2(1+𝜙)2
−

1

2
  [42]. 

 The axial electric field  is found using   = −
𝐸0𝜕𝜙

𝜕𝜉
, and the simplified 

equations for the plasma fluid density, momentum and the Lorentz factor  for 𝛾𝑝 ≫ 1 

are as follows  [18]  

 𝑁

𝑁0
=

𝛾⊥
2+(1+𝜙)2

2(1+𝜙)2
  (𝑎)  

𝑢 =
𝛾⊥
2−(1+𝜙)2

2(1+𝜙)2
   (𝑏)   

    𝛾 =
𝛾⊥
2+(1+𝜙)2

2(1+𝜙)
      (𝑐)  

(1.16) 

 

 Figure 1.5 compares the wakefield for a linearly polarized Gaussian 

pulse 𝑎(𝜁) = 𝑎0exp(−𝜁
2/4𝐿𝑟𝑚𝑠

2 )cos(𝑘𝜁), with 𝜁 = 𝑧 − 𝑐𝑡, and 𝑘𝑝𝐿𝑟𝑚𝑠 = 1, at the 

mildly relativistic case of 𝑎0 = 0.5, and the more relativistic case of 𝑎0 = 2. For 𝑎0 =

0.5, the normalized density perturbation and the normalized axial electric field are 

both sinusoidal, oscillating at the plasma frequency. In the highly nonlinear regime 

case of 𝑎0 = 2, the electric field is no longer a simple sinusoid and has a sawtooth 
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profile, the density oscillations become highly peaked, and the period of nonlinear 

plasma oscillations increases to 𝜆𝑁𝑝 ≃
2

𝜋

𝐸max

𝐸0
𝜆𝑝, where  maxis the peak electric field 

of the plasma wave [18].  

 

Figure 1.5. Comparison of time averaged density variations (dashed curve) and the 

axial electric field (solid curve) in a wakefield driven by a Gaussian pulse 𝑎(𝜁) =
𝑎0exp(−𝜁

2/4𝐿𝑟𝑚𝑠
2 )cos(𝑘𝜁) with 𝑘𝑝𝐿𝑟𝑚𝑠 = 1 for (a) mildly relativistic 𝑎0 = 0.5, and 

(b) highly relativistic 𝑎0 = 2 regime. Figure is taken from Reference [18]. 
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 These analytic solutions and approximations only work for the 1D case and 

the linear 3D case. Best understanding of the 3D nonlinear regime (𝑎0 > 1) is 

achieved using particle-in-cell  (PIC) simulations  [43,44]. In these simulations, the 

fields and particles are defined for a discrete grid using a Yee lattice  [45]. At each 

time step, the updated fields get calculated from the particle positions and in turn, the 

updated particle positions are calculated from the force applied to them by the fields, 

using a leapfrog method. The experiments carried out in this thesis are performed in 

near critical plasma density where a sharply focused broadband laser pulse 

experiences a very complex evolution. The complicated dynamics originating from 

the nonlinear 3D nature of the experiments makes it impossible to analyze the 

interaction without the help of extensive simulations. We have performed 2D and 3D 

simulations using the PIC codes TurboWAVE [46] and EPOCH [47] for a better 

understanding of the laser plasma interaction in our experiments.  

1.4.3 Wavebreaking and dephasing  

 Plasma can sustain large amplitude electron density waves with phase 

velocities near the speed of light. In the linear regime, the electric field of the plasma 

wave can be written as   =  maxsin [𝜔𝑝 (
 

𝑣𝑝
− 𝑡)]. Assuming all electrons oscillate 

at the plasma frequency and using the Poisson equation 𝛻. 𝐄 = 4𝜋𝑒(𝑁0 − 𝑁𝑒), the 

maximum field amplitude  max is estimated to be (
𝜔𝑝

𝑐
) max = 4𝜋𝑒𝑁0,  

giving  max =  0 =
𝑚𝑒𝑐𝜔𝑝

𝑒
. This value of  0 is the cold nonrelativistic wavebreaking 
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field. The amplitude of a nonlinear plasma wave, however, can exceed  0. Using 1D 

nonlinear cold fluid equations, the cold relativistic wavebreaking field is  [48] 

  𝑊𝐵 = √2(𝛾𝑝 − 1)1 2⁄  0,   (1.17) 

where 𝛾𝑝is the Lorentz factor for the phase velocity of the plasma wave.  

 As the velocity of an accelerating electron approaches the speed of the light, it 

can outrun the plasma wave, which has a phase velocity close to the group velocity of 

the driver pulse and enters the decelerating region of the plasma wave. So there is a 

limit for the energy gain of an electron in the plasma wave. The distance that the 

electron must travel before it moves from an accelerating to decelerating phase of the 

plasma wave is called the dephasing length 𝐿𝑑.  

 In the linear regime, assuming the electron velocity is 𝑣 ≃ 𝑐 leads to 𝐿𝑑(1 −

𝑣𝑝/𝑐) = 𝜆𝑝/2, giving 𝐿𝑑 = 𝛾𝑝
2𝜆𝑝 for 𝛾𝑝 ≫ 1. The maximum energy gain is estimated 

as 𝑊max = 𝑒 max𝐿𝑑 = 𝑒 max𝛾𝑝
2𝜆𝑝 = 2𝜋𝛾𝑝

2 (
𝐸max

𝐸0
)𝑚𝑒𝑐

2.  

1.4.4 Beam propagation in plasma  

  Using the plasma dispersion relation 𝜔2 = 𝑐2𝑘2 + 𝜔𝑝
2 the plasma refractive 

index is 𝑛 = (1 − 𝜔𝑝
2/𝜔2)1 2⁄ .  The relativistic mass- and electron density-dependent 

plasma frequency is 𝜔𝑝
2 =

𝜔𝑝0
2

𝛾
(
𝑁

𝑁0
)  [49]. For plasmas well below the critical density, 

𝜔𝑝
2

𝜔2 ≪ 1 we can expand the refractive index relation to get 𝑛 ≅ 1 −
𝜔𝑝
2

2𝜔2

𝑁

𝑁0𝛾
  [40]. 

Keeping only the quiver motion in calculating the relativistic factor 𝛾 = (1 + 𝐚2)1 2⁄ , 

and writing the electron density profile as 𝑁 = 𝑁0 + 𝛥𝑁𝑝 + 𝛿𝑁, where 𝛥𝑁𝑝is the 
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contribution from a preformed density channel and 𝛿𝑁 is the plasma wave 

contribution, the refractive index can be written for 𝑎2 ≪ 1 as 

 
𝑛 = (1 −

1

2

𝜔𝑝0
2

𝜔2 (1 −
𝐚2

2
+

𝛥𝑁𝑝

𝑁0
+

𝛿𝑁

𝑁0
)).  (1.18) 

Here, the 
𝛥𝑁𝑝

𝑁0
 term is responsible for beam propagation in preformed density channel, 

𝑎2

2
 represents the relativistic guiding, and 

𝛿𝑁

𝑁0
 is responsible for self-modulation of long 

laser pulses. For broadband few-cycle pulses, as we will discuss in Chapter 5, a new 

term ( 
𝜔𝑝
2

𝜔2 (
𝛿𝜔

𝜔
) ) is added to Eq. 1.18 to model dispersion, and changes the refractive 

index to 𝑛 = (1 −
1

2

𝜔𝑝0
2

𝜔2 (1 −
𝐚2

2
+

𝛥𝑁𝑝

𝑁0
+

𝛿𝑁

𝑁0
− 2

𝛿𝜔

𝜔
))  [50]. For typical experiments, 

this term is small compared to other terms in Equation 1.18 and it can be neglected.  

 Ignoring the effect of spatially varying density, we have 𝑛 = 1 −
1

2

𝜔𝑝0
2

𝜔2 (1 −

𝑎2

2
); this relation has the form of 𝑛 = 𝑛0 + 𝑛2𝐼 which resembles the Kerr index in 

self-focusing discussed earlier in this chapter. The intensity is higher at the center of 

the beam and produces a refractive index profile which peaks at beam center, 

enabling focusing of the laser beam [49].  

 For a Gaussian beam, the evolution of the spot size under the effects of 

diffraction and relativistic self-focusing is characterized through [18]  

 𝑑2𝑅

𝑑 2
=

1

𝑍𝑅
2𝑅3 (1 −

𝑃

𝑃𝑐𝑟
)  (1.19) 

Here 𝑅 =
𝑤

𝑤0
 is the normalized spot size, 𝑤0is the vacuum spot radius, 𝑍𝑅 =

𝜋𝑤0
2

𝜆
 is the 

vacuum Rayleigh length, and 𝑃𝑐𝑟 is the critical power for relativistic self-focusing  
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 𝑃𝑐𝑟 = 2𝑐(
𝑚𝑒𝑐

2

𝑒
)2

𝜔2

𝜔𝑝0
2 ≃ 17.4

𝜔2

𝜔𝑝0
2 (𝐺𝑊).     (1.20) 

Solving Equation 1.19 for the beam size, when the waist is at 𝑧 = 0, leads 

to 𝑅2 = 1 +
(1−

𝑃

𝑃𝑐𝑟
) 2

𝑍𝑅
2 ; when 𝑃 > 𝑃𝑐𝑟 the formula suggests self-focusing [18,19]. The 

ponderomotive force can lower the on axis electron density and enhance the effect of 

relativistic self-focusing, but it doesn’t change the threshold critical power for self-

focusing significantly  [51].  

The density compression in front of the pulse acts against the effect of the 

relativistic increase of mass in modifying the refractive index. As a result, relativistic 

self-focusing doesn’t happen for a length of ~𝜆𝑝in front of the pulse, and this portion 

of the pulse gets eroded due to diffraction  [40,41]. When the laser pulse is 

significantly shorter than the plasma wavelength 𝑐𝜏𝐿 ≪ 𝜆𝑝, and 𝑃 ≫ 𝑃𝑐𝑟, the leading 

edge of the pulse gets depleted before it diffracts [52].  

 

1.4.5 Self-modulation instability  

  We first consider a laser pulse satisfying 𝑐𝜏𝐿 ≫ 𝜆𝑝. In order to understand the 

effect of the 
𝛿𝑁

𝑁0
 term in the refractive index, we consider a plasma wave 𝛿𝑁 =

𝛿𝑁𝑚sin(𝑘𝑝𝜁), where 𝛿𝑁𝑚 is the amplitude of the plasma wave density oscillations. 

The plasma wave enhances trapping in low density regions (local density channels) 

and beam spreading in high density regions; the laser pulse envelope gets 

longitudinally modulated at 𝜆𝑝 = 2𝜋/𝑘𝑝, the plasma wavelength. The modulated 
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laser pulse resonantly excites the wakefield and the process grows as a stimulated 

Raman instability, resulting in a series of laser pulselets of length 𝜆𝑝 2⁄   [33,53]. 

 In the self-modulated regime, the accelerated electron bunches have a broad 

energy spread because the electrons injected into the plasma wave are launched with 

a range of phases and velocities through continuous trapping, and are repeatedly 

accelerated and decelerated owing to the short dephasing length. The experiments 

described in Chapter 4 of the dissertation are carried out in the self-modulated regime.  

1.4.6 Resonant regime   

 Maximum plasma wave amplitude is achieved when the laser pulse drives the 

plasma resonantly. For long pulses 𝑐𝜏𝐿 ≫ 𝜆𝑝, the resonance can be achieved by 

beating two laser beams [54] to generate a beat wave with plasma frequency, or by 

using self-modulation instability to modulate the amplitude of the laser pulse with the 

period 𝜏 ≃ 2𝜋𝑐/𝜔𝑝  [55]. A short laser pulse drives the plasma resonantly if the pulse 

has the same length scale as the plasma wavelength 𝑐𝜏𝐿~𝜆𝑝  [56].  

 For a very high intensity laser pulse, the ponderomotive force can expel all of 

the plasma electrons out of its path, forming an ion cavity. This regime is called the 

bubble or blow out regime  [57]. We discussed earlier, based on a weakly relativistic 

analytic model, that relativistic self-focusing  is not effective for laser pulses  

with 𝑐𝜏𝐿 ≪ 𝜆𝑝 owing to the density compression at the leading edge of the 

pulse  [40,41]  

 For high intensities  𝑎0 > 1 weakly relativistic analytic expressions are not 

appropriate and the wakefield, which now must be modeled in 3D, is studied 
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numerically. However, balancing the electrostatic force from an electron-evacuated 

spherical cavity of radius R , formed by the pulse (bubble) (∼ 𝑘𝑝𝑅), and the 

ponderomotive force (
𝑘𝑝𝛻𝑎0

2

𝛾
∼

𝑎0

𝑘𝑝𝑅
), leads to an approximation for the bubble 

radius 𝑘𝑝𝑅 ∼ √𝑎0 . Results of 3D PIC simulations give the commonly used 

expression  [52] 

 𝑘𝑝𝑅 ≃ 𝑘𝑝𝑤0 = 2√𝑎0  (1.21) 

 If the laser pulse is short enough that its intensity is negligible toward the 

backside of the bubble, the axial electric field from the plasma wake can be found by 

assuming a spherical electron cavity moving at the laser pulse velocity. For 𝑅2 =

𝑟2 + 𝜉2 , where 𝑟 and 𝜉 are the transverse and longitudinal (moving frame) 

dimensions,  the fields inside the cavity are  [57,58]  

        = (
𝑘𝑝𝜉

2
) 0   (𝑎) 

     𝑟 = (
𝑘𝑝𝑟

4
) 0    (𝑏) 

 𝐵𝜃 = −(
𝑘𝑝𝑟

4
) 0  (𝑐) 

(1.22) 

The maximum amplitude of the axial electric field  max = (𝑘𝑝𝑅/2) 0 =

√𝑎0 0, occurs at the back side of the bubble and it drops linearly as the center of the 

bubble is approached. Using this electric field in nonlinear plasma wavelength 

formula for 1D case 𝜆𝑁𝑝 ≃
2

𝜋

𝐸max

𝐸0
𝜆𝑝 =

2√𝑎0

𝜋
𝜆𝑝shows that the bubble diameter is 

almost equal to the plasma wavelength in the nonlinear 1D regime [18].  

Figure 1.6 shows simulation results illustrating the shape of the cavity 

(bubble) formed in the wake a short laser pulse, and a lineout of the normalized 
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electric field along the propagation axis. The electron beam is injected near the end of 

the bubble and gets accelerated as the laser pulse propagates further in the plasma.  

 

Figure 1.6. Simulation result showing (top) the cavity formed in wake of a short laser 

pulse and (b) a lineout of the normalized electric field along the propagation axis. The 

slope of the field is nearly constant. Figure is taken from Reference [52] and 

modified.  

 

The radial electric field  𝑟, and the azimuthal magnetic field 𝐵𝜃, apply a radial 

focusing force on off-axis electrons, making them undergo transverse betatron 

oscillations [59]. The experiments at Chapter 5 of the dissertation use the few-cycle 

laser pulses to operate in the bubble regime in near-critical plasma densities.  
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1.4.7 Electron injection    

 In order for an electron to be trapped and accelerated in the plasma wave, its 

initial axial velocity  should be at least equal to the phase velocity of the plasma 

wave, 𝑣 ≳ 𝑣𝑝; otherwise, it will slip backward through the plasma wave and it will 

not be accelerated  [18].  

 For cold plasmas in 1D, the injection condition for plasma background 

electrons is for the wakefield amplitude to reach the wavebreaking threshold. Thermal 

effects and other effects associated with higher dimensions such as transverse 

wavebreaking due to the increase in wake front curvature [60] can lower this 

threshold. In self modulated LWFA at higher plasma densities, the lower phase 

velocity of the plasma wave ensures that a large amount of charge can be injected; 

however, as discussed earlier, due to the short dephasing length and continuous 

trapping the accelerated electron bunches have a broad energy spread.  

 Self-injection of the background electrons can also occur in the bubble 

regime [61]. Continuous bubble expansion causes continuous injection of the 

electrons into the wake and limits the energy spectrum quality in this case [62].   

 A downward density transition (‘density downramp’) in an inhomogeneous 

plasma, can cause electron self-trapping in the plasma wave  [63]. The decrease in 

plasma density increases 𝜆𝑝 and increases the laser group velocity. The local phase 

velocity of the plasma wake decreases in the density transition and leads to local 

trapping of electrons in the wake at the point where the electron velocity is equal to 

the local phase velocity.  
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 Another method for injecting electrons in the wave is ionization 

injection  [64,65]. Helium or hydrogen gas targets can be locally fully ionized by 

laser pulses with peak intensities ~1016
𝑊

𝑐𝑚2 , which can be achieved at the leading 

edge of the much more intense pulses used in LWFA experiments. On the other hand, 

liberating the inner shell electrons of gases like nitrogen or argon requires much 

higher intensity. In the ionization injection regime, the inner shell electrons of high 

atomic number gases are liberated inside the wake once the high amplitude electric 

field of the wake is formed; these electrons are then injected in the wake. This 

injection process is continuous through the wake so that electrons can be injected into 

a range of phases of the plasma wave; thus this injection mechanism is also limited by 

excessive energy spread in accelerated bunches.  

 For both of the acceleration regimes of this dissertation, self-modulated and 

bubble regimes, hydrogen and helium gas targets are mainly used and wavebreaking 

is the dominant injection mechanism. In the case of a nitrogen gas jet, we observe 

wavebreaking and ionization injection acting simultaneously.   
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Chapter 2: Laser systems   

2.1 Introduction to high power lasers 

2.1.1 Chirped Pulse Amplification 

 The peak power of laser pulses has increased many orders of magnitude since 

the invention of lasers. This increase in peak power is owed to the invention of 

methods for generating ever shorter pulses and amplifying them. Techniques such as 

Q-switching and mode-locking [66], invented not very long after laser itself, have 

lowered the pulse duration from the microsecond range down to a few femtoseconds. 

Recent techniques have led to the generation of pulses in the attosecond regime [67]. 

 Another invention that has led to a significant increase in peak pulse power is 

Chirped Pulse Amplification (CPA) [68]. Before the invention of CPA, the 

accumulation of nonlinear phase 𝐵 =
2𝜋

𝜆
∫ 𝑛2𝐼𝑑𝑥
𝐿

0
, and subsequent self-focusing 

filamentation and damage in the gain medium, had limited the maximum achievable 

power density to the  ~1 𝐺𝑊 𝑐𝑚−2 range [69]. In the CPA technique, the initial pulse 

from the mode-locked laser oscillator is stretched in time by a factor of ~10
4
; this 

lowers the intensity, keeping  𝐵 ≪ 1  as the stretched oscillator pulse is amplified in 

the amplifier laser rods. After amplification, the pulse is compressed back to its initial 

duration. CPA will be discussed in more detail in this chapter after a short 

introduction to spectral phase and dispersion manipulation in high power lasers.  
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2.1.2 Spectral phase and dispersion  

 The spectral phase of a pulse 𝜙(𝜔) can be expanded around its central 

frequency 𝜔0in a Taylor series as 

 
𝜙(𝜔) = 𝜙0 + 𝜙1(𝜔 − 𝜔0) +

𝜙2(𝜔 − 𝜔0)

2
…. (2.1) 

where 𝜙1 = 𝜕𝜙/𝜕𝜔|𝜔0
, is the group delay and 𝜙2 = 𝜕2𝜙/𝜕𝜔2|𝜔0

, is the group delay 

dispersion (GDD).  As the pulse propagates a distance L in the medium its phase shift 

is   

 
∆𝜙(𝜔) = 𝑘(𝜔)𝐿 = 𝑘(𝜔0)𝐿 + 𝑘′(𝜔0)(𝜔 − 𝜔0) +

1

2
𝑘"(𝜔0)(𝜔 − 𝜔0)

2𝐿+. .. (2.2) 

Here, 𝑣𝑝(𝜔0) = 𝜔0/𝑘(𝜔0) is the phase velocity, 𝑘′(𝜔0) = 1/𝑣𝑔(𝜔0) is the group 

delay per unit length, and 𝑘"(𝜔0) =
𝑑

𝑑𝜔
(
1

𝑣𝑔
) is the group velocity dispersion (GVD). 

The shortest pulse duration is achieved when the spectral phase terms of the 2
nd

 and 

higher orders are zero. GDD is the lowest order term manipulated for stretching or 

compressing the pulse. Higher order terms (𝜙3etc.) can distort the pulse shape and 

add wings to it, and they should be compensated for in order to generate transform 

limited pulses.   

 For a Gaussian pulse, the electric field in the time domain can be written 

as  (𝑡) =  0exp (−
𝑡2

𝜏2
) exp(−𝑖𝜙(𝑡)), where 𝜏 = 𝜏𝑝/√2ln2 ,  𝜏𝑝 is the pulse 

FWHM, and 𝜙(𝑡) is the temporal phase of the pulse. By expanding 𝜙(𝑡) up to second 

order (lowest order effecting the pulse duration), the electric field is rewritten 

as  (𝑡) =  0exp (−
𝑡2

𝜏2
) exp(𝑖 (𝜔0𝑡 +

𝑏𝑡2

𝜏2
)), where 𝑏 is the chirp parameter. The 
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effective instantaneous frequency, in this case, is given by 𝜔(𝑡) = −
𝑑𝜙(𝑡)

𝑑𝑡
= 𝜔0 +

2𝑏𝑡/𝜏2, showing a linear frequency chirp in time. For 𝑏 = 0 the pulse is transform 

limited. It is positively chirped for 𝑏 > 0 and negatively chirped for 𝑏 < 0.  

 The Fourier transform of a chirped Gaussian function, here the above 

representation for  (𝑡), is also a Gaussian function. Fourier transform of  (𝑡)   gives  

 
 ̃(𝜔) =  ̃0exp(−

𝜏2

4(𝑏2 + 1)
(𝜔 − 𝜔0)

2) exp(−𝑖
𝑏𝜏2

4(𝑏2 + 1)
(𝜔 − 𝜔0)

2) (2.3) 

where  ̃0 is the field amplitude at the spectral peak. The time-bandwidth product for 

this chirped pulse is given by 𝛥𝑡𝛥𝜔 2𝜋⁄ ≥ 0.44√1 + 𝑏2, which is a factor of √1 + 𝑏2 

larger than the transform limited pulse [70] as the linear chirp due to GDD increases 

the pulse duration.  

 The spectral phase shift due to propagation in a medium changes the pulse 

shape and duration. Noting that the GDD from most materials is positive for visible 

and near-IR wavelengths (𝜆~0.4 − 1.4 𝑚), the wavelength range for most lasers 

used in laser-driven accelerators, one can use this dependence to temporally stretch 

transform limited or positively chirped pulses, or compress negatively chirped pulses.  

Imposing effective GDD<0 using materials with intrinsic GDD>0 is 

accomplished by angularly dispersing the pulse using prisms or diffraction gratings. 

In either case, the dispersive element should be used in pairs to re-collimate the beam 

after adding negative GDD. In the case of a prism pair, total GDD is given by [71] 

𝐺𝐷𝐷 = 𝜙2 =
𝜆3

2𝜋𝑐2
(𝐿𝑝

𝑑2𝑛

𝑑𝜆2
− 4𝐿𝑠 (

𝑑𝑛

𝑑𝜆
)
2

), where 𝐿𝑠 is the distance between the two 

prisms, and 𝐿𝑝 is the path length inside the prism. The positive GDD term is due to 
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propagation inside the prism while the negative GDD term comes from angular 

dispersion, and is proportional to the separation of the prisms  [71,72]. 

 Using a pair of parallel diffraction gratings is the most common method for 

compressing of high power beams. Typically, gratings yield more compression than 

prism pairs and avoid accumulating nonlinear phase due to high power beam 

propagation in solid material. The GDD, in this case, 

is 𝐺𝐷𝐷 =  𝜙2 = −
𝜆3

2𝜋𝑐2𝑑2𝑐𝑜𝑠2𝜃
𝐿𝑠  , where 𝑑 is the grating groove spacing, 𝜃 is the 

angle of incidence with respect to the grating normal, and 𝐿𝑠 is the distance between 

the two gratings. Similar to the case of the prism pair, the GDD is proportional to the 

separation of the grating pair [73–75].  

For more effective pulse compression (especially for broader bandwidths) one 

should consider higher order spectral phase too. The sum of the spectral phase 

introduced by the stretcher, amplifiers, and the compressor should be zero for best 

compression (i.e.,𝜙2𝑠𝑡𝑟𝑒𝑡𝑐ℎ𝑒𝑟 + 𝜙2𝑎𝑚𝑝𝑙𝑖𝑓𝑖𝑒𝑟
+ 𝜙2𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑜𝑟

= 0, and same for 𝜙3, 𝜙4…). 

The 2
nd

 order phase is compensated by adjusting the separation of prisms or grating 

pairs as discussed above. However, the 3
rd

 and higher order phase can add wings to 

the pulse and distort its shape. The introduce 3
rd

 order spectral phase for grating and 

prism pairs have opposite signs, so schemes using both prisms and gratings in a 

compressor can lead to 3
rd

 order phase compensation,  generating shorter pulses [76].  

Adjusting the beam incident angle on the compressor grating pair and inserting a 

specific length of optical material (e.g., glass) in the beam path, it is possible to 

compensate for up to the 4
th

 order phase [77].  
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 Another method for introducing negative GDD is using chirped mirrors where 

different wavelengths in a beam penetrate different depths into the mirror layers 

before reflection. A simple chirped mirror [78], can consist of ~50 alternating layers 

of 𝑆𝑖𝑂2 (with refractive index 𝑛 = 1.45) and 𝑇𝑖𝑂2 with (𝑛 = 2.3) with quarter 

wavelength optical thickness. Having higher layer thickness near the substrate, and 

lower thickness at the air-coating interface leads to larger group delay from larger 

wavelengths and hence negative GDD.  

 Simple designs with a linear chirp in layer thickness typically lead to strong 

oscillations in group delay and GDD. In newer designs, double angle dispersed mirror 

pairs have the GDD oscillation versus spectrum shifted properly for two specific 

incidence angles such that the oscillations cancel each other out, resulting in a 

constant GDD across the spectrum [79].  

 The negative GDD due to the anomalous dispersion of some crystals at mid-

IR wavelengths (𝜆~3 − 8 𝑚) [80,81], as well as in plasma for all frequencies below 

plasma frequency [82] can also be used for pulse compression, but maintaining a 

good beam quality in the latter case can be challenging.  

2.2 Titanium doped Sapphire (Ti:Sapphire) laser   

 The laser gain medium Titanium-doped Sapphire (𝑇𝑖: 𝐴𝑙2𝑂3, Ti:Sapphire) has 

a very large gain bandwidth covering the spectral range from 650nm to 1100nm, high 

thermal conductivity, and high saturation power, making it especially useful for high 

peak power, short pulse laser systems. Ti:Sapphire is the dominant gain medium used 

for modern ultrashort pulse laser systems, and has replaced prior gain media such as 
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dyes and Nd:glass rapidly after its introduction [83]. Nd:glass is still used in very 

high energy laser systems [84]  

 Due to the large the nonlinear refractive index of Ti:Sapphire, Kerr lensing is 

typically used for mode-locking of Ti:Sapphire oscillators. This technique [85] takes 

advantage of nonlinear self-focusing in the gain medium. Oscillators are designed 

such that pulses nonlinearly lensed in the Ti:Sapphire crystal (which are the shortest 

pulses) experience the lowest cavity losses [86]. Figure 2.1 (a) illustrates Kerr lens 

mode-locking in a laser cavity. The highest intensity (shortest) pulse has better 

overlap with the pump spot on the gain crystal and experiences higher gain and less 

loss per round trip than lower intensity pulses. This process grows from noise, where 

shorter noise spikes (comprising more of the medium bandwidth) begin to be 

dominantly amplified. After a few round trips, only the shortest pulse survives the 

losses and forms the mode locked pulse train.  

 A typical design for a high power Ti:Sapphire laser includes an oscillator, a 

stretcher, a regenerative amplifier, multipass amplifiers, and a compressor. Panels (b) 

and (c) of Fig. 2.1 depict the CPA steps. In the first step, a pulse from the oscillator is 

stretched in a grating stretcher. In the stretcher, longer wavelengths (red colors) have 

less delay than shorter wavelengths (blue colors), producing GDD>0. Sending the 

beam through dispersive material with spherical aberration in the stretcher leads to 

higher order spectral phase and in turn poor pulse compression [75]. Modern 

stretchers reduce the aberrations, and higher order dispersion, by use of concave 

mirrors instead of the spherical lenses, and use a single grating in a more compact 

design. After the stretcher, the pulse is sent to a sequence of amplifiers which increase 
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its energy by a factor of ~ 10
6 

-10
8
 (for the various CPA-based lasers in our lab), 

followed by the final step of compression to approximately its initial duration. The 

grating compressor imposes a negative GDD:  the longer wavelength rays have a 

greater path length than the shorter wavelength rays. The optimal separation distance 

𝐿𝑠 of the gratings is set to compensate for 2
nd

 order phase imposed by the stretcher 

and amplifiers; by fine tuning 𝐿𝑠 one can get positively or negatively chirped pulses.  

 The Ti:Sapphire laser used for most of the experiments described in this thesis 

starts with a Kerr lens mode-locked oscillator (Coherent Vitara) generating pulses 

with ~65nm bandwidth, corresponding to ~15fs transform limited duration. The pulse 

energy out of the oscillator is ~5nJ at a repetition rate of 80 MHz. The oscillator 

pulses are stretched to ~200ps in a single grating stretcher before being sent to the 

regenerative amplifier.  

 Two electro-optic Pockels cells triggered at 1kHz are used to trap a seed pulse 

from the oscillator in the regenerative amplifier and eject it after amplification. A 

Brewster-cut Ti:Sapphire crystal with a 25.4mm optical path length is the gain 

medium in the regenerative amplifier. This crystal is cooled to −10°𝐶 and is pumped 

by a ~20W average power, frequency doubled Nd:YLF laser (Coherent Evolution). 

After ~10-15 round trips in the regenerative amplifier cavity, the pulse energy 

increases by a factor of ~106, reaching ~6.5mJ.  At the next amplification stage, the 

pulse passes through a 12.7mm long crystal cooled to −10°𝐶 and pumped by a ~30W 

frequency doubled Nd:YLF laser (Coherent Revolution). The pulse energy at this 

single pass amplifier increases by a factor of ~2, reaching ~12.5mJ. After 
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amplification, the beam is collimated using a reflective telescope and then sent to the 

grating compressor.  

 

Figure 2.1. Schematic drawing showing the (a) Kerr-lens mode-locking, (b) grating 

stretcher design, and (c) a grating compressor.   
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 The compressor consists of two parallel holographic gratings (1500 

grooves/mm). and compresses the pulse to ~35fs. The throughput efficiency of the 

compressor is ~80%, reducing the final output pulse energy to ~10mJ. Figure 2.2 is a 

block diagram showing the laser components as described above. Part of the laser 

energy is coupled into a hollow core fiber compressor that will be discussed later in 

this chapter. The components related to few-cycle pulse generation are enclosed by 

the dashed line.  

 

Figure 2.2. Block diagram of Ti:Sapphire laser system used in the experiments of this 

dissertation. The dashed line encloses the components used for few-cycle pulse 

generation.  
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2.3 Few-cycle laser pulses   

 The theoretical minimum pulse duration from a pulse with a given spectrum is 

determined by the Fourier transform limit. For a Gaussian pulse with 𝛥𝑡 and 𝛥𝜔 as 

the FWHM duration and bandwidth, we have 𝛥𝑡𝛥𝜔/2𝜋 ≥ 0.44. For extremely short 

pulses with durations of only a few times longer than the cycle period corresponding 

to the central frequency, the spectral bandwidth must be on the order of an octave. 

For such few-cycle pulses, the carrier envelope phase (CEP) takes on more 

importance than it does in longer pulses, as a varying CEP may result in the cycle 

peak of the E-field being temporally shifted with respect to the envelope peak (“CEP 

offset”). Using the “f-2f interferometry” method,  interfering a low frequency 

component of the second harmonic of the octave spanning pulse and a high frequency 

component of the original spectrum enables detection of the CEP offset and then its 

control through a feedback loop [87].  

 Few-cycle laser pulses are central to our experiments in resonant LWFA in 

near-critical plasmas. To achieve few-cycle pulses, one has to greatly increase the 

spectral bandwidth. The gain bandwidth limits the duration of the shortest pulse that 

can be generated by an oscillator. No known laser gain medium can amplify a 

bandwidth large enough to support high energy pulses of ≲ 2 cycles duration. For 

Ti:Sapphire oscillators, proper control of dispersion can lead to <10fs (≳ 3 cycle) 

pulses [88,89]. However, as the pulse is amplified, its spectrum narrows (“gain 

narrowing”) and its bandwidth is reduced. In addition, uncompensatable higher order 

spectral phase is introduced. Compression of these amplified pulses does not deliver 

the original pulsewidth (potentially as short as 10 fs). Owing to gain narrowing and 
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higher order spectral phase, typical Ti:Sapphire lasers have amplified and compressed 

pulses no shorter than FWHM > ~20fs.  

 The very large bandwidths necessary for few-cycle pulses are generated by 

self-phase modulation (SPM). The SPM process plus material dispersion produce 

pulses with 𝐺𝐷𝐷 > 0. To achieve the shortest pulses consistent with the SPM-

widened bandwidth, optical elements are then introduced to impose 𝐺𝐷𝐷 < 0.  At 

low pulse energies, and with gain media that support large bandwidths, this can be 

done in an oscillator [89]. However, higher energy (> ~10 nJ scale) few-cycle pulses 

cannot be generated by an oscillator owing to catastrophic pulse collapse and optical 

filamentation and damage in the gain medium; for higher energy few-cycle pulses,  

the interplay between SPM and GDD is managed outside of a cavity. 

2.3.1 Generation of few-cycle pulses  

 Many groups have used experimental setups involving gas cells, Herriot cells, 

thin solid plates, hollow core fibers, and OPCPAs to generate few-cycle pulses in 

different energy and wavelength regimes.  

 For pulses of peak power 𝑃 that are multiple times the critical power for self-

focusing (𝑃𝑐𝑟 =
3.77𝜆2

8𝜋𝑛0𝑛2
), the pulse can break up into multiple filaments if the 

propagation distance is long enough. 𝑃𝑐𝑟 ~10 GW for atmospheric pressure gases (𝑃𝑐𝑟 

is approximately 20 higher for helium [90,91]); for solids, with atomic densities 10
3
 

  higher, 𝑃𝑐𝑟~ a few MW. SPM-induced spectral broadening in solids requires either 

operation at low pulse energies or with extremely thin samples to avoid self-focusing 

pulse collapse and material damage. At low pulse energies, broadening and 
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compression in bulk media within a Herriot cell [92] has been demonstrated, with 220 

fs pulses compressed to 18fs with 2  𝐽 energy [93]. 

 Starting with 
𝑃

𝑃𝑐𝑟
> 1000, and by focusing Ti:Sapphire pulses at ~1013 𝑊/

𝑐𝑚2 through a series of ~100 𝑚 thick fused silica plates placed at Brewster’s angle 

to the beam axis, broadband supercontinuum (SC) is generated [94]. Compression of 

the SC from such setups in a chirped mirror compressor has led to pulses with ~5fs 

duration and up to 0.7mJ energy [95]. However, scaling up the energy is very difficult 

because of multiphoton absorption and ionization in the plates, as well as 

filamentation in the air between the plates. This completely deteriorates the spectral 

phase of the pulse, making recompression (that is, imposing 𝐺𝐷𝐷 < 0) ineffective.  

 Using a gas cell and starting with 
𝑃

𝑃𝑐𝑟
≳ 1 leads to filament formation and only 

slight absorption of the pulse energy [96], but the output beam maintains good 

spectral phase coherence. Pulses with ~6fs duration and ~400  𝐽 energy have been 

generated using filamentation followed by compression with chirped mirrors (which 

impose 𝐺𝐷𝐷 < 0)  [97]. At mid-IR wavelengths (𝜆~3 − 8 𝑚), the pulse can be 

compressed through propagation in a crystal (e.g., YAG crystal) with negative GDD 

instead of using chirped mirrors [80,81].  

 In many of the above few-cycle pulse generation setups, the compression is 

not uniform across the beam profile. In some cases, only a small section at the central 

region of the beam can be effectively compressed down to few-cycle duration. Also, 

the phase front quality of the beam profile is not always good enough for focusing to 

a diffraction-limited spot.  
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2.4 Hollow core fibers (HCFs)  

 The most common method for generating few-cycle pulses is the use of gas-

filled hollow core fibers (HCF) for SPM-induced spectral broadening of an optically-

guided high energy input pulse. The use of noble gases guarantees an electronic near-

instantaneous nonlinear response for a wide range of pressures; changing the gas type 

and gas pressure can be used to control the size of the nonlinearity [98].  

 Use of solid core fibers for bandwidth broadening [76], limits the maximum 

achievable energy to below the  𝐽 level due to the low damage threshold and higher 

order nonlinear effects deteriorating the pulse quality. Gas-filled hollow core 

photonic crystal fibers (HC-PCF) can be used to achieve broadband pulse energies up 

to ~100  𝐽  [99,100], but HC-PCFs typically have small core diameter and scaling up 

the pulse energy to the mJ level can be challenging and it has not been done yet. For 

multi-mJ pulse energies, the use of HCFs is the best practical option. In a much more 

complicated system using a broadband seed pulse from an HCF and amplification 

through optical parametric chirped pulse amplifier (OPCPA), it is possible to generate 

~100 mJ few-cycle pulses [101,102]. 

 In simple terms, guiding in HCFs is due to grazing incidence reflection of the 

beam from the inner surface of the fiber; this is fundamentally different from guiding 

in the usual solid core fibers, where there is a higher refractive index on axis. HCF 

guiding is also different from the HC-PCF case, where the existence of a bandgap in 

the photonic crystal cladding enables guiding [103].  

 In terms of modes, guiding in HCFs is primarily by the  𝐻11 hybrid mode, 

which has the minimum loss. The radial intensity dependence of this mode is 
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 𝐼(𝑟) 𝐼0⁄ = 𝐽0
2 (

2.4𝑟

𝑎
) where 𝑎 is the inner radius of the fiber, 𝐽0 is the zeroth order 

Bessel function, and 𝐼0 is the peak on-axis intensity. Higher order modes have 

significantly greater leakage loss and only the fundamental  𝐻11 mode can survive 

long propagation distances. The attenuation coefficient (in dB/m unit) due to 

propagation in the HCF is proportional to the square of the wavelength and the 

inverse cube of the inner radius of the fiber. The attenuation also depends on fiber 

bending:  this portion is proportional to 𝑅𝑓𝑖𝑏𝑒𝑟
−2  , where 𝑅𝑓𝑖𝑏𝑒𝑟 is the local bending 

radius of curvature [104].  

 The overall attenuation constant is written as 𝛼 = 𝛼0 + 𝛼𝑅 where 𝛼0 ∝
𝜆2

𝑎3
 is 

the attenuation for a straight fiber, and 𝛼𝑅 ∝
1

𝑅𝑓𝑖𝑏𝑒𝑟
2

𝑎3

𝜆2
 is responsible for attenuation 

due to fiber curvature [105].  

 The best coupling of a 𝑇 𝑀00free space Gaussian mode to an  𝐻11fiber mode 

happens when the beam waist is placed at the fiber entrance and 𝑤0/𝑎 = 0.64  [106]. 

The SPM-broadened   𝐻11mode launched at the fiber exit can be approximated by a 

Gaussian beam with 𝑤0/𝑎 ≃ 0.59 in the far field region [107]. 

 Stretching a flexible fiber from two ends increases 𝑅𝑓𝑖𝑏𝑒𝑟 significantly and 

lowers the fiber losses [108]. HCFs are usually very sensitive and brittle, but having a 

Polyamide coating on fused silica fibers increases their strength and flexibility, 

enabling fiber stretching (and making fibers easier to handle and store).  

 For a given HCF inner radius 𝑎, the maximum guided pulse energy is limited 

by self-focusing of the pulse at the entrance of the fiber and ionization of the fill gas 

(which flows out the end), which can degrade beam coupling and the spatial and 
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spectral beam quality of the pulse exiting the fiber.  Slight ionization at the entrance 

from multiphoton absorption is tolerable as long as the contribution of plasma 

formation to the change in the refractive index is much smaller than the nonlinear 

Kerr index. The ionization threshold limits the maximum intensity at the fiber 

entrance and determines the minimum fiber inner radius 𝑎. Another limit is imposed 

by the critical self-focusing power 𝑃𝑐𝑟 =
3.77𝜆2

8𝜋𝑛0𝑛2
 which can lead to pulse collapse and 

plasma formation [109]. For pulse durations <50fs, where the electronic response is 

the dominant mechanism determining the nonlinear refractive index, 𝑛2 ≃ 8 ×

1020 𝑐𝑚2 𝑊⁄  for the main air constituents [110] leading to 𝑃𝑐𝑟 ≃ 12𝐺𝑊.  For a 35fs 

pulse, this corresponds to a ~400 𝐽 pulse energy, which precludes the use of air as 

the HCF fill gas for compression of mJ-scale pulses. The maximum power and 

intensity conditions set above imply that using gases with high ionization potential 

and low nonlinear index is the key for increasing the maximum energy of the injected 

pulse. This leads to noble gases such as helium and neon as the best HCF fill gas 

candidates.  

 Given the pressure dependence of the nonlinear refractive index [111], it is 

desirable to generate a gas density gradient along the fiber with low density at the 

beam entrance and high density at the exit. This is accomplished by differentially 

pumping the gas through the fiber, with the pump port located near the HCF entrance 

and the gas fill located near the exit. Using this method, filamentation at the entrance 

is avoided, and as dispersion lowers the pulse intensity (and losses lower the energy) 

towards the end of the fiber, the higher gas density near the exit increases the 

nonlinearity and the spectral broadening [112]. 
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 Starting with a positively chirped pulse  [113] or using a circularly polarized 

beam  [114] can also help to increase the maximum achievable pulse energy by 

lowering the peak laser field amplitude at the HCF entrance. 

 For mid-IR wavelengths, the larger wavelength and lower nonlinear refractive 

index lead to higher 𝑃𝑐𝑟. This leads to a higher maximum achievable injection power, 

leaving ionization in the tunneling regime as the main constraint [115]. 

 The spectral broadening factor from SPM is calculated as 
𝛥𝜔𝑜𝑢𝑡

𝛥𝜔𝑖𝑛
=

(1 +
4

3√3
𝐵2)1 2⁄  where  𝐵 =

2𝜋

𝜆
∫ 𝑛2𝐼𝑑𝑥
𝐿

0
 , the so-called B-integral introduced earlier, 

is the nonlinear phase accumulated due to propagation in the gas [116]. It is clear that 

for keeping the intensity 𝐼 moderate to avoid self-focusing or excessive ionization, the 

use of longer fibers is the best way to increase the broadening factor.  

2.5 Few-cycle HCF setup  

 The HCF used for experiments in this thesis is a polymer coated fused silica 

fiber with ~500um ID and ~2.5 meter length (from Few-Cycle, LLC). The fiber 

holders are designed so that the tension on the fiber, the position of the fiber tip, and 

the tilt angle of the tip for alignment are all easily adjusted. The fiber tension and 

fiber tip position and tilt are adjusted as the fiber is being optically aligned with a 

long input pulse, such that the maximum output energy and highest quality mode are 

achieved. The fiber is initially aligned with an unseeded beam from the regenerative 

amplifier at low energy (250 𝐽,~10𝑛𝑠). For regular operation, injection of 5.2𝑚𝐽 

pulses at the HCF entrance leads to 3.5𝑚𝐽 SPM-broadened pulses at the exit with 

~67% energy throughput.  
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 For HCF injection, the input beam is prepared as follows.  Output pulses from 

the Ti:Sapphire laser system are ~35𝑓𝑠 pulse with a 1 𝑒2⁄  intensity beam diameter 

2𝑤0 ~12𝑚𝑚. The beam is focused through a folded reflective telescope with a 3.3m 

focal length to a 2𝑤0~320 𝑚 spot diameter (1 𝑒2⁄  intensity) at the HCF entrance. 

The telescope is located inside a vacuum chamber with a thin entrance window 

(1mm), connected to the fiber tip holder through KF vacuum tubes. This design helps 

to minimize the nonlinear phase accumulation from the air and window. The exit side 

of the fiber is also connected to a KF tube extending ~1.5m beyond the fiber exit 

before the beam exits through a 1mm thick window. The long length of the chamber 

at the exit side allows the spot size to expand to avoid deleterious nonlinear phase 

shifts or self-focusing in the exit window.  

 Depending on the desired output pulse energy, the system can be filled with 

different noble gases (typically He, Ne or Ar) under either a static gas fill (pressure 

uniform along the fiber) or under differentially pumped conditions (pressure gradient 

along the fiber, with the highest pressure at the HCF exit).  For the highest energy 

output, the best results are for helium gas fill under differential pumping. In this 

configuration, helium gas at ~160𝐾𝑃𝑎 (0.6atm above ambient) is injected into the 

exit side chamber and is pumped through the HCF towards the laser beam input, 

where a dry scroll pump (pumping speed ~6.8
𝑚3

ℎ
~4CFM) is connected to the 

reflective telescope chamber. Under these conditions, the pressure at the telescope 

chamber is ~1𝐾𝑃𝑎.  

 Under optimum conditions (post-compression pulsewidth = 7 fs and energy 

=2.5 mJ), the FWHM bandwidth of the beam after exiting the fiber is ≥ 160𝑛𝑚, 
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which corresponds to a ~4𝑓𝑠 duration if compressed to the transform limit. The beam 

is collimated using a f=2.5m concave mirror located a focal length away from the 

fiber exit tip. The beam’s measured 2𝑤0 beam diameter at the mirror point is 

~8.4𝑚𝑚 for the low energy, long pulse alignment beam, and ~8𝑚𝑚 for the high 

energy broadened pulse. These numbers are close to the beam diameter expected 

from the diffraction of a Gaussian beam from the fiber exit. The smaller spot size at 

high power is probably due to weak self-focusing of the beam in helium after it exits 

the fiber.  

 At the final stage of the setup, the beam is sent to a chirped mirror compressor 

consisting of custom double angle dispersive mirrors (Ultrafast Innovation 

PC70)  [79], and a pair of thin fused silica wedges for fine tuning the GDD. The 

compressor has 8-12 reflections from the chirped mirrors with an equal number of 

reflections at incident angles of  5∘ and 19∘. The mirrors cover a large bandwidth 

(500nm to 1050nm) and on average compensate for a GDD of −40𝑓𝑠2 per reflection. 

The adjustable wedge pair fine tunes the GDD by changing the amount of fused silica 

in the beam path. It is important to have a small separation between the two wedges 

and to keep this separation fixed as the amount of glass is adjusted to avoid 

introducing spatial chirp to the beam. Figure 2.3 shows images of the fiber and 

chirped mirror compressor, as well as the scanning TG-FROG used for characterizing 

the few-cycle pulses (Sec. 2.6).  
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Figure 2.3. Hollow core fiber setup. (a) fiber protected in an acrylic tube (rotated 

view) (b) chirped mirrors in a 12-reflection configuration, (c) the scanning TG-FROG 

used for pulse characterization (Sec. 2.6)  

 

2.6 Pulse length measurement-FROG 

 Various techniques such as frequency resolved optical gating (FROG) [117], 

spectral phase interferometry for direct electric-field reconstruction (SPIDER) [118], 

dispersion scan (d-scan) [119,120], and time domain ptychography  [121] can be used 

to characterize few-cycle pulses. Among the FROG family of diagnostics, second 

harmonic generation (SHG) and transient grating (TG) FROGs are best suited for 

few-cycle pulse measurement. SHG-FROG is a spectrally resolved pulse 

autocorrelation, yielding a trace that is symmetric in time and hence leaves the time 

direction ambiguous. Since SHG requires only a 2
nd

 order nonlinear effect, it is the 
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FROG diagnostic sensitive to the lowest pulse energies. In the case of few-cycle 

pulses with very broadband spectra, satisfying the phase matching condition for SHG 

across the whole bandwidth requires a very thin nonlinear crystal. For pulses 

generated from the HCF setup, a ~10 𝑚 thick BBO crystal cut at the proper angle 

can support the full ~160 nm bandwidth.  

 TG-FROG uses the 3
rd

 order nonlinearity and requires 3 identical copies of the 

pulse that is being measured. Two of the beams are overlapped in time and in space in 

a nonlinear medium (e.g., a fused silica plate), producing a transient grating [122]. 

The 3
rd

 pulse spatially overlaps the other pulses; it is variably delayed in time with 

respect to the induced grating to produce the signal pulse. Figure 2.4 shows a 

scanning TG-FROG where three distinct beams are sampled from the main beam 

using an input mask and are focused on a thin fused silica plate. The generated signal 

should be separated from the leftover pump beams and higher order diffractions, 

using the conjugate of the input mask at the output side.  The TG-FROG device is 

built using all reflective optics and does not require transmission through any material 

other than the thin fused silica plate used for nonlinear wave mixing. The avoidance 

of material dispersion makes TG-FROG ideal for measurement of few-cycle 

pulses [123]. It is possible to switch the fused silica with a thin BBO crystal, block 

one of the beams so that a stationary and a delayed arm beam are left, (block beam #2 

or #3 in Fig. 2.4), and convert this TG-FROG to a scanning SHG-FROG.  
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Figure 2.4. The optical design of a TG-FROG. Three beams are sampled from the 

main beam using a mask. Two of them (# 2 and 3) form an induced grating and the 

third (#1) is diffracted from the induced grating for a sequence of scanned delays. The 

TG signal (#4) is isolated using the conjugate of the input mask at the output side. 

The equations underlying TG-FROG are also shown (a) the intensity where the delay 

arm beams interfere, (b) the resulting induced refractive index, and (c) the signal 

dependence on the input beams. Here d is the fringe spacing and 𝑬𝑖 is the electric 

field for beam number 𝑖. 
 

 The TG-FROG signal is  𝑠𝑖𝑔
𝑇𝐺(𝑡, 𝜏) =  1(𝑡) 2

∗(𝑡 − 𝜏) 3(𝑡 − 𝜏), and since all 

three pulses are identical, the signal field and recorded trace can be simplified 

to [124,125]:  

Variable 

delay τ

Input

mask

Output 

mask

OAP

Main 

beam

Spectrometer

Lens 

1
2

4
3

4
3

1
2

x

Induced grating Thin

glass

𝑘4 = 𝑘1 − 𝑘2 + 𝑘3

𝑘2

𝑘3

𝜃

x

z

𝑎    𝐼(𝑥, 𝑡) = 2𝐼(𝑡)[1 + cos(2𝑘𝑥sin𝜃)]

𝑏    𝑛(𝑥, 𝑡) = 𝑛0 + 𝑛2𝐼(𝑥, 𝑡)

𝑐   𝑬4 ∝ 𝑬1𝑬2
∗ 𝑬3 𝑑 = 𝜆/2sin𝜃

1
2 3

3

1
2

4



 

 

 

 

50 

 

  𝑠𝑖𝑔
𝑇𝐺(𝑡, 𝜏) = | (𝑡 − 𝜏)|2 (𝑡)    (a)  

𝐼𝐹𝑅𝑂𝐺
𝑇𝐺 (𝜔, 𝜏) = |∫ | (𝑡 − 𝜏)|2 (𝑡) exp(−𝑖𝜔𝑡) 𝑑𝑡

∞

−∞
|
2
    (b)    

(2.4) 

 The goal of retrieving a FROG trace is to find a signal field that satisfies the 

above equations. The algorithms used for the reconstruction of the phase and 

amplitude of the pulse involves iterative Fourier transforming the signal field back 

and forth between the time and frequency domains [126]. Following the generalized 

projections algorithm [127], we can start with an initial guess for the field in the 

spectral domain. Replacing the guessed field’s amplitude with the square root of the 

measured trace leads to  

 
 ̃′𝑠𝑖𝑔(𝜔, 𝜏) =

𝐸̃𝑠𝑖𝑔(𝜔,𝜏)

|𝐸̃𝑠𝑖𝑔(𝜔,𝜏)|
√𝐼𝐹𝑅𝑂𝐺

𝑇𝐺 (𝜔, 𝜏) , (2.5) 

which satisfies Equation 2.4.b. Now finding the field in the time domain using the 

inverse Fourier transform  ̃′𝑠𝑖𝑔(𝜔, 𝜏) →  ′𝑠𝑖𝑔(𝑡, 𝜏), and using the field in the time 

domain to minimize the following “distance” metric  

 
𝑍 = ∑ | ′𝑠𝑖𝑔(𝑡𝑖 , 𝜏𝑗) −  (𝑡𝑖 − 𝜏𝑗)| (𝑡𝑖)|

2|
𝑁

𝑖,𝑗=1
  (2.6) 

leads to a time domain signal that satisfies equation 2.4.a  [127]. The Fourier 

transform   𝑠𝑖𝑔(𝑡, 𝜏) →  ̃𝑠𝑖𝑔(𝜔, 𝜏) gives the new field in the frequency domain used 

in the next iteration. 

 At each iteration, a comparison between the experimentally measured trace 

𝐼𝑚𝑒𝑎𝑠(𝜔, 𝜏) and the retrieved trace 𝐼𝑟𝑒𝑡(𝜔, 𝜏), based on the current iteration for the 

electric field,  serves as a measure of retrieval convergence. The comparison is made 

using the FROG error 𝐺, defined by 
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𝐺 = (

1

𝑁2∑ [𝐼𝑚𝑒𝑎𝑠(𝜔𝑖, 𝜏𝑗) − 𝐼𝑟𝑒𝑡(𝜔𝑖 , 𝜏𝑗)]
𝑁

𝑖,𝑗=1
 2  )

1 2⁄

  .  (2.7) 

 

In general, an error 𝐺 = 0.01 or less for a 64 × 64 grid indicates acceptable 

convergence [127].  

2.7 Characterization of the HCF output pulse   

 We used a scanning TG-FROG (Fig. 2.3(c)) for characterization of the HCF 

output pulse. Figure 2.5 shows the spectrum and intensity of the output pulse. In 

general, based on the output spectrum, the measured pulse duration is longer than the 

transform-limit due to higher order phase introduced in various components that is 

not compensated in the chirped mirror compressor. By comparing the input and 

output spectra it is clear, as explained in Chapter 1,  that pulse self-steepening has 

resulted in a  very asymmetric SC spectrum, shifting the spectral peak intensity from 

~800 nm to ~680nm.  

 In practice, the input pulse energy and duration, and the helium pressure are 

carefully scanned for largest bandwidth with quadratic spectral phase. At higher gas 

pressures or pulse energies, plasma formation at the HCF input increases the 

bandwidth by adding a shoulder to the blue side of the spectrum. The larger 

bandwidth in this case, however, does not reduce the pulse length as the newly 

introduced higher order spectral phase terms make the pulse longer. Furthermore, part 

of this blue side bandwidth is outside the range covered by the chirped mirrors and 

other optics in the setup.   
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Figure 2.5. Characterization of the HCF output pulse. The central spectrum has a 

significant blue shift and the bandwidth has increased by more than factor of 5.  (left) 

comparison of input (red curve) and output spectrum  (blue curve) of the fiber, (right) 

compressed few-cycle pulse intensity envelope retrieved from TG-FROG trace.    

  

 At lower energies and gas pressures the spectral broadening is more 

symmetric and even though the bandwidth is smaller, the quadratic spectral phase 

helps to compress the beam to durations close to transform limit. Part of the higher 

order spectral phase originates from the chirped mirrors and the fused silica wedges 

used to compress the pulse, by minimizing the number of reflections from the mirrors 

and transmission length in windows we expect to reduce the pulse duration to ~5fs.  

 

 

 

 

input

𝛥𝜔𝐹𝑊 𝑀

~30𝑛𝑚

output

𝛥𝜔𝐹𝑊 𝑀

~160𝑛𝑚

 𝑡𝐹𝑊 𝑀

~7𝑓𝑠 
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Chapter 3: Micrometer-scale cryogenically 

cooled gas jet for near-critical density laser-

plasma interaction experiments 

3.1 Introduction 

 Gas jets have been employed as targets in high intensity laser-matter 

interaction studies for decades.  These experiments span a wide variety of 

applications including electron and ion acceleration [10,128–130], high harmonic 

generation [131,132], x-ray lasers [133], and even generation of fusion 

neutrons [134].  The main advantages of gas jets, compared to solid targets or static 

gas fills, are that they are a well-controlled, automatically replenishing target that can 

be used at high laser pulse repetition rates without requiring target rasterization 

schemes, and they allow the laser to propagate through vacuum before reaching the 

interaction volume.  Fine control of the gas density and profile has been demonstrated 

by multiple groups through engineering of the valve design [135–137], nozzle 

geometry [138–141], and through external shaping of the resulting gas flow [142–

145]. 

 In prior experiments with gas jets, the gas density has generally been limited 

to less than
20 3~10  cm

, with interaction lengths on the millimeter scale.  For typical 

hydrogen or helium gas jets, this density limitation precludes the study of near critical 

laser plasma interactions using Ti:Sapphire laser systems (𝜆 = 800 𝑛𝑚, critical 

density𝑁𝑐𝑟 ≈ 1.7 × 1021𝑐𝑚−3) which is of interest for laser driven electron [21,130] 

and ion [146,147] acceleration experiments.  Two notable exceptions to this 

limitation are the schemes presented by Sylla et al. [136] and Kaganovich et al. [142] 
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for achieving thin, high density plasmas suitable for the study of near critical 

phenomena. Sylla et al. achieved a critical density plasma by implementing a novel 

valve design which boosts the pressure above 4000 psi behind a 400 µm nozzle. 

Kaganovich et al. generated a shockwave in a standard gas jet by ablating a nearby 

metal surface with a nanosecond laser pulse a controlled time before arrival of the 

main interacting pulse.  The density in the thin shock can be many times higher than 

the ambient gas density, boosting the target density into the near critical regime.   

 Here, we present a method for generating thin, near critical density plasmas 

which avoids pressure boosting schemes or secondary lasers.  The technique uses a 

cryogenically cooled high pressure solenoid valve coupled to a variety of thin nozzles 

with inner diameter as small as 50 µm. Cryogenic cooling increases the density of 

atoms or molecules inside the gas valve reservoir for a fixed valve backing pressure 

which, in turn, increases the gas density at the nozzle exit plane. The jet can be 

operated in pulsed or continuous flow modes. Because near-critical plasma densities 

significantly reduce the threshold for relativistic self-focusing, this method of high 

density jet generation has made possible our recent results in accelerating MeV-scale 

electron bunches using peak laser powers well below 1 TW at high repetition rates, 

currently up to 1 kHz [20,21]. 

3.2 High density valve design 

 The high density jet design consists of a homemade nozzle, and a high speed 

solenoid valve (Parker series 99 miniature valve) controlled through a commercial 

valve driver (Parker IOTA One). The solenoid valve and the high pressure gas feed 



 

 

 

 

55 

 

tube are held in a custom cooling jacket which uses a combination of liquid nitrogen 

and electrically driven heating elements to control the valve reservoir temperature. 

The reservoir temperature can be controlled to within 1 degree Celsius between room 

temperature and 160º C.  The valve seal is formed by a Teflon poppet on a 1 mm 

diameter orifice.  The valve body is modified for mounting of a 3mm thick adaptor 

plate in a way that the poppet seat orifice transitions directly to a straight 1 cm long 

stainless steel capillary (the “needle nozzle”) with an inner diameter ranging from 50 

µm to 150 µm soldered to the adaptor plate.  The needle nozzle length is set by the 

accessibility of small f-number laser focusing, in our laser interaction experiments. 

Upon opening of the poppet, the gas is forced through the needle nozzle into the 

vacuum chamber. The volume of the gas exiting the nozzle is negligible compared to 

the volume in the valve and feed tube, where the gas is effectively under stagnation 

conditions. As is well known, the nozzle shape has a significant effect on the gas 

density profile [148]. As discussed below, our use of straight nozzles and sonic flow 

give different profiles than supersonic nozzles employing a converging-diverging 

design to achieve high Mach number flows  [135,149–151].  

 Controlling the reservoir temperature, 
0T , and pressure, 

0P , along with the 

nozzle diameter allowed us to access peak molecular densities in the range 10
19

-10
21

 

cm
-3

 while maintaining a ~200 µm target thickness.  The radial density profile of the 

gas flow was nearly Gaussian with full width at half maximum (FWHM) of 150-250 

µm at a height 150 µm above the nozzle, depending on the nozzle inner diameter.  

Depending on the gas species used, when ionized this covers underdense through 
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overdense plasma regimes for a =800 nm Ti:Sapphire laser (𝑁𝑐𝑟 ≈ 1.7 ×

1021𝑐𝑚−3). 

 The flow of gas from the jet can be modeled as the steady, one-dimensional 

isentropic flow of an ideal gas into a low pressure reservoir [152].  Gas from the 

reservoir is forced through the needle nozzle by the pressure gradient between the 

reservoir and vacuum chamber which is held at a pressure 𝑃𝑏~10 𝑚𝑇𝑜𝑟𝑟. In an ideal 

1D isentropic flow the gas density N can be expressed in terms of the gas specific 

heat ratio, 𝛾 =
𝐶𝑃

𝐶𝑉
> 1and the local Mach number, 𝑀 = 𝑣/𝑐𝑠where 𝑣 is the gas 

velocity, 
sc  is the sound speed, and 𝑁0 is the gas density at the reservoir [153] : 

 

 
𝑁 = 𝑁0(1 +

𝛾 − 1

2
𝑀2)

−
1

𝛾−1 

 

(3.1) 

 Equation 3.1 indicates the gas density drops rapidly as the Mach number 

increases ((𝛾 − 1)−1 = 2.5, using 𝛾 = 1.4for H2).  Therefore, to reach the highest 

density possible at the nozzle exit, the Mach number should be minimized.  This is in 

contrast to supersonic nozzles used for those laser-plasma interaction experiments 

where a flat top transverse density profile is desirable. For both sonic and supersonic 

nozzles, the mass flow rate and the peak density are limited by sonic choking, which 

limits the flow velocity to M = 1 at the minimum orifice diameter [153].   

 For an ideal diatomic gas (𝛾 = 1.4) under 1D isentropic flow conditions, the 

molecular density at the choke point (M = 1) is   

𝑁* = 𝑁0(
2

𝛾+1
)

1

𝛾−1 ≅ 0.63𝑁0 = 0.63
𝑃0

𝑘𝑏𝑇0
  

 

  

(3.2) 

Equation 3.2 shows that increasing the gas density at the nozzle exit is achieved 

simply by increasing the gas density in the reservoir. Increasing the reservoir density 
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is achieved by increasing the nozzle backing pressure, 𝑃0, or by decreasing the 

reservoir temperature, 𝑇0. Cryogenic cooling of the reservoir thus serves to increase 

the jet output density proportional to𝑇0
−1.  It should be noted that this relation holds 

regardless of the sonic (M = 1) versus supersonic (M > 1) nature of the nozzle, so 

cryogenic cooling is an effective method for increasing the density of supersonic 

nozzles such as those designed in references  [135,136,149].  

3.3 Experimental setup  

 The output density of the gas jet as a function of temperature, pressure, and 

nozzle geometry was characterized by transverse interferometry with a 70 fs, 400 nm 

probe pulse derived from our 25 TW Ti:Sapphire laser system [154,155].  Figure 3.1 

shows a diagram of the experimental setup.  The probe pulse passes through the gas 

jet and enters a folded wave front interferometer, with the phase shift Δ𝜙(𝑥, 𝑧) 

extracted using Fourier techniques [156], where  𝑥 is the coordinate transverse to the 

gas jet flow direction and 𝑧 is the distance from the jet orifice along the flow.  The 

extracted 2D phase profile is related to the radial refractive index profile ( , )n r z

through the inverse Abel transform  

 
𝑛(𝑟, 𝑧) − 1 = −

1

𝑘𝜋
∫ (

𝑑Δ𝜙(𝑥, )

𝑑𝑥
)

𝑟0

𝑟

𝑑𝑥

√𝑥2−𝑟2
  (3.3) 

giving the gas density profile 

𝑁(𝑟, 𝑧) =
𝑛(𝑟, )−1

2𝜋𝛼
  

Here, 𝑘 = 2𝜋/𝜆 is the probe wavenumber, r is the radial coordinate, 𝑟0 is a radius at 

which the gas density goes to zero, and 𝛼 is the gas molecular polarizability.  The 
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integral transform of Eq. 3.3 can be solved numerically or, with a suitable analytic 

profile fit to Δ𝜙(𝑥, 𝑧), analytically.  

  

 

Figure 3.1. Experimental setup for characterizing the high density gas jet (a). Density 

measurements were made using transverse interferometry.  A raw interferogram (b) 

and Abel inverted density profile (c) are shown along with a raw image of Rayleigh 

scattering (d) used to measure the cluster size and density in the jet. 

  

 In all measurements, Δ𝜙(𝑥, 𝑧 = 𝑧0) was well fit by a Gaussian function at 

heights 𝑧0 = 50 µm or more above the nozzle orifice. Taking Δ𝜙(𝑥, 𝑧0) =

Δ𝜙0exp(−
𝑥2

𝜎2), the index profile is calculated from Eq. 3.3 to be 
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𝑛(𝑟, 𝑧0) − 1 =
1

𝑘

Δ𝜙0

√𝜋𝜎
exp(−

𝑟2

𝜎2
) 

 

A numerical Abel inversion routine based on the fast Fourier transform was also 

implemented [157].  Numerical Abel inversion generally agreed with the Gaussian 

fit-based analytical Abel inversion to within ~10%.  The panels in Fig. 3.1 show a 

sample raw interferogram (b), Abel inverted density profile 𝑁(𝑟, 𝑧) (c), and a sample 

image of Rayleigh scattering (d) used to measure cluster size in the high density jet.

  

3.4 Hydrogen jet density measurements  

 Hydrogen gas is commonly used in laser plasma interaction experiments 

because of the ease with which it is fully ionized by the leading temporal edge of a 

suitably intense femtosecond laser pulse.  Complete ionization mitigates ionization-

induced refraction of the main interacting pulse.  However, since each hydrogen 

molecule can only contribute two electrons, high plasma densities have been very 

difficult to reach without the use of some higher Z gas such as nitrogen or argon.  

Figure 3.2(a) shows a sample Abel-inverted density profile 𝑁(𝑟, 𝑧) of the hydrogen 

gas jet (100 µm needle nozzle, 1000 psi backing pressure, and 160º C reservoir 

temperature).  The lineouts in Fig. 3.2(b), taken 70, 100, and 200 µm above the 

nozzle, show a near-Gaussian radial density profile.  The peak molecule density 70 

µm above the nozzle is 9 × 1020𝑐𝑚−3 which, when fully ionized, gives a peak 

plasma density of 1.8 × 1021𝑐𝑚−3or 1.03 × 𝑁𝑐𝑟for 𝜆 = 800𝑛𝑚.  Figure 3.2(c) 

shows the exponential decay of the peak gas density as a function of height above the 
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nozzle for a series of backing pressures.  The decay length is approximately 67 µm, 

independent of the valve backing pressure.  The exponential decay of the peak density 

is driven by the gas expansion, and the profile FWHM increases linearly as a function 

of height above the nozzle, as shown in Fig. 3.2(d). 

 
Figure 3.2. Sample 2D hydrogen molecule density profile (a) with 1000 psi backing 

pressure and −160°𝐶 reservoir temperature and lineouts 70, 100, and 200 µm above 

the nozzle (b).  The peak density as a function of height decays exponentially (c) and 

the FWHM increases linearly with height above the jet (d).   

 

 To minimize gas loading of the experimental chamber, the solenoid valve 

should have a fast rise time, reaching the desired stable output quickly. Figure 3.3 

shows the measured temporal evolution of the helium gas output from a 150 µm 

diameter needle nozzle with the valve reservoir held at 1100 psi and -140º C for four 

different durations of the solenoid current pulse which drives the valve poppet.  Each 
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point in Fig. 3.3 represents the maximum measured gas density at 200 µm above the 

needle nozzle.  The 10% to 90% rise time of the gas density is approximately 400 µs, 

after which the measured output stabilizes for all four current pulse durations.  The 

rise time was found to be relatively independent of pressure, temperature, and gas 

species. To minimize gas load, a current pulse duration of 700 𝑠 was used for all 

subsequent results in this paper. For high repetition rate applications, such as in our 

recent demonstration of MeV electron acceleration at 1 kHz repetition rate, the 

current pulse can be set at arbitrarily long durations [20]. Also where the gas load is 

not an issue, it is possible to switch to continuous flow mode by removing the poppet.   

 

Figure 3.3.  Helium density versus time delay at 200 µm above the 150 µm 

nozzle with the jet reservoir held at 1100 psi and -140° C for 5 ms, 20 ms, 50 

ms, and 100 ms current pulse durations. 

 



 

 

 

 

62 

 

 Figure 3.4(a) shows the peak hydrogen molecule density 200 µm above the 

150 µm diameter needle nozzle as a function of backing pressure with a fixed 

temperature of 160º C.  In agreement with the isentropic flow model, the measured 

density varies linearly with pressure.  Figure 3.4(b) shows the dependence of the peak 

gas density at the same location for a fixed pressure of 1000 psi as a function of 

temperature.  The peak density at 160º C is enhanced by a factor of ~2.4 compared 

to the peak density at room temperature, highlighting the effectiveness of cryogenic 

cooling for increasing gas jet density output.  The measured density as a function of 

temperature is roughly proportional to 𝑇0
−0.87.  Departure from the 1 𝑇0⁄  dependence 

is possibly caused by viscous effects in the flow, as the dynamic fluid viscosity is a 

function of the fluid temperature [158].  

 

Figure 3.4. Peak hydrogen molecule density 200 µm above the 150 µm needle nozzle 

(a) as a function of valve backing pressure at a fixed reservoir temperature -160º C 

(113 K) and (b) as a function of reservoir temperature at a fixed backing pressure 

1000psi.  

 

 Finally, the density of hydrogen gas was measured for a series of nozzles with 

inner diameters of 50, 100, and 150 µm.  Viscous forces cause significant pressure 
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drop and therefore lower peak densities for smaller diameter nozzles.  Figure 3.5 

shows the output density as a function of height for a fixed reservoir temperature and 

pressure of 160º C and 1000 psi for all three nozzle designs.   

 

Figure 3.5. Hydrogen molecule density as a function of height above needle 

nozzles with 50 µm (green), 100 µm (red), and 150 µm (blue) inner diameter,  

all at 160º C and 1000 psi 

 

3.5 Characterization of clusters from high density 

jet 

 In many experiments involving high pressure gas jets, clustering of molecules 

can play an important role. Collisional ionization within the solid density clusters can 

greatly enhance ionization and increase laser-plasma coupling [159,160].  The laser 
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cluster interaction has been demonstrated as a source of fast ions [128,161], 

electrons [162,163], x-rays [160,164], and even neutrons [134,165].  Ballistic cluster 

flows can also be used to make shaped plasma density profiles using obstructions 

smaller than the cluster mean free path [145].  

3.5.1 Cluster formation  

 Due to the rapid expansion of the flow out of the nozzle, under certain 

conditions, the fluid can reach a metastable supersaturated state without 

condensation [166].  If a threshold value of supersaturation is passed, sudden 

nucleation forms clusters throughout the fluid [167]. The onset of the supersaturation 

threshold required for this spontaneous nucleation depends on the initial 

thermodynamic state and the kinetics and time scale of the expansion [168]. 

 The size and density of the clusters can be characterized using Hagena’s 

empirical parameter  

 
𝛤∗ =

𝑘𝑑0.85𝑃0

𝑇0
2.29  (3.4) 

Where 𝑘 is a gas dependent constant, 𝑑 is the orifice diameter in µm, 𝑃0 is the 

backing pressure in mbar, and 𝑇0 is the stagnation temperature [169]. The value of 

𝑘varies widely for different gases and it is generally higher for gases with higher 

polarizability. For example  𝑘 = 1650 for argon and  𝑘 = 180 for hydrogen while for 

helium  𝑘 = 3.85 where there is negligible clustering [170].  

 Clustering starts to be observed for 𝛤∗ in the range of 200-1000. The average 

number of molecules in the cluster is empirically given by 〈nc〉 =33(
Γ*

1000
)
2.35  [168], 
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which can be used along with the Wigner-Seitz radius
WSr , to find the average cluster 

radius 𝑎 = 𝑟𝑊𝑆𝑛𝑐
1 3⁄ . The dependence 〈nc〉  ∝  Γ*

2.35
shows that higher pressure, 

lower temperature, and higher nozzle diameter leads to larger cluster size.  

   

3.5.2 Cluster size and density measurement  

 The mean size and density of clusters in the high density gas jet can be 

estimated through an all optical technique combining transverse interferometry and 

collection of Rayleigh scattered light from the clusters [155]. When the cluster size is 

comparable to the laser wavelength, the scattering from the clusters should be treated 

by Mie scattering formulas [171]. The Rayleigh scattered energy into a collection lens 

by a laser propagating from point 𝑥 to 𝑥 + ∆𝑥 through a cluster jet is given by 

Δ 𝑙𝑒𝑛𝑠(𝑥) ≈  𝑖𝑛𝜎̅𝑙𝑒𝑛𝑠(𝑥)𝑁𝑐(𝑥)Δ𝑥 where  𝑖𝑛is the incident laser energy on the 

scattering volume, 𝜎̅𝑙𝑒𝑛𝑠is the cross section for scattering into the lens averaged over 

the cluster size distribution, and 𝑁𝑐 is the average cluster density.  For 90° scattering 

and cluster sizes much less than the laser wavelength 𝜎𝑙𝑒𝑛𝑠 = 𝜋𝑘4|Γ |2(𝛼2 − 𝛼4/4) 

where 𝑘 = 2𝜋/𝜆 is the laser wavenumber, Γ = 𝑎3(𝜀 − 1)(𝜀 − 2)−1 is the cluster 

polarizability assuming a spherical cluster of radius 𝑎 and dielectric constant 𝜀, and 𝛼 

is the collection half angle of the imaging lens [155].  Using this cross section in the 

equation for the scattered energy gives 

 
𝑎6̅̅ ̅𝑁𝑐 =

1

𝜋𝑘4
|
𝜀+2

𝜀−1
|
2 Δ𝐸𝑙𝑒𝑛𝑠

𝐸𝑖𝑛Δ𝑥
 (

1

𝛼2−𝛼4/4
)  (3.5) 
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Where 𝑎6̅̅ ̅is an average of 𝑎6 over the cluster size distribution [155].  Transverse 

interferometry allows measurements of the real part of the refractive index 𝑛𝑟(𝑥) =

1 + 2𝜋𝑁𝑐Γ𝑟 where Γ𝑟 = 𝑅𝑒(Γ ).  Rearranging gives  

 𝑎3̅̅ ̅𝑁𝑐 =
𝑛𝑟(𝑥)−1

2𝜋
 (
𝜀+2

𝜀−1
)   (3.6) 

Combining Eqs. 3.5 and 3.6 yields an effective cluster radius 𝑎𝑒𝑓𝑓 ≡ (𝑎6̅̅ ̅/𝑎3̅̅ ̅)1 3⁄   and 

number density 𝑁𝑐,𝑒𝑓𝑓 ≡ 𝑎3̅̅ ̅𝑁𝑐/𝑎𝑒𝑓𝑓
3  [155]. 

 The above model assumes complete clustering.  If the jet contains a monomer 

fraction 𝛿𝑚 = 𝑁𝑚/(𝑁𝑚 + 𝑁𝐶𝑛𝑐̅̅ ̅) where 𝑁𝑚 is the monomer density and 𝑛𝑐̅̅ ̅ is the 

average number of atoms in the cluster, the assumption of complete clustering causes 

an underestimation of 𝑎𝑒𝑓𝑓 by a factor (1 − 𝛿𝑚)
−1/3  [155].  The underestimation 

arises from the additional contribution of the monomers to the measured phase shift 

while contributing negligibly to the Rayleigh scattered signal.  The cube root 

dependence greatly reduces the effect of the uncertainty in 𝛿𝑚 since even an 

assumption of 95% monomers only increases the calculated 𝑎𝑒𝑓𝑓 by a factor of 2.7.   

Further, the effect of the cluster size distribution on 𝑎𝑒𝑓𝑓can be calculated by 

comparing 𝑎𝑒𝑓𝑓 ≡ (𝑎6̅̅ ̅/𝑎3̅̅ ̅)1 3⁄  to 𝑎̅ for various cluster size distributions, 𝑓(𝑎), 

where 𝑎𝑛̅̅ ̅ = ∫ 𝑎𝑛𝑓(𝑛𝑐)𝑑𝑛𝑐
∞

0
 and 𝑎 = 𝑟𝑊𝑆𝑛𝑐

1 3⁄
with 𝑟𝑊𝑆 the intra-cluster Wigner-Seitz 

radius.  Using a log normal distribution for the number of molecules per cluster, we 

find that this method will tend to overestimate the cluster size.  However, if the 

distribution is sufficiently narrow that the standard deviation is within 40% of the 

mean, then the retrieved cluster size, 𝑎𝑒𝑓𝑓, will be correct to within a factor of 2. 
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 Rayleigh scattering is collected from the cluster jet by focusing a 25 mJ, ~10 

ns beam derived from our Ti:Sapphire system (𝜆 = 800𝑛𝑚) into the thin jet at f/9.5.  

A calibrated imaging system collects the scattered signal in a plane perpendicular to 

the pump polarization and images the signal onto a CCD camera.  The experimental 

setup and a raw image of the Rayleigh scattered light are shown in Fig. 3.1.  The 

same transverse interferometry diagnostic described in section 3.3 was used to 

measure the clustered gas refractive index.   

 The hydrogen cluster size and density are found to vary as a function of the 

beam height above the nozzle orifice.  Near the orifice, where the hydrogen molecule 

density is highest, negligible Rayleigh scattering was detected.  A stronger Rayleigh 

scatter signal was observed farther from the nozzle, consistent with cooling-induced 

clustering as the gas expands into the vacuum.   Figure 3.6 shows the cluster size and 

density as a function of radial position at various heights above the 150 µm diameter 

nozzle with a jet backing pressure of 1000 psi and reservoir temperature 160° C.  

The minimum average cluster radius measured for any conditions was approximately 

0.5 nm limited by the sensitivity of the Rayleigh scatter diagnostic.  

 



 

 

 

 

68 

 

 

Figure 3.6. Average cluster density (a) and average cluster size (b) as a function of 

radial position at various heights above the 150 µm diameter nozzle orifice at jet 

backing pressure and temperature 1000 psi and -160° C.   

 

 At positions greater than approximately 500 µm above the orifice, the cluster 

size is measurable and the dependence of clustering on jet backing pressure and 

reservoir temperature can be determined.  Figure 3.7(a) shows the nonlinear 

dependence of the spatially integrated Rayleigh scatter signal on jet backing pressure 

at a height 1 mm above the 150 µm nozzle when the jet reservoir temperature is held 

at 160° C.  Figure 3.7(b) shows the cluster size (dotted line) and density (solid line) 

at the same position as a function of backing pressure. The effective cluster radius 

dropped rapidly as the valve temperature was increased.  For 1050 psi backing 

pressure and 160° C valve temperature, the average cluster radius 1 mm above the 

150 µm orifice was ~1.8 nm.  At 140° C the cluster radius dropped to ~0.5 nm for 

the same backing pressure.  Above 140° C the cluster size was below the 0.5 nm 

measurement threshold.   
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Figure 3.7. Rayleigh scattered signal versus backing pressure (a) and cluster density 

(solid line) and size (dotted line) at a height ~1 mm above the 150 µm nozzle (b) with 

the jet reservoir held at 160° C.   

3.6 Nozzle geometry  

 For the isentropic flow discussed in section 3.2 one can drive the relation 

between the nozzle area and the local Mach number  

 𝐴

𝐴𝑡ℎ
=

1

𝑀
(

2

𝛾+1
(1 +

𝛾−1

2
𝑀2))

𝛾+1

2(𝛾−1)
   (3.7) 

Here 𝐴𝑡ℎ is the nozzle diameter at the throat where M = 1. Assuming isentropic flow, 

for a prescribed nozzle profile, Eq. 3.7 yields the Mach number along the flow 

direction which in turn determines the other local thermodynamic properties of the 

flow including the density [172]. For an increasing cross sectional area 𝐴 after the 

throat, the Mach number along the flow direction increases, resulting in a supersonic 

flow with lower density. Supersonic nozzles generate sharper flow boundaries than 

sonic nozzles, a feature of interest for many laser plasma interaction experiments.  

 In addition to straight capillary nozzles, we have employed precision tapered 

nozzles in newer versions of the high density gas jet. For a converging nozzle with 
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~12 degree taper angle and 100 𝑚 throat diameter at the nozzle tip, the resulting 

density profile is very similar to the density from a straight nozzle with the same 

inner diameter as the throat size. This is expected as the Mach number cannot exceed 

M = 1 in a converging nozzle. However, in the case of diverging geometry, Eqs. 3.1 

and 3.7,  result in supersonic flow with lower density at the nozzle exit than a sonic 

nozzle. Figure 3.8 compares the flow from a straight capillary and a diverging nozzle 

with ~7 degrees diverging angle, both with 100m throat diameter and similar 

stagnation condition. The diverging nozzle has a smaller density near the tip, but it 

expands much slower in the transverse direction and has sharper boundaries.   

 

Figure 3.8. Comparison of straight (left) and diverging nozzle (right). The magenta 

lines show the FWHM density region, illustrating slower transverse expansion for the 

diverging nozzle.    

 

3.7 Conclusions   

 In this chapter, a jet design based on a cryogenically cooled pulsed solenoid 

valve was described.  The jet was shown to be capable of reaching hydrogen 
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molecule densities as high as 9 × 1020𝑐𝑚−3 in a ~200 µm FWHM Gaussian density 

profile when the jet was backed with 1000 psi and cooled to 160° C.  When fully 

ionized, this brings the peak plasma density above the (non-relativistic) critical 

density for Ti:Sapphire lasers, making this jet an interesting target for electron and 

ion acceleration experiments.   

 Estimates of the output density scaling with valve backing pressure and 

temperature were made by modeling the gas flow through the nozzle as steady and 

isentropic.  Reaching the highest density output possible was found to require a sonic 

nozzle design, with the output molecular density directly proportional to the density 

within the valve reservoir.  The equation of state prediction, that gas density at the 

nozzle exit scales as 𝑇0
−1, is borne out by our measurements of cryogenically cooled 

jets, which yield a density scaling of 𝑇0
−0.87. 

 Rayleigh scattering measurements showed that clustering of the high density 

gas occurs at distances ~500 µm and greater above the nozzle orifice.  Average 

hydrogen cluster radii of >~1 nm were measured approximately 1 mm above the 

nozzle for the highest backing pressures and coldest reservoir temperatures. The 

cluster size measurements show that clustering is negligible in experiments operating 

near the nozzle exit plane where the gas density is highest. 
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Chapter 4: MeV electron acceleration at 1 kHz 

with 30fs, <10mJ laser pulses  

4.1 Introduction  

 Laser-driven electron acceleration in plasma has become a well-established 

field since it was proposed several decades ago [6]. In recent years, significant 

experimental successes have been achieved, including the acceleration of quasi-

monoenergetic electron bunches to ~4 GeV  [12] and the generation of MeV range 

gamma rays  [14]. Typically, these experiments, demand laser pulse energies of at 

least several joules, and consequently existing laser technology limits them to low 

repetition rates (10 Hz).      

 There are numerous applications for MeV-scale electron beams where a 

compact and portable high-repetition-rate source is beneficial, especially for potential 

scanning purposes and improved data collection statistics. At low pulse repetition 

rates of 10 Hz, radiography using broadband, moderately divergent laser-plasma-

accelerated electron beams from gas jets  [16,173], or  rays from Bremsstrahlung 

conversion of the beam  [15,174] has been demonstrated. Prior work at 0.5kHz using 

a continuous flow gas jet has produced ~100 keV, 10 fC electron bunches  [175] and 

demonstrated their application to electron diffraction experiments [176]. While high 

repetition rate acceleration of ~pC electron bunches to MeV-scale using solid and 

liquid targets has been reported counter propagating to the laser  [177,178],  gas jet-

based laser-plasma electron sources had yet to simultaneously achieve high repetition 

rate and forward directed MeV-scale energies.  



 

 

 

 

73 

 

 In non-plasma based work, time-resolved electron diffraction using laser-

driven photocathodes and conventional MeV accelerator structures such as LINACs 

is an established research area  [179], where low emittance and narrow energy 

spreads are achieved.  For <100 fs temporal resolution, this technique requires 

compensation for space charge effects and timing jitter [12]. 

 The most common and successful laser-plasma-based acceleration scheme is 

laser wakefield acceleration (LWFA), which can be initiated by relativistic self-

focusing of the laser pulse in the plasma. LWFA electron pulses can be ultrashort and 

are precisely timed to their driving optical pulses  [18]. Relativistic self-focusing has 

a critical power  [51] of Pcr = 17.4(Ncr/Ne) GW, where Ne is the plasma density and 

Ncr is the critical density. As Ncr = 1.74  10
21

cm
-3

 for the Ti:Sapphire laser 

wavelength of =800nm, a very high Ne is needed to keep Pcr well below 1 TW and 

enable operation with current commercial laser technology for millijoule-scale pulses 

at 1 kHz. In previous experiments, we showed using a high density gas jet (at Ne/Ncr < 

0.25) lowers Pcr sufficiently to promote relativistic self-focusing and SM-LWFA with 

sub-terawatt laser pulses [21].  In those experiments, electron beams with ~0.5nC 

charge per bunch at >1 MeV energies were accelerated using <50mJ laser pulses from 

a 10 Hz laser system. The electron acceleration from the high density target is 

accompanied by a broadband radiation flash emitted from the electrons injected into 

the accelerating phase of the plasma wave by the laser field [180]. Figure 4.1 shows a 

shadowgraph of a laser pulse interaction with the high density jet target, along with a 

forward and a sideways collected spectrum from the interaction region. The bright 

spot in panel (a) shows the sideways-collected injection radiation flash, and panel (c) 
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shows the spectrum of the flash from a target region with maximum electron density 

of 𝑁𝑒 = 3.4 × 1020𝑐𝑚−3. The forward collected spectrum of a laser pulse with 

vacuum normalized vector potential 𝑎0 ≃ 0.8, focused on a region of the jet target 

with peak electron density of 𝑁𝑒 = 1.8 × 1020𝑐𝑚−3is depicted in Fig. 4.1(b). The 

broadband redshifted Raman Stokes radiation peak at 𝜆𝑠 = 2𝜋𝑐/𝜔𝑠 ≃ 1030𝑛𝑚 is 

evidence for self-modulation, and implies strong self-focusing of the laser pulse. 

Using the plasma frequency 𝜔𝑝for the measured electron density, and 𝜔𝑠 = 𝜔 −
𝜔𝑝

𝛾1 2⁄ , 

where 𝜔 is the laser frequency, and 𝛾 = (1 + 𝑎0
2/2)1 2⁄  is the relativistic factor, the 

estimated self-focused normalized vector potential is 𝑎0 ≃ 2.7, which is in good 

agreement with the peak 𝑎0 from 3D PIC simulations.  

 

 

Figure 4.1. (a) Shadowgraphic image of the laser pulse interaction with high density 

jet target, along with a (b) forward collected spectrum showing Raman Stokes 

radiation, confirming self-modulation of the laser pulse, and (c) the spectrum of 

sideways-collected broadband radiation from laser assisted injection. 
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 Here, we show that using gas jets approaching even closer to critical density 

(Ne/Ncr < 0.69) makes possible electron acceleration to relativistic energies with pulse 

energies as low as 1.3 mJ, delivered at 1 kHz.  We note that for pulse propagation 

near  Ne/Ncr = 0.25, the stimulated Raman scattering associated with SM-LWF 

generation can compete with the two-plasmon decay instability [181]. To help 

understand the details of acceleration in this regime, we present particle-in-cell (PIC) 

simulations in this chapter. 

 Driving laser plasma accelerators at high repetition rate using a gas jet target 

demands a nearly continuous flow out of a high-pressure nozzle. This leads to high 

background chamber pressure, which can enhance the deleterious effects of laser-

induced ionization and defocusing well before the pulse encounters the gas jet. Our 

experiments demonstrate electron acceleration at chamber background pressures as 

high as 20 Torr, enabling the use of continuous flow nozzles and even higher 

repetition rate laser systems for LWFA.   

4.2 Experimental setup  

 We used  = 800 nm, 30 fs, < 12 mJ pulses from a 1 kHz Ti:Sapphire laser to 

drive LWFA in the dense jets. The pulses were tightly focused with an f/8.5 off-axis 

paraboloid to a 9 µm intensity FWHM spot size. Given the risk of high accumulated 

gamma radiation dose from running the experiment at 1 kHz (mainly from the beam 

dump), we used a solenoid valve before the nozzle to control the gas flow duration 

from less than 1 ms up to several minutes. The interaction of the laser pulse with the 

high density jet generates strong supercontinuum. Figure 4.2 (left panel) shows the 
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laser interaction with the gas jet, also showing the solenoid valve and the cooling 

assembly used to bring the backing gas temperature down to −160∘𝐶. The right panel 

shows the bright, forward directed supercontinuum on a screen. 

 

Figure 4.2. Solenoid valve and the cooling assembly (left) at the moment laser 

interacts with high density jet, and the resulting bright supercontinuum (right).   

  

 A schematic drawing of the experimental setup along with a measured He gas 

density profile, an accelerated electron beam profile, and its corresponding electron 

energy spectrum is shown in Fig. 4.3. 

 Gas jet density and plasma profiles were measured using folded wavefront 

interferometry  [182] with a  = 800 nm probe split from the main pulse.  High 

density H2 and He gas jets were produced by cooling the gas to 150˚C at 1100 psi, 

and flowing the gas through a 150 µm nozzle into a vacuum chamber pumped by a 

220CFM roots blower.  The gas jet density encountered by the laser pulse was 

controlled by changing the backing pressure, temperature, and the location of the 

laser focus on the jet. As determined from interferometry, the jet density has a 
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Gaussian transverse profile of FWHM 150-250 µm depending on the laser focus 

position. Within ~60 m of the nozzle exit, we achieve Ne/Ncr ~ 1 at full ionization. 

 

 

Figure 4.3. (a) Experimental setup for high-repetition-rate electron acceleration. The 

dashed line depicts the vacuum chamber boundary. (b) Measured density profile for 

He gas jet (center), electron beam profile from He jet (right), and corresponding 

electron energy spectrum (left). The sharp left-right edges on the spectrum are from 

electron beam clipping on the spectrometer magnet. 

 

 To avoid nozzle damage, the laser was focused at least 110 µm above the 

nozzle orifice, where Ne/Ncr ~ 0.5. Accelerated electron spectra were collected 35 cm 

beyond the jet by a magnetic spectrometer consisting of a compact permanent 0.08 T 

magnet located behind a 1.7 mm wide copper slit, followed by a LANEX scintillating 

screen imaged onto a low noise CCD camera.  Day-to-day experimental runs for 
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similar jet opening times gave slightly varying electron bunch energies and charges 

owing to gas jet nozzle tip erosion from plasma ablation. Nozzles were replaced after 

approximately 210
5
 laser shots.  

4.3 Experiment results  

 Figure 4.4 shows accelerated electron spectra from the H2 jet for several 

values of laser pulse energy and with 10 ms valve open time. The inset shows the 

total charge per shot accelerated to >1 MeV energy versus laser pulse energy. Each 

point is the average of 10 consecutive shots. The exponential electron spectra and the 

moderately collimated beams are evidence of SM-LWFA, reflecting acceleration 

from strongly curved plasma wave buckets and wave-breaking electron injection into 

a range of accelerating phases [21]. Lowering the laser pulse energy requires 

increasing the electron density to maintain P > Pcr. The minimum electron density 

required to observe electron acceleration with 9 mJ pulses was 4.0 ×

1020 𝑐𝑚−3(Ne/Ncr= 0.23). To observe acceleration for 1.3 mJ pulses, it was necessary 

to increase the electron density to 1.2 × 1021 𝑐𝑚−3(Ne/Ncr= 0.69). 

 At low laser pulse energies (< 3mJ) with H2 jets, most of the electrons are at 

energies below our spectrometer range. Moving the spectrometer out of the electron 

beam path allows the full beam to impact the LANEX (shielded by 25 m aluminum 

foil). Using the electron transmission data for aluminum [183] and the LANEX 

response [184,185], we estimate electron bunches of ~10 fC charge with up to  ~0.5 

MeV energy for laser pulse energies as low as 1.3 mJ. 
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Figure 4.4.  Accelerated electron energy spectra from H2 jets for varying laser pulse 

energy and 10 ms gas jet open time. The inset shows total charge with > 1MeV 

energy versus laser pulse energy. The 0.05 MeV energy bins correspond to the 

magnetic spectrometer’s coarsest energy resolution (at 1.5 MeV). 

 

 Using He jets no electron beams were detected for laser pulses <5 mJ. For 

both H2 and He jets, increasing the pulse energy to ~10 mJ increased the bunch 

charge with >1 MeV energy to ~ 1pC. We attribute these observations to ionization-

induced defocusing in He at low laser pulse energy. The transverse electron density 

profile in the H2 jet is flatter than in the He jet owing to lower threshold for full 

ionization in H2  [186],  resulting in less defocusing in H2 and larger amplitude 

plasma waves. This is borne out by interferograms in Fig. 4.5(a), showing the residual 

plasma ~1 ps after interaction of a 5 mJ pulse with the He and H2 jets. The associated 

2D PIC simulations using the code TurboWave  [46] show the electron density 



 

 

 

 

80 

 

profiles just before and 250 fs after plasma wavebreaking in the H2 and He jets in Fig. 

4.5(b). It is seen that the hydrogen plasma profile is fully ionized over a wider region 

than in He, and that post-wavebreaking scatter of the laser pulse and electron heating 

in hydrogen gives a wider profile at the jet exit. 

 

Figure 4.5. (a) Interferograms showing residual plasma ~1 ps after interaction of 5 

mJ pulses with H2 and He gas jets. The dark shadow is the gas nozzle. (b) Electron 

density profiles before (top) and 250 fs after wavebreaking (bottom) from 2D PIC 

simulations of the interaction of 5 mJ, 30 fs laser pulses with 200 m FWHM H2 and 

He jets at peak neutral density 4.35 10
20

 molecules or atoms per cm
3
. The dashed 

vertical lines indicate the center of the gas jet. 

 



 

 

 

 

81 

 

 Figure 4.6 shows accelerated electron spectra for varying peak electron 

density from the He jet using 9.5 mJ pulses and a 20 ms valve open time. 

Corresponding total charge accelerated to > 1 MeV is shown in the inset.  

 

Figure 4.6.  Electron energy spectrum for varying plasma density from He jet using 

9.5 mJ laser pulses and 20 ms gas jet open time. The inset shows the total charge per 

shot with > 1MeV energy.   

 

 Figure 4.7 shows electron beam profiles on LANEX for selected He plasma 

densities of Fig. 4.6, showing the sensitivity to plasma density. While the total 

accelerated charge increases significantly with peak electron density, the normalized 

electron spectrum does not change noticeably. The beam divergence angle (estimated 

from an average around the 50% beam intensity contour) is ~150 mrad at Ne/Ncr = 

0.25 and increases to ~260 mrad as the electron density is increased to Ne/Nc r= 0.43.  
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Figure 4.7. Electron beam profiles on LANEX screen, illustrating sensitivity to 

plasma density. The outside circle is the outline of the vacuum port, through which 

the LANEX surface was imaged. 

 

 A major concern using a high density continuous flow gas jet is the 

background pressure buildup inside the target chamber, which can lead to ionization-

induced defocusing of the pulse. In order to study the effect of background pressure 

buildup, we first measured accelerated electron spectra for increasing valve open 

times (with the laser at 1  kHz and the jet repetition rate at 0.5 Hz), as shown in Fig. 

4.8, where a He gas jet at Ne/Ncr = 0.54 is driven by 10 mJ laser pulses. It is seen that 

increasing the valve open time lowers the charge per shot while keeping the 

normalized spectra similar. The charge per shot at > 1 MeV decreases from ~1.6pC to 

~0.2pC as the opening time increases from 1 to100 ms, over which the corresponding 

background pressure increases from < 0.1 to ~ 3.5 Torr.  
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Figure 4.8.  Electron energy spectrum per shot from He gas jet (Ne/Ncr= 0.54) for 

different valve open times for 10 mJ laser pulses at 1 kHz. Inset: total charge per shot 

accelerated to > 1MeV and corresponding background pressure. The dashed blue line 

shows the spectrum (0.1) from a 3D PIC simulation of one shot for Ne/Ncr= 0.5 and 

10 mJ. 

 

 Increasing the valve open time to 1s, with a repetition rate of 0.5 Hz, increases 

the background pressure to a constant ~20 Torr.  Scanning a 50 ms window 

(containing a 50 shot burst of 10 mJ pulses) over the 1 s valve opening of the He jet 

gives a nearly unchanging LANEX signal. This shows that the valve could be open 

continuously if the accumulation of gamma-ray dose from our beam stop was not a 

constraint. 
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4.4 PIC simulations  

 To better understand SM-LWF generation and acceleration in our jet at Ne/Ncr 

> 0.25, we performed 2D PIC simulations for 4 mJ laser pulses interacting with a 200 

m FWHM preionized H2 target with peak Ne/Ncr = 0.5. Figure 4.9 shows the 

simulated plasma wake before and after wavebreaking (top) and corresponding 

central lineouts (bottom) of electron density and normalized laser vector potential 𝑎0. 

The wakefield is generated at ambient plasma density above quarter critical (dashed 

line), where the Raman Stokes line is suppressed and the anti-Stokes line dominates, 

as seen in the forward directed optical spectrum shown.  Two-plasmon decay is not 

evident over the full laser propagation, possibly due to the strongly nonlinearly 

steepened density in the plasma wake  [187].  

 For our prior experiments at high density, PIC simulations showed that both 

LWFA and direct laser acceleration (DLA) contributed to electron energy gain, with 

LWFA dominating at lower laser pulse energies [15].  For the current experiments 

with  10 mJ pulses, PIC simulations show that LWFA dominates DLA up to the 

highest plasma densities used.  The simulations also show that the leading part of 

electron bunch is 30-60 fs FWHM for our range of laser and plasma conditions, 

followed by a longer (>100 fs) low energy tail. The simulated spectrum, shown in 

Fig. 4.8, indicates approximately 10  more charge than measured, along with a 

higher effective temperature than in the experimental spectra, differences we are 

currently trying to resolve.    
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Figure 4.9. Simulated plasma wake just before and after wavebreaking (top) and 

corresponding central lineouts (bottom) of density and normalized laser vector 

potential, for 4 mJ pulse interacting with 200 m FWHM preionized H2 target of peak 

Ne/Ncr = 0.5. Dashed line: Ne/Ncr = 0.25. Inset: Pre-wavebreaking spectrum of self-

modulated laser showing anti-Stokes line, with Stokes line suppressed. 

 

4.5 Pulse shape and chirp effect  

 Studies on the effect of chirp sign of the driving laser pulse on wakefield 

acceleration suggest laser pulses with positive chirp lead to higher bunch charge than 

a negative chirp with the same energy and pulse duration [188–190]. The asymmetry 

in the charge, for pulses with equal energy and duration and opposite chirp sign, is 

mainly attributed to the asymmetry in the pulse shape (skewness) originating from 

uncompressed higher order phase. The skewness of the pulse from higher order phase 

results in faster rise time for a positively chirped pulse, which enhances the forward 
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Raman scattering and self-modulation, and in turn, leads to larger electron 

yield [191]. At near critical plasma densities, the group velocity dispersion in plasma 

becomes more important, stretching the pulses with negative chirp, and compressing 

the pulses with a positive chirp. In our experiments at near critical densities, 

stretching the pulse length to ~100fs with positive chirp generates electron beams 

comparable to the shortest pulse case (30fs), whereas the electron beams from 

negatively chirped laser pulses vanishes at these pulse durations. Figure 4.10 

compares the electron beam profile for three different pulse duration and chirp signs. 

As we will discuss in Chapter 5 the plasma GVD effect becomes significantly more 

important when opposite sign chirp is introduced to few-cycle driver pulses  [192].  

 

Figure 4.10. Electron beam dependence on initial pulse duration and chirp of the 

pulse. Positively chirped pulses lead to significantly higher charge than negatively 

chirped pulses with the same duration.   

 

4.6 Conclusion 

 In summary, we have demonstrated for the first time, to our knowledge,  laser-

driven electron acceleration to > 1MeV in a gas jet using a 1 kHz repetition rate mJ-
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scale laser, with bunch charge to the pC level. This result was made possible by the 

use of a thin, dense, gas jet target enabling near-critical density laser interaction. The 

energy spread and the beam divergence of these electron bunches are rather large, and 

further improvement in beam quality is required for many applications.  In Chapter 5 

we will discuss how the use of few-cycle pulses in near critical density targets helps 

to generate higher quality electron bunches.  

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

88 

 

Chapter 5: Acceleration of quasi-

monoenergetic electron bunches to 5 MeV at 1 

kHz with few-cycle laser pulses  

5.1 Introduction  

 As we discussed in Chapter 4, our experiments with 30fs laser pulses showed 

that use of a near-critical density gas jet target lowers the critical power for relativistic 

self-focusing sufficiently to enable MeV-scale electron acceleration with ~1mJ 

energy scale driver pulses from high repetition rate laser systems [20]. However, 

those electron bunches, accelerated in the SM-LWFA regime [55], had an exponential 

(thermal-like) energy distribution and a rather large divergence angle.  

 In this chapter we show that using ~7fs FWHM duration, ~2.5mJ energy drive 

pulses generated through a hollow core fiber (HCF)-based compressor, we can access 

the “bubble” regime and accelerate MeV scale quasi-monoenergetic electron bunches 

with low divergence from near-critical density gas targets. To show these results in 

advance, Fig. 5.1 compares the electron bunch energy spectra and beam profiles from 

the bubble and SM-LWFA regime experiments. Even though the drive laser pulse has 

~4 lower energy in the bubble regime, its accelerated electron bunch has 

significantly higher energy than in the SM-LWFA experiments and a ~10 smaller 

divergence.  
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Figure 5.1. Electron bunch energy spectrum and beam profile for LWFA operated in 

the bubble regime (top), and in the SM-LWFA regime (bottom). The bubble regime 

leads to significantly higher electron beam quality in terms of peak energy, energy 

spread, and beam divergence angle.  

 

 Our SM-LWFA experiments described in Chapter 4 are similar, in principle, 

to the initial high laser pulse energy LWFA experiments of more than two decades 

ago  [193–196]; our recent advance is that we enabled the use of mJ-scale lasers 

drivers by using near-critical gas jets. High density gas targets reduce the plasma 

wavelength and lower the critical power for relativistic self-focusing, making possible 
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the relativistic acceleration of electrons in the SM-LWFA regime with far lower 

energy laser pulses  [20,21,197].  

 A significant breakthrough in laser wakefield acceleration occurred more than 

a decade ago when quasi-monoenergetic electron bunches were generated by 

operating in the highly nonlinear “bubble” regime [9–11].  In the bubble regime, the 

laser pulse duration is shorter than plasma wavelength, and its intensity is high 

enough to expel all background electrons from the first wake trough behind the laser 

pulse, forming a cavity containing the laser pulse and devoid of plasma electrons. As 

the cavity propagates through the plasma with the laser pulse, some of the 

background plasma electrons are trapped at the back side of the cavity and 

accelerated. These electrons have a quasi-monoenergetic energy spectrum  [198].  

 In order for significant acceleration in the bubble regime, the laser pulse 

should be relativistically self-guided up to the acceleration dephasing length. For such 

short resonant pulses, with durations shorter than the plasma wavelength (𝑐𝜏𝐿 < 𝜆𝑝), 

the leading edge will be eroded  [40,41]  while, for the correct choice of laser and 

plasma parameters, the main body of the pulse can self-guide several times the 

Rayleigh length  [199,200]. For stable self-guiding in the bubble regime, the bubble 

cavity radius, which is almost equal to the laser beam spot radius 𝑤0 at focus, should 

be matched to half the plasma wavelength, and in turn, matched to the pulse 

length [201]:  

 
𝑅 ≈ 𝑤0 ≈

𝜆𝑝
2

≥ 𝑐𝜏𝐿 5.1 

Here 𝑅 is the cavity radius, 𝑤0is the laser beam spot radius, and 𝜏𝐿is the FWHM laser 

pulse duration. The optimal spot size for a given intensity in the bubble regime can be 
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approximated from the relation 𝑘𝑝𝑅 ∼ √𝑎0 , which is calculated by balancing the 

ponderomotive force of the laser pulse 𝑘𝑝𝛻𝑎0
2/𝛾 ∼ 𝑎0/(𝑘𝑝𝑅), with the electrostatic 

force from the ion cavity ∼ 𝑘𝑝𝑅.  Here 𝑘𝑝 is the wavenumber, and 𝑎0 is the 

normalized vector potential of the laser pulse. The commonly used relation  

 𝑘𝑝𝑅 ≃ 𝑘𝑝𝑤0 = 2√𝑎0   , 5.2 

found from scaling arguments applied to the results of 3D particle in cell (PIC) 

simulations, leads to only slight oscillations in the laser spot size and the bubble 

shape as the laser pulse propagates through the plasma [52,202] and hence the self-

guiding and the acceleration are more stable.  

Two important length scales in LWFA, which also apply to the bubble regime, 

are the pump depletion length and the dephasing length. In the bubble regime, the 

energy transfer from the laser pulse to the plasma happens dominantly at the front of 

the pulse where the electron density is higher. This causes local pump depletion, and 

the front of the laser pulse etches back at an effective speed (in the frame of the pulse)  

 𝑣𝑒𝑡𝑐ℎ ≃ 𝑐𝜔𝑝
2/𝜔0

2 as it propagates through the plasma [199]. The etching speed is 

deduced from the 1D nonlinear wakefield equation, Eq. 1.15 in the  𝛾𝑝 ≫ 1 

limit [40,41,199]. Using the etch speed, the pump depletion length is estimated 

by  [52] 

 
𝐿𝑑𝑒𝑝𝑙 ≃

𝑐

𝑣𝑒𝑡𝑐ℎ
𝑐𝜏 =

𝜔0
2

𝜔𝑝
2
𝑐𝜏 5.3 

 The etching of the front side of the laser pulse also reduces the phase velocity 

of the plasma wake to 𝑣𝜙 = 𝑣𝑔 − 𝑣𝑒𝑡𝑐ℎ, which is slower than the group velocity 𝑣𝑔 of 
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the driver pulse. Including the effect of etching, the LWFA dephasing length 

becomes  [52]: 

 
𝐿𝑑 ≃

𝑐

𝑐 − 𝑣𝜙
𝑅 ≃

2

3

𝜔0
2

𝜔𝑝
2
𝑅 5.4 

 

For high efficiency acceleration, the depletion and dephasing lengths should be 

comparable, 𝐿𝑑𝑒𝑝𝑙 ≈ 𝐿𝑑. By reducing the plasma wavelength, 𝜆𝑝, through the use of 

higher density targets, and correspondingly focusing the drive laser pulse to smaller 

spot sizes, we can significantly lower the laser pulse energy   𝐿 required for a given 

value of 𝑎0 for bubble regime conditions:  𝐿 ∝ 𝜆𝑃
3 ∝ 𝜏3  [203].  The initial 

experiments in the bubble regime [9–11] used  ≥ 0.5 𝐽 laser pulses of  𝜏~30 −

50𝑓𝑠 focused on gas targets with plasma density 𝑁𝑒~0.01𝑁𝑐𝑟 , where 𝑁𝑐𝑟  is the 

critical density corresponding to the drive pulse central wavelength. By increasing the 

plasma density to 𝑁𝑒~0.1𝑁𝑐𝑟 , the required drive pulse energy is reduced to the ~mJ 

level, provided that the spot size is comparable to the plasma wavelength, and the 

pulse duration decreases to < 5𝑓𝑠; which is ≃ 2 cycles for 𝜆 = 800𝑛𝑚 laser pulses.  

 The group velocity of a near-monochromatic laser pulse in a uniform 

subcritical plasma is 𝑣𝑔 ≃ 𝑐 (1 −
𝜔𝑝
2

2𝜔2) = 𝑐(1 −
𝑁𝑒

2𝑁𝑐𝑟
) where 𝜔 is the central 

frequency. The variation of 𝑣𝑔 across the very large bandwidth, ∆𝜔, of a few-cycle 

pulse is ∆𝑣𝑔 ≃ 𝑐
𝜔𝑝
2

𝜔2 (
∆𝜔

𝜔
) = −𝑐

𝑁𝑒

𝑁𝑐𝑟
(
∆𝜆

𝜆
). Typical wakefield acceleration experiments 

are carried out at  
𝑁𝑒

𝑁𝑐𝑟
≪ 1 and 

∆𝜆

𝜆
≪ 1, making dispersion negligible (|∆𝑣𝑔/𝑣𝑔| ≪ 1). 

In our experiments carried out at near-critical plasma densities and with very large 
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bandwidth laser pulses (
∆𝜆

𝜆
~0.25), the dispersion |∆𝑣𝑔/𝑣𝑔| is non-negligible, and its 

contribution on the refractive index 𝑛 = (1 −
1

2

𝜔𝑝0
2

𝜔2 (1 −
𝐚2

2
+

𝛥𝑁𝑝

𝑁0
+

𝛿𝑁

𝑁0
− 2

𝛿𝜔

𝜔
)) 

cannot be ignored compared to other effects (Sec. 1.4.4). The nonlinear propagation 

in plasma can cause bandwidth broadening, and the anomalous dispersion of the 

plasma can help to compress the laser pulse [82,204], allowing a pulse with an 

appropriately chosen initial chirp to reach its highest intensity deep inside the 

plasma [203].  

 In addition to the dispersion, given the few-cycle duration of the pulse, the 

carrier envelope phase (CEP) is more important to the dynamics (especially in 

experiments with ionization injection) than when longer pulses are 

employed   [192,205,206]. The preceding discussion makes it clear that the 

complicated 3D nonlinear dynamics of laser propagation and plasma interaction 

demands extensive 3D PIC simulations for adequate modeling of electron 

acceleration in the bubble regime.  

5.2 Experimental Setup  

 The setup for the experiments described in this chapter is very similar to that 

of Chapter 4. The main difference is the driver pulse and its focusing geometry. Here, 

we used ~7fs FWHM few-cycle pulse with ~2.5mJ energy generated using the HCF 

compressor setup described in Chapter 2. The driver beam spectrum peaks at 

~680nm, with ~160nm FWHM bandwidth, and an 1 𝑒2⁄  intensity beam diameter of 

2𝑤0~8mm measured before the focusing off-axis parabolic mirror (OAP) used to 
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focus the beam. Similar to Chapter 4, the open time of the solenoid valve used in the 

gas jet setup is limited to avoid the accumulation of gamma radiation dose from the 

accelerated electron bunches colliding with the beam dump. The valve is open for 

10ms in all of the data points presented in this chapter; each measured electron 

spectrum or beam profile is the sum from 10 successive shots.  These are divided by 

10 for presentation of per-shot results.  

 All turning mirrors in the beam downstream of the HCF exit point require 

high reflectivity and low GDD across the whole pulse bandwidth. To avoid the 

accumulation of a nonlinear phase shift (and beam distortion) in the air after exiting 

the HCF, the beam is sent to the experimental vacuum chamber through a helium-

filled beam transport box that connects the HCF exit chamber and the experimental 

chamber. The nonlinear refractive index of helium is approximately 20 less than that 

of air [90].  Helium is very slowly flowed through the beam transport box to keep its 

pressure marginally over 1 atm, keeping air out. The chirped mirror compressor, 

fused silica wedges used for fine tuning the pulse duration, and a delay arm for a 

probe beam are located inside this box. The optical windows between the HCF exit 

chamber and the helium box, and between the helium box and the experimental 

vacuum chamber are very thin to avoid dispersion and self-focusing. For this purpose, 

we used custom broadband anti-reflection coated 1mm thick fused silica windows. 

The windows were sufficiently thick to avoid significant bowing on the vacuum 

chamber. 
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5.2.1 Focusing geometry  

 The beam is focused on the high density gas jet target using two different 

geometries. In the first set of experiments, we use an OAP with a focal length of 

~25.4mm, corresponding to f/3.2 focusing. Assuming a diffraction limited focused 

spot, the FWHM spot size, in this case, is ~1.6 𝑚, corresponding to a peak vacuum 

intensity of ~1.2 × 1019𝑊/𝑐𝑚2 and 𝑎0 ≃ 2. In the second focusing geometry, the 

focal length of the OAP is ~50.8mm corresponding to f/6.4 focusing, leading to a 

FWHM spot size of ~3.2 𝑚, peak vacuum intensity of ~3 × 1018𝑊/𝑐𝑚2,  and 

 𝑎0 ≃ 1. 

 Figure 5.2 shows the nozzle, cooling block, and the OAP, along with a 

transverse shadowgram as the laser pulse is focused on the hydrogen jet, at a distance

~100 m above the nozzle orifice. As discussed in Chapter 3, cryo-cooling the valve 

reservoir gas with liquid nitrogen increases the jet density, enabling interactions at 

near-critical plasma densities. For argon and nitrogen, used in some of the 

experiments in this chapter, excessive cooling of those gases in the high pressure 

valve reservoir (approaching 160 C at ~1000Psi) causes a phase change to liquid. 

To avoid liquefying the gas, the valve is not cooled for experiments with argon and 

nitrogen jets. Even so, the plasma density for these gases is still near-critical owing to 

the multiple ionization of Ar and N2 at our peak vacuum intensities of> 1018𝑊/𝑐𝑚2.  
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Figure 5.2. (Left panel) The nozzle, cooling block, and OAP as the few-cycle beam is 

focused on the jet. (Right panel) Transverse shadowgram showing laser interaction 

with the hydrogen jet.  

5.3 Experimental results  

5.3.1 Short focal length  

 Using f/3.2 focusing (intensity FWHM ~1.6 𝑚, peak intensity ~1.2 ×

1019𝑊/𝑐𝑚2), we observe accelerated electron bunches from argon, nitrogen and 

hydrogen jets under various conditions. The Rayleigh length of the laser beam is 

~10 𝑚 in this configuration, whereas the FWHM of the plasma density profile is 

150 − 250 𝑚 for all experiments.  Focusing the beam at the entrance side of a 

hydrogen jet leads to quasi-monoenergetic electron beams peaked at ~1.5MeV, the 

highest electron energy we could regularly obtain at f/3.2. In a small number of shots, 

we observe accelerated bunches at >2 MeV. However, the electron beam pointing 

fluctuates shot-to-shot up to ~100mrad (comparable to the beam diameter) in this 

configuration.  Focusing the laser at the far side of the jet and further from the nozzle 

Laser

300 m
Nozzle 

OAP

Cooling block 

3D  stage
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orifice (where the density is lower) leads to lower energy beams (~0.5MeV) with 

better pointing stability from all three gases. The beam divergence is ≥50mrad for all 

gasses when the laser is focused at the far side of the nozzle. Figure 5.3 compares 

shadowgrams of the interaction regions, and the corresponding electron beam profile 

from two successive shots, for the cases where the laser beam is focused (f/3.2) at 

entrance side and exit side of a hydrogen jet. The peak values of 𝑁𝑒 𝑁𝑐𝑟⁄ , where the 

critical density 𝑁𝑐𝑟 is evaluated at 𝜆 = 680𝑛𝑚, (the spectral peak of the 7fs few-cycle 

pulse) are given for each case. The counts of the electron beam profile for focus at 

exit side are multiplied ×1.5 before normalization. 

 Given that the laser confocal parameter is much smaller than the jet width, it 

is not surprising that moving the focus with respect to the jet has a significant effect 

on the accelerated electron bunch energy and pointing stability, although 

understanding the effects in detail require extensive 3D PIC simulations.  

 The spectrum of the electron beam from nitrogen jet shows a distinct weak 

peak at ~1MeV, in addition to a strong peak at ~0.5MeV that exists for all targets 

with laser focused at the exit side of the jet. The weak higher energy peak in the 

nitrogen spectrum suggests two different populations of electrons with different 

injection mechanisms.  

 In both configurations in Fig. 5.3, for front and back focusing, electrons are 

accelerated near the beam waist, which in each case is located at a lower density than 

the jet peak density. For front focusing, as seen in the left panel, the relativistic self-

focusing pulse collapse is followed to the right by further complex propagation of the 

leftover laser pulse energy in higher density plasma. This can lead to the possible 
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formation of additional wakefields, reducing the overall quality of the beam profile, 

and introducing the large shot-to-shot pointing fluctuations observed in this case. 

 

Figure 5.3. Shadowgrams and the corresponding electron beam profiles from two 

successive shots when the laser pulse focused at entrance side (left), and exit side 

(right) of a hydrogen gas jet at f/3.2 with an OAP. The values of 𝑁𝑒 𝑁𝑐⁄  are shown for 

each interaction. Focusing at the entrance side leads to higher energy beams with less 

shot-to-shot stability.   

 

 For focusing at the exit side of the jet the leftover laser energy diffracts 

quickly in the low density plasma, it is unlikely to form additional wakefields, and the 
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shot to shot stability of the beam pointing gets enhanced compared to the focus at 

entrance case. The lower energy of the electron beam, in this case, is probably due to 

the decreasing phase velocity of the wake in the density downramp [207] in addition 

to lower wakefield amplitude at the lower density plasma.  

5.3.2 Long focal length  

 The Rayleigh length for the longer focal length OAP (f/6.4 focusing) 

is ~35 𝑚 . Unlike the f/3.2 case, where we had two distinct focus positions across 

the jet leading to electron acceleration, in f/6.4 case, we only have a single focus 

position with ≥ MeV electron beams. In this configuration, with the beam focused 

near the center of the jet, the electron beams from hydrogen jets have higher peak 

energy, lower beam divergence, and better shot-to-shot pointing stability compared to 

any condition in the case of f/3.2 focusing. We didn’t detect any electron beams from 

argon, nitrogen, and helium jets in this configuration.  Figure 5.4 compares the 

electron beam spectra and beam profile for four different peak electron densities in 

the H2 jet. The beam charges and divergences are shown in the figure. To compare 

electron beam profiles, the counts in each case are multiplied by factors shown in the 

figure before normalization. Quasi-monoenergetic bunches are observed and the 

beam divergence angle is smaller than 50mrad in all cases. For 
 𝑁𝑒

𝑁𝑐𝑟
≃ 0.07, the quasi-

monoenergetic spectrum peaks at ≲ 1MeV energy, where the LANEX screen has the 

highest efficiency; the signal from the LANEX screen saturates the CCD camera in 

this case. Increasing the plasma density to 
𝑁𝑒

𝑁𝑐𝑟
≃ 0.12 increases the bunch energy, 

lowers the total accelerated charge and reduces the beam divergence. Increasing the 
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plasma density beyond this point lowers the beam energy and increases the 

divergence again. As can be seen from the figure, the lowest beam divergence doesn’t 

necessarily correspond to highest bunch energy.  

 

Figure 5.4. Energy spectra (top) and corresponding electron beam profiles (bottom) 

for hydrogen jet with four different peak electron densities. The beam divergence 

angle, the total charge with > 1MeV energy, and the beam image scaling factor are 

shown in each panel.   
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 Figure 5.5 shows the quasi-monoenergetic energy spectrum (linear energy 

axis) in Fig. 5.4(c)(top) for 
𝑁𝑒

𝑁𝑐𝑟
≃ 0.12, where the measured resolution of the  =4.8 

MeV peak is 
𝛥𝐸

𝐸
≃ 0.4. The width of the 4.8 MeV peak, 𝛥 ≳ 2 𝑀𝑒𝑉, is comparable 

to the projected width of the magnetic spectrometer’s entrance slit on the LANEX 

detector for the case of no spectrometer magnetic field. As the measured electron 

spectrum is the convolution of the spectrometer response with the actual spectrum, 

we conclude that our measured 
𝛥𝐸

𝐸
 is slit width-limited and that the actual energy 

resolution is better. This will be verified in upcoming experiments using a narrower 

slit in our magnetic spectrometer. 

 

Figure 5.5. Quasi-monoenergetic electron energy spectrum for plasma density 
𝑁𝑒

𝑁𝑐𝑟
≃

0.12. We conclude that our measured value of 
𝛥𝐸

𝐸
 is spectrometer entrance slit width-

limited.  

 

∆  ≃ 0.4⁄
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5.3.3 Beam stability  

With f/3.2 focusing the beam pointing was more stable when the laser pulse was 

focused at the far side of the jet. Even in this case, the total accelerated charge 

fluctuated shot-to-shot. Switching to f/6.4 focusing leads to higher energy electron 

beams with better shot-to-shot stability in terms of bunch energy, pointing, and 

charge. Figure 5.6 compares the energy stability for f/3.2 focusing at the entrance of 

hydrogen jet at plasma density of 
𝑁𝑒

𝑁𝑐𝑟
≃ 0.12, with f/6.4 focusing on hydrogen jet at 

plasma density of 
𝑁𝑒

𝑁𝑐𝑟
≃ 0.2. In the latter case, we use a nozzle with 150 m diameter 

nozzle and the laser is focused in a region with longer FWHM comparing to the 

beams in Fig 5.4. The beam pointing in f/3.2 case fluctuates and it misses the slit in 

some shots. The figure also indicates poor shot to shot spectrum stability for the f/3.2 

case as the spectrum of the shots passing through the slit also fluctuates 

 

Figure 5.6. Electron beam energy and pointing stability comparison for f/3.2 (top) 

and f/6.4 (bottom) focusing on hydrogen jets. Each panel shows 20 successive 

collected beam images.  Each beam image is the average from 10 successive shots, 

for a total of 200 shots.  
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5.4 Discussion  

 The highest energy observed in these experiments was ≲ 5 MeV for 
𝑁𝑒

𝑁𝑐𝑟
≃

0.12, for which 𝜆𝑝~2 𝑚. This is close to the length 𝑐𝜏 ≃ 2.1 𝑚 of the 𝜏 = 7𝑓𝑠  

FWHM pulse used in these experiments. Both 𝑐𝜏 and 𝜆𝑝 are slightly smaller than the 

beam spot size (𝑤0 ≃ 2.7 𝑚) for f/6.4 focusing.  Although a lower density and 

bigger 𝜆𝑝 is a better match for satisfying 𝑐𝜏 ≃  𝜆𝑝/2, our pulse energy is not high 

enough to drive a high amplitude plasma wake at lower densities. In order to keep the 

𝑎0 value constant, the pulse energy should increase significantly for longer plasma 

wavelengths  𝐿 ∝ 𝜆𝑃
3 .  

From Eqs. 5.3 and 5.4 the depletion length for the laser pulse at 
𝑁𝑒

𝑁𝑐𝑟
≃

0.12 is 𝐿𝑑𝑒𝑝𝑙 ≃ 17 𝑚 and the dephasing length calculated for a cavity size equal to 

the focused spot size is 𝐿𝑑 ≃ 15 𝑚 for f/6.4 focusing. The dephasing length and the 

depletion length are almost equal for f/6.4 focusing and this leads to more efficient 

acceleration. Highest quality beams in this case occur for 𝜆𝑝~𝑐𝜏. 

 Comparing the two different focusing configurations, in the case of f/3.2 

focusing the beam spot radius 𝑤0 ≃ 1.4 𝑚 is considerably smaller than the laser 

pulse length (𝑤0 < 𝑐𝜏𝐿 ). This requires the bubble radius to be smaller than the pulse 

length, so, Eq. 5.1 cannot be satisfied for any plasma density and stable self-guided 

propagation cannot occur for distances longer than Rayleigh length. For f/6.4 

focusing, the beam waist 𝑤0 ≃ 2.7 𝑚 satisfies 𝑤0 > 𝑐𝜏𝐿 and Eq. 5.1 is satisfied at a 

specific plasma density found along the laser beam path. It is possible that this applies 
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to our highest energy result, where acceleration occurs at a lower plasma density in 

the profile than the peak.  

Our laser pulse intensity is lower than typical intensities of experiments in the 

bubble regime (with 𝑎0 > 2), and for most conditions with detected electron beams 

we have 𝑘𝑝𝑤0 > 2√𝑎0 , i.e. our conditions do not satisfy Eq. 5.2.  So we expect that 

use of higher energy few-cycle pulses [208], with similar focusing geometry and 

target density,  should lead to better matching of the condition for self-guided beam 

propagation in plasma and acceleration of electron bunches to higher energies [209].  

   Other than the dephasing and depletion lengths, the other important length 

scale in LWFA experiments is the FWHM of the plasma density along the beam 

propagation direction, which is ∼ 150 − 250 𝑚 for all the experiments in this 

chapter. This length scale is longer than depletion length, dephasing length, and the 

Rayleigh length for all of the experiments. Use of thinner jets with FWHM 

comparable to the Rayleigh length and sharper density gradients can help to achieve 

more efficient acceleration [210], and lead to lower energy spread beams by lowering 

the chance of multiple electron injections in the long acceleration span [211].  

 For the higher intensity laser pulses achieved in f/3.2 focusing, electron 

acceleration from jets of various gases was observed, whereas for the lower intensity 

case (f/6.4) we only observed accelerated electrons from hydrogen jets. This is 

understood in the same way as for the SM-LWFA results of  Chapter 4: low energy 

pulses lead to accelerated electron bunches only in hydrogen due to much less 

ionization-induced defocusing  [20].  
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 In the hydrogen plasma bubble regime accelerator, injection likely occurs as a 

result of the wavebreaking and the transverse oscillations of the cavity due to varying 

CEP of the few-cycle pulse as it propagates in the plasma [212,213]. In the case of 

nitrogen (f/3.2 focusing), we commonly see two distinct peaks in the energy spectra. 

The main peak is similar to what we measure for hydrogen targets, with injection 

mainly by wavebreaking. However, the weaker peak with higher energy can be 

attributed to ionization injection [203,214], which cannot occur in hydrogen plasma. 

The amplitude of the electric field changes by less than 1% due to the variations in 

the CEP in our case (𝜏 = 7𝑓𝑠 , 𝜆 = 680 𝑛𝑚 pulses) and the ionization injection does 

not occur for hydrogen jets, so we don’t expect an observable effect from unstable 

CEP in our experiments with f/6.4 focusing. Extensive 3D PIC simulations are 

required for better understanding of the laser pulse dynamics, and the electron bunch 

injection and acceleration.   

5.5 Summary and conclusion  

 In summary, the use of few-cycle laser pulses and operating in the bubble 

regime leads to significantly higher electron beam quality compared to the SM-

LWFA regime experiments described in Chapter 4. Using 7fs FWHM, 2.5mJ laser 

pulses, we demonstrated the generation of ~5MeV quasi-monoenergetic electron 

bunches. This is in strong contrast to the exponential electron energy distributions 

generated by SM-LWFA. As well, the beam divergence is about 10 times smaller in 

the bubble regime compared to the SM-LWFA. The total accelerated charge per shot 

with >1MeV is ~ 1pC for both the bubble and SM-LWFA regimes, while the driving 
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pulse energy is ~4 lower in the bubble regime. Our results indicate better electron 

beam quality and higher peak energy for a longer focal length OAP. For that case, the 

laser beam parameters are better matched to the bubble regime condition in Eq. 5.1.  

 These results bring us closer to a high repetition rate table top ~MeV 

accelerator with high quality electron bunches. Such a high-repetition-rate, high-flux 

ultrafast source has applications in time-resolved probing of matter for scientific, 

medical, or security applications, either using the electrons directly or using a high-Z 

foil converter to generate ultrafast  rays. 
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Chapter 6: Summary and directions for future 

research  

6.1 Summary    

 Laser-driven electron acceleration is a promising path for making future 

generations of electron accelerators. However, more research is required to improve 

the electron beam parameters such as energy spread, emittance, repetition rate, shot to 

shot stability, and average current to match those needed for the intended 

applications. The experiments in this dissertation were designed to lower the 

threshold laser energy required for electron acceleration and generate high quality 

electron bunches (in terms of the emittance and energy spread) at a kHz repetition 

rate. Use of a near critical density jet target lowers the critical power for relativistic 

self-focusing and enables wakefield acceleration with lower pulse energies delivered 

from higher repetition rate lasers. In Chapter 3 of the dissertation, we described the 

generation of a thin and high density gas jet target for laser plasma interaction 

experiments. Cryogenic cooling of hydrogen or helium gas before its injection into a 

vacuum chamber through a ~100 m scale nozzle allows it to reach overcritical 

densities (for ~800nm pulses) at the nozzle exit. A laser pulse focused at the near 

critical density region of the jet (Ne/Ncr ≥  0.1), only requires sub-terawatt peak 

power for relativistic self-focusing and subsequent electron acceleration in the SM-

LWFA regime. Chapter 4 presented the results of electron acceleration from high 

density hydrogen and helium plasmas driven by 30fs laser pulses with ≤ 10mJ 

energy. In these experiments, which were carried out at a kHz repetition rate, we 
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observed electron bunches with ~1pC charge per shot at >MeV energies [20]. In the 

case of hydrogen jets, electron acceleration was observed using laser pulses with only 

~1mJ energy, clearing the way for even higher repetition rates.  

The electron bunches accelerated in Chapter 4 have a thermal energy distribution and 

a rather large divergence angle. It is well known that electron beams generated in the 

bubble regime have smaller energy spreads and divergences compared to those in the 

SM-LWFA regime. High intensity drive laser pulses, with a pulse length shorter than 

the plasma wavelength, focused to a spot size comparable to the plasma wavelength 

can eject all of the plasma electrons out of the focal region and form an ion cavity. As 

the cavity (bubble) propagates through the plasma, following the laser pulse, some of 

the background electrons are trapped at the back side of the cavity and get 

accelerated [52,57]. For a high density plasma (Ne/Ncr ≥  0.1) the laser pulse duration 

should be only a few femtoseconds in order to operate at the bubble regime. Chapter 

2 discussed the details of bandwidth broadening and few-cycle pulse generation 

through the use of a hollow core fiber (HCF). The few-cycle pulses (~7fs duration, 

~2.5mJ energy) generated through the HCF were focused on near critical density jet 

targets in Chapter 5 for electron acceleration at the bubble regime. The results showed 

significant improvement in the energy spread and divergence angle compared to the 

SM-LWFA case. Electron bunches at ~5MeV and with ~1pC charge per shot 

accelerated in bubble regime produce a distinct peak with 𝛥E/E ≃ 0.4 and a 

divergence angle of ~15 mrad, more than 10 times smaller than the divergence in 

SM-LWFA experiments. 
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6.2 Directions for future research   

6.2.1 Further optimizations and use of the laser-driven 

electron beams for ultrafast studies 

 The electron bunches generated in Chapter 5 were a big step forward, but 

there is still room to improve the electron beam energy spread, divergence, and peak 

energy by optimizing the experiment setup. The bandwidth of the laser pulse from the 

hollow core fiber used in the experiments corresponds to ~4fs transform limited 

pulses. Lowering the amount of glass in the beam path and in turn number of 

reflections from the chirped mirrors, reduces the higher order phase from these 

components and makes the pulse duration shorter. This enables us to operate at the 

bubble regime with higher plasma densities. Using a gas jet with a sharp density 

gradient (Sec. 3.6) and a density FWHM comparable to the Rayleigh length, 

dephasing length, and the depletion length should improve the beam charge [210], 

energy spread, and the divergence angle [211].    

 One of the advantages of operating at a high repetition rate is the possibility of 

quick scanning and optimization due to improved data statistics. Fine adjustments of 

the driver pulse spatiotemporal profile through the use of feedback loops, including 

control of the spectral phase [215,216] and the wavefront of the beam [217,218], can 

further improve and stabilize electron beam parameters such as energy spread, 

emittance, and peak energy. Laser-driven electron bunches are of great interest for 

ultrafast studies due to their short duration and being inherently synchronized to a 

laser pulse. Using laser-driven accelerated electron with sub-MeV energy for ultrafast 
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electron diffraction has already been demonstrated [17]; multi-MeV electron bunches 

from our experiment stretch less due to the space charge effect and can be used for 

better temporal resolution as well as for interrogating denser material in ultrafast 

studies.  

6.2.2 Few-cycle beam interaction with clusters 

 In Chapter 3 we discussed the characterization of the size and the density of 

the clusters that are formed due to the rapid expansion of gas out of a high pressure 

nozzle as the flow moves away from the nozzle tip. In high power laser interactions 

with clusters, the ionization process starts with the generation of initial free electrons 

through optical field ionization. The subsequent collisional ionization in the cluster 

bulk, which has a near solid density Nbulk ≥ 1022𝑐𝑚−3, enhances the absorption of 

the laser energy. The heated cluster eventually explodes on a sub-picosecond time 

scale [159,219].  The efficient absorption of the laser energy makes the clusters an 

interesting target for various laser plasma interaction experiments including x-ray 

generation [160,220,221], ion [161,222,223] and electron acceleration [163,224], and 

fusion [134,225]. 

The induced dipole moment of the cluster is given by 𝑷 = Γ 𝑬 where Γ = 𝑎3(
𝜀−1

𝜀+2
) is 

the cluster polarizability, 𝑎 is the cluster radius, and  is the dielectric constant of the 

bulk plasma internal to the cluster [219]. The real value of the cluster’s 

polarizability, Γ 𝑟 , evolves with time as the cluster becomes ionized and expands. 

Initially, the optical response from the overcritical density portion of the cluster is 

dominant, Γ 𝑟 > 0 and increases with time. Further expansion of the cluster causes Γ 𝑟 
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to decrease, cross zero, and approach asymptotic negative values as the subcritical 

density portion becomes dominant [226]. Considering the radial and temporal 

variations of the polarizability, the average polarizability of the cluster ensemble, Γ 𝑟,  

rises faster near the beam axis, where the intensity is higher than at the edge of the 

beam. So at early times after ionization, Γ 𝑟 and, in turn, the effective refractive index 

is peaked on axis, leading to self-focusing of laser pulses shorter than the cluster 

expansion time scale (order ~100𝑓𝑠depending on field intensity and the cluster size).  

The beam lensing becomes negligible for longer pulses because the plasma becomes 

more uniform on longer timescales and a larger portion of the pulse resides outside 

the region where Γ 𝑟 decreases with radius [227]. Previous experiments have 

demonstrated pulse length dependent self-focusing in a cluster gas using moderate 

intensities of 3.5×1016 W/cm
2
 [227]. At higher intensities (~1017 W/cm

2
) using 70fs, 

50mJ laser pulses, has led to the generation of x-rays with ~850𝑘𝑒𝑉energy, which is 

associated with self-focusing in the cluster gas [228].  

 In our experiments focusing few-cycle pulses in clustered gases, we observe a 

strong self-focusing with almost no trace of the laser beam forming plasmas in a gap 

with > 150 𝑚 length near the focus position as the pulse passes from the focus. 

Glowing from plasma regions surrounded by sharp boundaries can be seen upstream 

and downstream of this gap. For these experiments, we use the same setup as f/6.4 

focusing in Chapter 5, except here we focus the beam higher above the nozzle. Figure 

6.1 shows shadowgrams taken at ~0.7 ns probe delay, where the laser is focused 

1.25mm above a 150 m diameter nozzle injecting hydrogen gas, at −160∘𝐶 

temparature and with 1000psi, 500psi, and 250psi backing pressures, into the vacuum 
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chamber. The cluster radius is ~2nm with a backing pressure of 1000 psi pressure, 

≤1nm at 500 psi and drops below the detection limit (~0.5nm) at 250 psi (Sec. 3.5.2). 

Our experiments confirm that the gap is formed due to clusters because the two 

sections connect if we make the cluster size smaller by lowering the backing pressure, 

increasing the gas temperature, or focusing the laser closer to the nozzle. The gap also 

disappears when using helium jet targets where no clusters are formed at accessible 

temperatures and pressures. No electron beams were detected under the conditions 

where we observe the gap.  

 

Figure 6.1. Self-focusing of few-cycle laser pulses in clustered hydrogen gas with 

250psi (top), 500psi (middle), and 1000psi (bottom) backing pressure. Glowing from 

plasma regions and sharp boundaries in the probe beam are visible upstream and 

downstream of the focus, but there is a gap with no significant plasma formation in 

the middle.  

500 psi pressure, ≤1nm cluster radius

1000 psi pressure, ~2nm cluster radius

250 psi pressure, <0.5nm cluster radius

Beam propagation direction

~175 µm

~50µm
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 In addition to the strong self-focusing, the forward spectrum of the beam 

collected downstream of the gas jet shows a blue shifted peak with a central 

wavelength near 600 nm and a >25nm bandwidth from the few-cycle pulse 

interaction with the plasma. We observe this blue shifted peak when the beam is 

focused in plasmas with densities ranging from Ne<0.01Ncr to Ne> 0.1 Ncr produced 

by ionization of different gas species including hydrogen, helium, nitrogen, and 

argon. The relative strength of the blue shifted peak changes depending on the peak 

plasma density and the focusing position on the gas jet. Increasing the pump laser 

pulse duration shifts the center wavelength of the peak to larger values, and 

eventually causes the peak to disappear. Constant blue shifting, independent of 

density, has been observed in previous experiments and has been attributed to 

filamentation of the pulse in the background gas [229,230]. Also, simulations of the 

few-cycle pulse interaction with clusters suggest pulse energy conversion to radiation 

at Mie frequency as the expanding cluster density passes through the resonance 

point [231]. Both of these suggestions may contribute partially to the blue-shifted 

peak that we detect, but further experiments and modeling are required for a complete 

understanding of our results observed in few-cycle pulse interaction with plasma. 
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