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Among other applications, the increase in power density of advanced
electronic components has created a need for high heat flux codlirtgre
processors have been anticipated to exceed the current bart@d®iWV/c, while
the working temperature of such systems is expected to rensaganless the same.
Currently, the well known cooling technologies have shown little geraf meeting
these demands.

This dissertation investigated an innovative cooling technology, eeféoras
force-fed heat transfer. Force-fed microchannel heat sinks (FFjMitllize certain
enhanced microgrooved surfaces and advanced flow distribution manifdiad
create a system of short microchannels running in parallel.aFemgle-phase
FFMHS, a numerical model was incorporated in a multi-objectivemigdtion

algorithm, and the optimum parameters that generate the maximatriraesfer



coefficients with minimum pumping power were identified. Similarltrmobjective
optimization procedures were applied to Traditional Microchannel Hsaks
(TMHS) and Jet Impingement Heat Sinks (JIHS). The comparisog atuaptimum
designs indicates that for a 1 x 1%hase heat sink area, heat transfer coefficients of
FFMHS can be 72% higher than TMHS and 306% higher than JIHS at samp@smgum
power. For two-phase FFMHS, three different heat sink designsporebing
microgrooved surfaces with microchannel widths betweemrland 60um were
tested experimentally using R-245fa, a dielectric fluid. It wlasnonstrated that
FFMHS can cool higher heat fluxes with lower pumping power valubsn
compared to conventional methods.

The flow and heat transfer characteristics in two-phase mede evaluated
using a visualization test setup. It was found that at low hydrdidimeter and low
mass flux, the dominant heat transfer mechanism is dynamichbaphide expansion
leading to an elongated bubble flow regime. For high heat-flux, el as
combination of high heat flux and high hydraulic diameters, the ftegimes
resemble the flow characteristics observed in conventional tubes.

The present research is the first of its kind to develop a better understanding of
single-phase and phase-change heat transfer in FFMHS throwglvisualization,
numerical and experimental modeling of the phenomena, and multi-objective

optimization of the heat sink.



FORCE FED MICROCHANNEL HIGH HEAT FLUX COOLING UTILIZING
MICROGROOVED SURFACES

By

Edvin Cetegen

Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park, in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
2010

Advisory Committee:

Professor Michael Ohadi, Chair/Advisor
Professor Avram Bar-Cohen

Professor Marino di Marzo

Professor Jungho Kim

Professor Gary Pertmer

Research Professor Serguei Dessiatoun



© Copyright by
Edvin Cetegen
2010



Dedication

To my wife, Basak, my son, Alp, and to my parents for their endless encouragement

and support that helped me complete this work



Acknowledgments

First and foremost | would like to express my deepest app@tiati Dr.
Serguei Dessiatoun for his guidance, encouragement, help and supardt |
learned from him, | will always carry with me throughout the rest of my life.

| am grateful to my advisor, Dr. Michael Ohadi not only for hidickgtion,
intellectual guidance and support but also for teaching me how tofprkbr my
limits and capabilities.

| also wish to thank to Dr. Avram Bar-Cohen for his help and technica
guidance. His invaluable experience, comments and feedback helptdsae the
light at end of the tunnel.

| would like to take this opportunity to thank Dr. Amir Shooshtari foraigp
and support throughout the course of this research project. | am alstulgfor my
friends at Smart and Small Thermal Systems Laboratorgrisniding a stimulating,
constructive and peaceful working environment. It was a pleasurerkobeside Dr.
Parisa Foroughi, Dr. Sourav Chowdhury, Dr. Ebrahim Al-Hajri, Dr. Maiauh Al
Shehhi, Mr. Tim McMillin, Mr. Thomas Baummer, Ms. Elnaz Kermani énhd
Ratnesh Tiwari.

Finally, the acknowledgements would not be complete without thanks to the
Office of Naval Research and the Center for Environmental EnErgjineering,
Advanced Heat Exchangers Consortium who provided the financial supportaed m

this research possible.



Table of Contents

LISt OFf TADIES ..o a e e e \l
LIST OFf FIQUIES ...ttt e e e e e e e e e ettt e e e et bbb s s e e e e e e e aeaeeeeeeennnes VI
IS A Ao o] )Y 0 SR XIII
I\ [o] g g1 gLl = L | = PP RST XV
CHAPTER 1: INTRODUCTION ...ciiiiiiiiiiiiiiaeaeeee ettt e e e e e e e e e e e 1
1.1. Motivation Of the StUAY ..........ooiiiiiiii 1
1.2. ReSEArCh ODJECHVES .....uuiiiii i 5
1.3. Dissertation OrganiZation ...........ccuieiiiiiiiiiiiiiiiiae e eeee s 6
CHAPTER 2: WORKING PRINCIPLES AND THEORETICAL BACKGROUNID.
2.1. Force Fed Microchannel Heat Sinks (FFMHS) .........coooiiiiiiiiiiiiieee, 8
2.2. The MIicrogrooved SUMACES...........ccvveeiiuiiiiiiiiee e 11
2.3. FFMHS for Single-Phase Heat Transfer.............cveciiiiiiiieieiieeeeeeiiiies 13
2.3.1. Heat Transfer and Pumping Power in Short Channels.................. 14
2.3.2. Heat Transfer and Pressure Drop for Thermally and
Hydrodynamically Developing FIOW ...........cccciiiiiiiiiicieicccceeeen 18
2.3.3. Heat Transfer and Pressure Drop in Turning Bends ..................... 20
2.3.4. Literature Survey on Single-Phase FFMHS ..., 22
2.4. FFMHS for Two Phase Heat Transfer ........ccccoiiiiiiiiiieeeiie e 31
2.4.1. Flow Boiling in Conventional Channels .............ccccvvvvvviivviinnnnnn. 33
2.4.2. Flow Boiling in Microchannels ... 35
2.4.3. Effect of Channel Hydraulic Diameter on Inception of Nucleate
BOIING e 42
2.4.4. Critical Heat Flux in Microchannels .............cccccvviiiiiiiiiiiiinnnnennnn, 44

2.4.5. Literature Survey on Two-Phase Heat Transfer in Microchannels46
2.4.6. Literature Survey on High Heat Flux Cooling Using Dielectric

WOTKING FIUIOS ...t 50
2.0 SUMMAIY .ottt e e e e e e et et e e et e e e et e e e e e e e e eaa s 54
CHAPTER 3: SINGLE-PHASE NUMERICAL STUDY ....cuttiiiiiiiiiiiiiieeeeeeeeeeeeeeeenns 55
3.1. Computational DOM@AIN ........uuuuuiiiiiiie e e e e e e e e e e e e e eeeaennnn 55
3.2. Single-Phase Modeling with Computational Fluid Dynamics................. 58
3.3. Numerical Simulation of a Sample FFMHS ..........cccoooiiiiiiiiiiieie 61
3.3.1. Grid Generation and Numerical Mesh .............cccciiiiiiiiiicciennn. 61
3.3.2. Boundary Conditions and Output Parameters..............ccccevvvvvvnnnns 62
3.3.3. Grid INdependenCy TEST ......uuuuuuiiiiiieee e 65
3.3.4. Numerical RESUILS .........coooiiiiiiiiii e 66
3.4. Parametric Numerical StudY ... 78
3.4.1. Practical Geometrical Range of Microgrooved Surfaces Fabricated
by Micro Deformation Technology........ccooeeeiiiiiiiiiiiiic e 80
3.4.2. Effect of Fin Thickness and Fin Height ...........cccccooviiiiiiiiiiiniiinnnns 80
3.4.3. Effect of Microchannel Width................iiiiiiiiiies 85
3.4.4. Effect of Inlet and Outlet Feed Channel Widths ............cccccceee. 87
3.4.5. Effect of Microchannel Length ...........ccccooiviiiiiiiiiiicnn 89
3.4.6. Effects of Microgrooved Surface Base Thickness and Manifold
HEIGNT .. 91



3.5, CONCIUSIONS .. e 91
CHAPTER 4: MULTI-OBJECTIVE OPTIMIZATION OF SINGLE-PHASE BNHHS

..................................................................................................................................... 93
4.1. Heat Sink Design and Optimization ............ccccceeeiieiiieeeeeeeecceeeceiin 93
4.2. Parametric CFD Simulation Interface...........ccccoviviiiiiiiiiiiiiiiie e 95
4.3. Approximation Assisted Optimization ............cccovvvvvvviiiiiiiiiiiiee e 98

4.3.1. Design of EXPerimeNnt........ccoooiiiiiiiiiiiiiiiiicee e 99
4.3.2. MetamOodeliNg........ccooeiiiiiieeeer e 100
4.3.3. Metamodeling Validation...............ouuuuiiiiiiiiiiine e 102
4.3.4. Multi-Objective Optimization ...........ccceeeeeieeeeeeeeeeeeeeeecvii 103
4.4. Selection of Optimization Parameters .............ceeeeeiniiieeeeeeeieeeeeeeeiiiinanns 104
4.5. Single-Phase Optimization Results of FFMHS ................ccccoiiiiiiiiinnes 107
4.5.1. Analysis of Optimum FFMHS Geometry .........cccccceeeeiiiiieeeeeeennn. 110
4.6. Single-Phase Cooling Technology Comparison Study.............ccceeeeee.. 116
4.6.1. Single-Phase Optimization of TMHS..........cccooooiiiiiiiiiiiiiiis 116
4.6.2. Single-Phase Optimization of JIHS ..., 118
4.6.3. Performance Comparison of FFMHS, TMHS and JIHS............. 122
A.7. CONCIUSIONS ....coiiiiiiiei ettt eeaeaeeeeas 127
CHAPTER 5: EXPERIMENTAL TEST SETUP ....ovvviiiiiiiiiieeeeeeeeeeeeeeeee 130
5.1. Experimental TESt SEUP ....ccuvuiiiiiiiiiiii e e e e 130
5.2. TeSt ChambEr ... ..o e e eeeaeeees 133
5.2.1. Flow Distribution Header ..........ccccceeeiiiiiiiiiiiiiiiiiieeeeeeeee e 137
5.2.2. The Heater ASSEMDIY ......couviiiiiiiiiiiee e 139
5.3. Working Fluid SeleCtion ..........ccoeeiiiiiieiiiiiieeeeeises e e e 141
5.4. Calculation Of HEAt LOSSES .....uuuuuuiiiiiieeeieeeeeeeeeeeeeeiiiiis e 144
5.4.1. Heat Loss Evaluation and Calculation for a Sample Case........... 151
5.5. Uncertainty Propagation Calculations ..............ueeeiiiiniiinieiiiiieeeeeeeiiiiieee 153
5.6, SUMMAIY ..ceiiiiiit e e e e e e et e e e eaa e e e enans 154
CHAPTER 6: EXPERIMENTAL RESULTS ON FFMHS THERMAL
PERFORMANC E ..ottt e e e e e e as 155
6.1. Experimental ProCeAUIe ..........cooviiiiiiiiiiiiiiie e 155
6.2. Data REAUCTION........cciiiiiiiiiii et 158
6.3. Single Phase Heat Transfer and Pressure Drop .............eececeiiinneeeeeeeennn. 163
6.4. Two-Phase Heat Transfer and Pressure Drop........cccccvvvveevvvvvinniiinnnenn. 168
6.4.1. SUIMACE #L7 ..ot e e e e e eeeaaneees 172
6.4.2. SUIMACE HL2 ..cooiiiieeiie e 178
6.4.3. SUIMACE HC ..o s 182

6.5. Comparison of Experimental Data with Convective Saturated Boiling

(@] ¢ (=1 F= 11 0] o 1S3OS 185
6.5.1. Chen COITElatioN ........cooviiiiiiiiicci e 190
6.5.2. Kandlikar COrrelation.............ccoie oo 191
6.5.3. Tran COMelation ..........cccueeeiiiiiiiie e 193
6.5.4. Lazarek and Black correlation..............ccccoevvviiiiiiiiiiiiiiie e 193
6.5.5. Warrier COrrelation ...........cccuuvviiiiiiiiiiiiiieie e 194
B.5.6. RESUILS ... 194

6.6. Critical Heat FIUX RESUIS ..ottt 199



6.7. Performance Comparison of FFMHS with Other High Heat Flux Cooling
JLIC=T¢3 1] 70 (oo 1 PUURSRR 203
(RS T 0] o o3 [1 1] o] o K-SR 205
CHAPTER 7: VISUALIZATION STUDY ...coiiiiiiiiiiiiiiiiiii ettt 208
7.1. Introduction to Visualization Study ............coeeeuimiiiiiiiinnieee s 208
7.2. Visualization TeSE SECHION .....uvuiiiiiiiiiiiiiiee e 211
7.3. Heat Loss Calculations and Data Reduction...............cooovviiiiiiiiiiinnnnennn. 217
7.4. Visualization Results for Gap of 2@ and G=200 kg/fs ............... 221
7.5. Visualization Results for Gap of #h and G=240 kg/fs ................. 230
7.6. Visualization Results for Gap of @éh and G=780 kg/fs ................. 236
A 0] o3 [V o] o E= U 240
CHAPTER 8: CONCLUSIONS AND FUTURE WORK RECOMMENDATIONS
................................................................................................................................... 251
8.1. CONCIUSIONS SUMMAIY ...uuuuiiiieie e e e eeee ettt e e e e e e e e e e e e e e eeeeenaeannnns 251
8.2. Future Work RecommeNdations ..........coouveeeeieeiiiiiiieeeiiiiiiine e 254
CHAPTER 9: APPENDICES ......co oottt 259
9.1, APPENGIX A ..ttt a e r s 259
9.1.1. Test chamber assembly ...........ooovviiiiiiiiiiii e 260
9.1.2. Test Chamber Flow Distribution Header ............ccccceveeeeeeinnnneee. 261
9.1.3. Test Chamber Top FIange ..., 262
9.1.4. Test Chamber Bottom Flange............coooviiiiiiiiiiiiiiii e 263
9.1.5. Test Chamber Heater ASSembIlY.......ccccoevvieiiiiiiiiiiieeee e 264
9.1.6. Test Chamber Microgrooved Surface ............ccccovvvvvvviiiivnnennnnnnnn. 265
9.1.7. Visualization Test Section Assembly............ccceevvivivviviiiiiicennnn, 266
9.1.8. Visualization Test Section Base ...........ccoovvveviiiiiiiiiiiiiiiieeeeeee e 267
9.1.9. Visualization Test Section Heat Conductor ...............ccccvvvvvnnnene. 268
9.1.10. Visualization Test Section Teflon Layer 2.........ccccceeevvveeeeeenenn. 269
9.1.11. Visualization Test Section Teflon Layer 1.........ccccceeeevieeeeeenenn. 270
9.2, APPENAIX B ... 271
LS IR T Y o] 01T T [ 274
9.3.1. TMHS Model Used in Optimization ............ccccoveeeeeeeiiieieeeeiiiiines 274
9.3.2. TMHS Optimization ReSUILS ............ccovvriviiiiiiiiiieee e 279
9.3.3. JIHS Optimum RESUILS .......ccoviiiiiiiiiiiei e 282
9.4, APPENAIX D ..ot a e e e e e e e e 284
REFERENGCES .....ooiiiiiiiiiiiiee ettt e e e e e e e e e e e e e s s s eeeeeeeaaeaeeas 286

Vi



List of Tables

Table 2-1. Dimensions of tested microgrooved surface and feed channels (all

AIMENSIONS 1N MICTONS) ...ciiiiiieeiiitiiiieea e e e e e e e e et e e e e et eebbeba e e e e e e e e e e aeaeeeeeeeennens 13
Table 2-2. Summary of related work on single phase FFMHS'S ........cccccoevviiiiieennn. 29
Table 2-3. Publication list of recent work performed for boiling in microchannéss...
Table 2-4. Summary of technologies used for high heat flux cooling........................ 53
Table 3-1. The boundary conditions applied to computational domain ..................... 63
Table 3-2. Results of grid independency teSt...........cceeeeeiiiiiiieeeiiie e 66
Table 3-3. Numerical simulation results for reference cases...........ccccceeeiviiiiiiiiiinnnns 68
Table 4-1.The curve fit coefficients for Equations (4-7),(4-8) and (4-9) ................. 125
Table 5-1. List of system components used in the experimental test setup.............. 131
Table 5-2. Properties of common refrigerants at 30°C saturated liquid phase.......... 144
Table 6-1. Experimental test conditions for FFMHS utilizing microgrooved &urfa

1 1 PP PPPPPPPUPPPPP 170
Table 6-2. Experimental test conditions for FFMHS utilizing microgrooved &urfa

1 PP PPPPPPPUPPPPR 170
Table 6-3. Experimental test conditions for FFMHS utilizing microgrooved &urfa

2 O PP PPPPPPPTPTPP 171
Table 7-1. Summary of parameters used for visualization tests...............ccceevvneenen. 221
Table 9-1. Optimum results obtained for the 1 x 2 EMHS..........ccoovveeeveeeennns 279
Table 9-2. Optimum results obtained for the 2 x 2 TMHS .........ccceveeveeeeerenens 280
Table 9-3. Optimum results obtained for JIHS ..........ccccooiiiiiiiii 282

vii



List of Figures

Figure 2-1. Schematic flow representation of a typical FFMHS .................coevviiiiinnne 9
Figure 2-2. (a) Picture of a typical microgrooved surface profiledated with

MDT, (b) Profile of three microgrooved surfaces selected for present study 13
Figure 2-3. Schematic of flow in (a) single long channel and (b) multhole s

CRAINNEIS. ...ttt e e e e e e e e e e e e e 15
Figure 2-4. Flow and heat transfer regimes in a uniformly heated horizootdéic

tube (adopted from (Ghiaasiaan, 2008)) .........cccceeeiriiiiieeeiiirrrr e 33
Figure 2-5. Major flow regimes for flows in microchannels observed by (Cdr8wel

KEW, 1992) ..ttt 36
Figure 2-6. Flow boiling regimes proposed by (Kandlikar, 2003) .............cccceeeeineennn. 39
Figure 2-7. Rapid bubble growth in 200 micron square microchannels observed by

(Steinke & Kandlikar, 2003)-Each image is 8 milliseconds apart.................. 40
Figure 2-8. Diagram illustrating a liquid slug, an elongated bubble and a vagafsl

model developed by (Thome et al., 2004) ..........ouuuiiiiiiiiiiieen 41
Figure 2-9. Cyclic variation in heat transfer coefficient with tindofded from

(Thome et al., 2004)) ..eeeeeieeiieeee e e e e e e re e s 42
Figure 3-1. Numerical computational domain.............cooevvviiiiiiiiiiiiiiee e 56

Figure 3-2. (a) Front view and (b) perspective view for grid generateH§e480
um, Wer/2=36um, tin/2 = 24um, L=800um, w/2=200um, w,/2=200um,

Lmarm2 MM, Fhase= A00IM ...uiiiiieiiiiiiiie et e e e nneeeeee s 63
Figure 3-3. (a) Variation of effective heat transfer coefficietih \WRieynolds number,
(b) Variation of pumping power with Reynolds number...........c.cccccvvvvvvnnnnnn. 67

Figure 3-4. Velocity vectors and velocity magnitude distribution at z=0 f&C4a
#1 at h=50,000 W/AK, (b) Case #2 at h=150,000 W) (c) Case #3 at

h=250,000 W/IFK ......ocvivirirereeeieeeieeesee oo eeeeese sttt s s en s 69
Figure 3-5. Static pressure distribution at z=0 for (a) Case #1 at h=50,0G& \V{ttn
Case #2 at h=150,000 WKy (c) Case #3 at h=250,000 Wifn................ 69

Figure 3-6. Velocity vectors created by secondary flows at severalsgosons in
the computational domain for Case #3 at h=250,000%/AndDe=61 ..... 73
Figure 3-7. Pathlines at z=0 plane for (a) Case #1 at h=50,008K/éfmd De=2, (b)
Case #2 at h=150,000 W/KhandDe=16, (c) Case #3 at h=250,000 Wkn
ANADETOL ... ..ot 74
Figure 3-8. Working fluid temperature distribution at z=0 for (a) Case #1 at h=50,000
W/m?K, (b) Case #2 at h=150,000 W) (c) Case #3 at h=250,000 W

Figure 3-9. Fin feat flux distribution for (a) Case #1 at h=50,0003//ifb) Case #2
at h=150,000 W/AK, (c) Case #3 at h=250,000 WA...........cocvevrrueunnnen.. 75
Figure 3-10. Temperature contours of fin surface, microchannel bottom wall and base
material for (a) Case #1 at h=50,000 \fm(b) Case #2 at h=150,000
W/m?K, (c) Case #3 at h=250,000 WIKN..........ccooveeeeeeeeeeeeeeeeeeeeeeeeeeen 77

viii



Figure 3-11. Effect of fin and microchannel heigHt§ on pumping power at heat
transfer coefficients of 50,000 WK, 150,000 W/rfK and 250,000 W/AK

......................................................................................................................... 82
Figure 3-12. Schematic of flow and a typical streamline for (a) high chherggit

(b) low channel height FFMHS configuration............cccoeoeviiiiiiiiiiiiiiiiiceeenn 83
Figure 3-13. Effect of fin thickness;{) on pumping power at heat transfer

coefficients of 50,000 W/fi, 150,000 W/mK and 250,000 W/AK .......... 83
Figure 3-14. Effect of microchannel widt) on pumping power at heat transfer

coefficients of 50,000 W/fi, 150,000 W/mMK and 250,000 W/AK .......... 86
Figure 3-15. Effect of inlet feed channel widity)(on pumping power at heat transfer

coefficients of 50,000 W/fi, 150,000 W/mMK and 250,000 W/FK .......... 88
Figure 3-16. Effect of outlet feed channel widi)(on pumping power at heat

transfer coefficients of 50,000 WK, 150,000 W/rK and 250,000 W/AK

......................................................................................................................... 88
Figure 3-17. Effect of microchannel length{) on pumping power at heat transfer

coefficients of 50,000 W/fi, 150,000 W/rK and 250,000 W/AK .......... 90
Figure 4-1. Flow diagram for Parametric CFD Simulation Interface......................... 97
Figure 4-2. Example of Kriging (adopted from (Wikipedia®, 2009)) ..................... 102
Figure 4-3. Distribution of objective functions for sampling points obtained for

FFEMHS optimization StUAY.......ccooeiiieeeeeeeeceeeeeeee s e e e e 108
Figure 4-4. Distribution of objective functions for sampling and validation points

obtained for FFMHS optimization StUdY .........cccoovviiiiieeiiiiieeeeee e 109
Figure 4-5. Distribution of objective functions for sampling and optimal points

obtained for FFMHS optimization StUdY .........cccooveiiiiieeiiiiiceeeeeee e 109
Figure 4-6. Variation of Reynolds and Dean numbers with pumping power........... 114
Figure 4-7.Variation of microchannel height with pumping power ............ccccoee..... 114
Figure 4-8. Variation of microchannel width and fin thickness with pumping power

....................................................................................................................... 114
Figure 4-9.Variation of inlet and outlet feed channel widths with pumping power. 114
Figure 4-10. Variation of fin density with pumping POWer ..........cccccevvveevieieeeeeenennee. 115
Figure 4-11. Variation of manifold number per cm with pumping power ............... 115
Figure 4-12. Variation of surface temperature uniformity with pumping powérl5...
Figure 4-13. Variation of channel velocity with pumping power...............ccccceeeeeennn. 115
Figure 4-14. TMHS model used in optimization Study ..............cevviiiiiiiiiieeeeeeeeeee, 117
Figure 4-15. Optimum Pareto solutions of TMHS at 1 x ¥ andl 2 x 2 crhbase

2T PP 118

Figure 4-16. Jet impingement heat sink (JIHS) developed by (Meyer et al., 2005). 119
Figure 4-17. (a) Schematic of flow in a typical JIHS, (b) Computational domagd
Figure 4-18. Sampling, optimum and validation point distribution for optimization

ProCess OFf JIHS ... e e e e e e e e e e e e e eaaeannnes 122
Figure 4-19. Optimum Pareto solution for three cooling technologies for 1 X 1 cm

base area heat SiNK ... 124
Figure 4-20. Optimum Pareto solution for three cooling technologies for 2 X 2 cm

base area heat SiNK ... 124

Figure 4-21. Optimum heat transfer coefficients for three cooling teaieslat
constant pumping power (a) 1 x 1 Ttheat sink, (b) 2 x 2 chrheat sink.... 126



Figure 4-22. Optimum pumping power values for three cooling technologies at

S]] PRSP 126
Figure 5-1. Experimental test setup used for single-phase and two-phasa the
PEITOIMANCE TESES ..o b s 132
Figure 5-2. Flow diagram of experimental test Setup ..........coevvvvviiiiiiiiiieiieeeeeeeeeeee, 133
Figure 5-3. Picture of the experimental test chamber ..., 135
Figure 5-4. Schematic of the experimental test chamber..............cccovvvviiiiiiciiennnnn. 136
Figure 5-5. (a) 3D view of flow distribution header, (b) picture of the admal f
diStribUtiON NEAMET ........uiiiiiiiiiiiii e 137
Figure 5-6. (a) Flow distribution in the header, (b) Position of thermocouples ....... 138
Figure 5-7. The heater assembly (a) exploded schematic view, (b) actues jpind
schematic of assembled VIEW............oooiiiiiiiiiiiii e 141
Figure 5-8. Thermocouple locations on the back of the microgrooved surface ....... 141
Figure 5-9. Resistance analogy for heat transfer in heater assembly............. 145
Figure 5-10. Temperature distribution on the bottom part of the heater assenably for
thin-film resistor temperature of 320 K and 300K fluid temperature........... 147
Figure 5-11. Thermal resistance network between microgrooved surfacentlase a
AMDBIENT FIUIA ... e 147
Figure 5-12. Thermal resistance network between the microgrooved surfa@nbas
the fluid in the microchannel and manifold channel..................cccccnnniis 149
Figure 5-13. Experimentally measureghRr/alues...........cccoovvvviiiiiiiiiiiieeeeeeeeee 151

Figure 5-14. Percentage of parasitic heat loss distribution and boiling curve for
FFMHS using microgrooved Surface #17 at G=1000 kgjonstant mass

L1 PR 152
Figure 6-1. Schematic of microgrooved surface and manifold configuration.......... 159
Figure 6-2. Single-phase results of experimental and numerical hesdetra

COBTTICIEBNTS ...ttt e e e e e e e e e e s b e 165
Figure 6-3. Single-phase results of experimental and numerical prdssprealues

....................................................................................................................... 165
Figure 6-4. Velocity and static pressure distribution in the center plaif&)fBurface

#12, G=200 kg/ifs, (b) Surface #17, G=200 kgisn (c) Surface #C, G=200

kg/m?s, (a) Surface #12, G=1000 kdan(a) Surface #17, G=1000 kdsn(a)

Surface #C, G=1000 KGABL ......c.oveeeeeeeeeeeeeeeeeeeeeeee e ee e e ee e, 167
Figure 6-5 Boiling curves for FFMHS Surface #17 for (a) 200 < G <600%gnm

(D) 700 < G < 1400 KG/PB ...t 173
Figure 6-6. (a) Heat transfer coefficient based on base area vessusdaa flux and

(b) heat transfer coefficient based on wetted area versus outlet quality for

FEMHS SUIMACE L7 ...ttt e e e e e e e e e eeeaeeees 176
Figure 6-7. Pressure drop values versus outlet quality for FFMHS Surface #1777
Figure 6-8. Boiling curves for FFMHS Surface #12 ...........ooooiiiiiiiiiiiiieeeeeeeee 179
Figure 6-9. Heat transfer coefficient based on base area versus ldheraaal (b)

heat transfer coefficient based on wetted area versus outlet qualifyMdbiF

SUIMACE HL2 ..ottt a e e e e e e 180
Figure 6-10. Pressure drop values versus outlet quality for FFMHS Surface X812
Figure 6-11. Boiling curves for FFMHS Surface #C...........ooovvviiiiiiiiiiiee e 183



Figure 6-12. Heat transfer coefficient based on base area versus basexeeat {b)

heat transfer coefficient based on wetted area versus outlet qualifyMbi

SUIMACE HC .. e ettt e e e e e e e e aeees 184
Figure 6-13. Pressure drop values versus outlet quality for FFMHS Surface ¥85
Figure 6-14. Flow schematic in (a) an FFMHS (b) a straight microchanne... 188
Figure 6-15. Heat transfer coefficient comparison for single-phase corevbetit

transfer for selected microgrooved SUIfaces ............uueveeiiiiiiiiiiieeieeiieeeeeiiiine 190
Figure 6-16. Comparison of saturated convective boiling heat transfer tonla

with experimental data of FFMHS Surface #12, (a) G=300 fgand

Re=100, (a) G = 1200 kgfimand Re=400...........c.c.cecrrrrrerrerererrereeenns 196
Figure 6-17. Comparison of saturated convective boiling heat transfer ton®la

with experimental data of FFMHS Surface #17, (a) G=300 fgj&nd Re=70,

(@) G = 1400 K/ and RE=320 .......ovevieeeeeeeeeeeeeee e, 198
Figure 6-18. Comparison of saturated convective boiling heat transfer tonla

with experimental data of FFMHS Surface #C, (a) G=400 fgand Re=50,

(@) G = 1000 KG/IB aNd RE=130 ..., 198
Figure 6-19. Critical heat flux based on wet channel area versus channeluxass f
data obtained for SUMace #17 .......coooveeeeeiceee e 200

Figure 6-20. Variation of surface temperature and inlet fluid tempenattivéime at
critical heat flux condition for Surface #17, G=300 kggrand qjai = 72.1
WICITT, ATsubcoo= 2.6 PCrriririiiiceeieieieieieie et 202
Figure 6-21. Variation of surface temperature and inlet fluid tempenattivéime at
critical heat flux condition for Surface #17, G=1400 kigrand qjai = 154.9

W/, ATsubcoo= 8:5 PCrriririiiriieieieeieeieie et 203
Figure 6-22. Thermal performance comparison of different high heat flux cooling
tECHNOIOGIES ... e 204
Figure 7-1. Schematic of visualization test section (a) front isacnaéw (b) back
ISOMEIIIC VIBW ...ttt e e e e e e e e e e e e e e e e et b ea b e e e e e e e e eaaaas 212
Figure 7-2. Exploded view of visualization test section components....................... 214
Figure 7-3. Picture of the visualization test SECHON ........cccovvviiiiiiiiiii 215
Figure 7-4. Test surface and area of interest for the visualization. stud.......... 216
Figure 7-5. (a) Heat conduction paths in the test set section, (b) Location of
L0116 Lo ToT0 T o] =S 218

Figure 7-6. Calculated total heat losses for the test surface with & gdpm .... 219
Figure 7-7. Calculated total heat losses for the test surface with & 2@%0m .. 220
Figure 7-8. Single-phase velocity vectors and static pressure distilutest
section for 225um gap and G=200 kg/® mMass fluX............cccceceveevrurenne. 222
Figure 7-9. Two-phase flow regimes for gap of 22%and mass flux of G=200
kg/m?s at (a) quar= 3.1 W/cnd, (b) q'war= 4.6 W/cnd, (€) q'wari= 9.3 W/ent

....................................................................................................................... 224
Figure 7-10. Two-phase flow regimes for gap of ggband mass flux of G=200

kg/m?s at (a) qua= 15.5 W/cr, (b) qwai= 23.8 W/cni (€) q"wai= 32.8

WICITE .ottt bbb 226
Figure 7-11. Two-phase flow regimes for gap of ggband mass flux of G=200

kg/m?s at (a) guai= 46.2 W/cri (b) q'wai= 88.9 W/CM.....oviveeeeeeee. 227

Xi



Figure 7-12. Two-phase flow instability observed for gap of 285 G=200 kg/rfs,

O wall= 1031 WA, ..ottt en e 229
Figure 7-13. Single-phase velocity vectors and static pressure distiliutiest
section for 7Qum gap and G=240 KgAB Mass fluX...........c.ccevvereererreenne, 231

Figure 7-14. Two-phase flow regimes for gap ofun® and mass flux of G=240
kg/ms at (a) quar= 9.8 W/cnf (b) qwar= 13.4 W/cni (¢) q'war= 15.1 W/ch

() G Wall= 18.2 WICIA ..ottt 234
Figure 7-15. Two-phase flow instability observed for gap ofim) G=240 kg/rfs,

O wall= 0.9 WICIA ..ottt 235
Figure 7-16 Single-phase velocity vectors and static pressure distnilutiest

section for 7Qum gap and G=780 KgAB Mass fluX...........c.ceevevrerevreenne, 236

Figure 7-17. Two-phase flow regimes for gap ofun® and mass flux of G=780

kg/m?s at (a) quar= 17.7 W/cri (b) q"war= 24.1 W/cn (€) qwar= 31.8

W/E? (d) Qwai= 46.7 WICT ..., 239
Figure 7-18. Two-phase flow regimes for gap ofun® and mass flux of G=780

kg/m?s at (a) qua= 61.9 W/cni (b) q"war= 81.4 W/cn (€) qwar= 92.0

WICITE <ottt 240
Figure 7-19. Variation of experimental heat transfer coefficients wathilgy criteria

FOr SUIMACE L2 e e 246
Figure 7-20. Variation of experimental heat transfer coefficients wathilgy criteria

FOr SUIMACE FL7 e e e e 246
Figure 7-21. Variation of experimental heat transfer coefficients wathilgy criteria

FOr SUIMACE #C ... e 247
Figure 7-22. Schematic of flow model in the inlet region for (a) Half FFMHBceti

(a) Flow between parallel plates with constant wall heat flux...................... 247
Figure 7-23. Local heat transfer coefficients versus non dimensional enkeagth

for (a) Surface #C, (D) Surface #12.........coooiiiiiiiiiiiiii s 248
Figure 7-24. Onset of Nucleate Boiling (ONB) and wall and liquid superheats

calculated for (a) Surface #C, (b) Surface #12 ..........ooovvviiiiiiiiiiiinieeeeeeeeeeee 250
Figure 8-1. Low profile FFMHS with zigzag manifold design ...........ccccceeevvieeeeeenn. 258
Figure 9-1. Boundary conditions and computational domain.............ccceevvvvvveennnnnnn. 271
Figure 9-2. The meshed geometry used in numerical model..............ccoevvvivvvinnnnnnnn. 272
Figure 9-3. Total thermal resistance versus mass flow rate for tioenbért of the

heater assembBIY ..........ooveiii e ———— 273
Figure 9-4. Mathematical model of TMHS ... 274

Xii



1D

2D

3D
AAO
CFC
CFD
CHF
DOE
EDM
EES
FFMHS
FPI
GA
HCF
HVAC
JIHS
MDT
MED
MOGA
ONB
OTEC
PCFDSI
PTFE
RMSE
RRMSE
MSFCVT
TMHS

List of Acronyms

One Dimensional

Two Dimensional

Three Dimensional
Approximation Assisted Optimization
Chlorofluorocarbon

Computational Fluid Dynamics
Critical Heat Flux

Design of Experiment

Electron Discharge Machining
Engineering Equation Solver

Force Fed Microchannel Heat Sink
Fins Per Inch

Genetic Algorithm
Hydrofluorocarbons

Heating Ventilation and Air Conditioning
Jet Impingement Heat Sink

Micro Deformation Technology
Maximum Entropy Design

Multi Objective Genetic Algorithm
Onset of Nucleate Boiling

Ocean Thermal Energy Conversion
Parametric CFD Simulation Interface
Polytetrafluoroethylene

Root Mean Square Error

Relative RMSE

Multi-response Space Filling Cross Validation Tradeoff
Traditional Microchannel Heat Sink

Xiii



@ >

> Z3 g QXA ISTOQ@r0

E'Ul'Uz|
[ [

oo}

w0
(0]

S <<4H447

()

Nomenclature

Heat transfer area,m
Brinkman numberBr = V2 / k(T,— T)
Specific heat at constant pressure, J/kgK

Diameter, m

Friction loss coefficient

Gravitational acceleration, /s

Mass flux (mass velocity), kg/s; Geometrical parameter, mm
Heat transfer coefficient, WAK; Enthalpy, J/kg
Average heat transfer coefficient, Wih
Height, mm

Current, Amp

Local pressure loss coefficient
Thermal conductivity, W/mK

Length, mm

Mass flow rate, kg/s

Number of channels/tubes

Number of computational cells

Nusselt numberNu= hD,/ k

Average Nusselt number

Pressure, Pa; Power, W; Perimeter, m
Average pressure

Prandtl numberPr=v /«

Heat transfer rate, W

Heat flux, W/cnd

Curvature radius, mm; Thermal resistance, K/W
Reynolds numberRe= pVD /u

Source term

Thickness, mm

Temperature, K; Constant temperature
Average temperature

Specific volume, nikg

Fluid velocity, m/s; Voltage, V
Volumetric flow rate, n¥s

Width, mm

Webber numbeW e= pV>D/o

Xiv



Greek symbols:

TE€QAITHFARSD U XK

Subscripts:

AINi
app
base
C

h

e

f

fd
film
fin
hab
heater
inf
lam

v

max
mg
min
mm

pump
ref

Thermal diffusivity, ni/s

Aspect ratio

Difference

Film thickness

Density, kg/m

Fin efficiency

Relative rate of change of geometrical parameters
Mass flow rate per unit depth, kg/sm
Kinematic viscosity, ffs

Shear stress vector, Pa

Surface tension, N/m; Area expansion ratio
Relative rate of change of pumping power
Viscosity, Pa-s

Aluminum nitride

Apparent

Base

Contraction; Curvature; Conductive
Channel

Expansion

Film

Fully developed

Film

Fin

Hydraulic diameter; hydrodinamically; heated
Bottom part of heater assembly
Heater

Inlet; index

Ambient

Liquid

Laminar

Liquid-vapor

Mean (average)

Maximum

Microgrooved surface to fluid
Minimum

Microgrooved surface to manifold
Outlet

Pumping

Reference

Heated surface

XV



sat Saturation

solder Solder

t Thermally; Thermocouple; Total
v Vapor

wall Heat transfer wet area

X Local

XVi



CHAPTER 1: INTRODUCTION

1.1. Motivation of the Study

Active thermal management is required in many applications supbveer
electronics, plasma facing components, high heat load optical compolaesats,
diode arrays, X-ray medical devices, and power electronics inchyiehicles. In
general, the exposed area that needs to be cooled for thesessgdliemted, and the
amount of heat that needs to be removed is extremely high, thusrgaquadling of
high heat fluxes. More importantly, the performance of many ofetlsgstems is
often directly related to their cooling capacity and heat tearefficiency. While high
heat flux cooling is essential, to create an efficient coolysgiesn there are usually
also other system requirements, such as low thermal resistanmtace temperature
uniformity, low pumping power, compact design, suitability for largea a@oling
and compatibility for use with dielectric fluids.

For example, the power electronics capacity and functionalityghasn
significantly during the past decade. Currently, most of the advaelssdronic
components already generate heat fluxes exceeding 100%\Witrie some future
microprocessors and power-electronic components, such as high poerearas
electronic radar systems, have been projected to generatdluxest over 1000
W/cn? (Mudawar, 2001), (Kandlikar, 2005), (Kandlikar & Bapat, 2007). The
increase in power density of the components has also created foneeldanced
cooling technologies to achieve high heat dissipation ratesder do keep the

electronic system at desired working temperatures. At this,doadlitional and well



known cooling methods such as conduction and natural/forced air conveclion wi
prove insufficient for such high heat fluxes leaving the possibdipgn for the
introduction of new competitive technologies.

Depending on whether single-phase or phase-change coolingdseselthe
two options generally accepted as the most effective activengaokthods for next-
generation high heat-flux systems are; single phase liqguidngoahd two phase
convective boiling, respectively. Single-phase cooling systemsuarently used to
cool power electronics usually by directly forcing liquid watger the heat transfer
surface of a heat sink. These cooling systems can yield vghy Heat transfer
coefficients when combined with microchannels. However, this techneméres
high pumping power to sustain the very large pressure drops assawidtehtiving
the single-phase flow through the typical micro-channels witkallsimydraulic
diameters. But one particular design advantage of single-phasensys that the
heat transfer and fluid flow physical mechanisms are relgtwell understood and
well established, and a large variety of numerical simulation CFD ¢aal®e used to
simulate flow in complex geometries.

Two-phase cooling systems are generally more acceptetieasiltimate
solution to meet demanding cooling requirements of future poweraexs in terms
of heat transfer efficiency, compactness, and weight and eaengymption. For the
same heat sink geometry and flow conditions, the transfer coefficgenerated
during phase change can be expected to be several times highehdbanfor
convective liquid cooling. Two-phase systems benefit from the latgnt heat

capacity of the working fluid, which is much higher than the $dmsieat of a single



phase cooling system. But although they are superior to singte-mstems in
several aspects, two-phase systems also present certdliengds, including the
complexity of two-phase flow regimes and heat transfer phenonibeacomplexity

is even more pronounced when phase-change occurs in small hydrantetet

channels such as microchannels. Also, the two-phase flow inséasbiamnd the
difficulty of mathematical modeling are other issues that nedx® considered when
designing two-phase flow systems.

Several cooling systems for both single-phase and two-phase eatileg
have been proposed for cooling high heat fluxes. The current leadirunopatie
systems such as microchannel, jet impingement and spray cooling syAtdetailed
overview of these technologies, along with a discussion of their fusrdaiphysics,
can be found in reviews of (Bar-Cohen, Arik, & Ohadi, 2006), (Agostini, Fadtbri
al., 2007), (Kandlikar & Bapat, 2007) and for spray cooling alone, (J. H, R0®7).
In general, jet impingement and spray cooling techniques use hagbdpe liquid jets
and shattered liquid droplets aimed directly at the electronice&eing cooled or at
a heat spreader in contact with the electronic device. Sprayngosyistems can
provide good isothermal surface temperature and can remove higfuxeat but
due to small nozzle diameters and the high pressure required to ¢renhadl
droplets, spray nozzles are more prone to clogging, inconsistentcaaacteristics
and erosion, while also representing high pressure drops. The laeafetr
performance of Jet Impingement Heat Sinks (JIHS) mostly mdispen the jet
velocity, which can be highly non-uniform over the cooled surface, isg asheat

spreader may be necessary to improve the temperature uryfofims in turn results



in additional thermal resistance to the heat sink. Traditionalddi@annel Heat Sinks
(TMHS) are constructed using microchannels running in paratiehected by an
inlet and outlet manifold. This technology has demonstrated the dloiligjgnerate
high heat transfer coefficients. However, the issues of higbspre drops, and two-
phase flow instabilities accompanied by flow maldistribution, sugpties cooling
limits and applicability ranges of microchannel heat sinks.

All the current active thermal management systems, whethekingoin
single-phase or two-phase mode, have their own applicability adesntand
challenges, and none of these systems have been acceptethgairasersal cooling
technology. Therefore, the field is open for the introduction of cesing systems
that can remove heat fluxes exceeding 1000 \W/evith higher heat transfer
coefficients and reasonable pumping power requirements. To meef #tlese
requirements, innovative technologies and concepts have been proposed ih severa
publications. Single phase Force Fed Microchannel Heat Sink (FiFMbBi&ept
(also known as the manifold microchannel heat sink) was first intrdducéHarpole
& Eninger, 1991), and later studies reported that FFMHS can @&chmeat transfer
coefficients of 30% (Y. I. Kim, Chun, Kim, Pak, & Baek, 1998) to 50% (FSh0i,

& Kim, 2003) higher than TMHS at same pumping power. However,atlew and
geometrical complexities, FFMHS have received less attendiod, the optimum
geometry and flow conditions have not been studied in detail yet. Morealve
available published data is based on microgrooved surfaces createdicom s
substrates, while similar enhanced surfaces created from mdisfrates such as

copper have several advantages. For two-phase heat transféundiaenentals of



FFMHS have not been investigated, but a few experimental reguftimed at the
University of Maryland’s, Smart and Small Thermal Systéaisoratory through the
earlier phases of current study showed that force-fed coolinthbaability to cool
heat fluxes up to 925 W/cnhwith heat transfer coefficient of 130,000 WHKnusing
the non aqueous refrigerant HFE 7100. These results demonstrated 4% ks-a
promising candidate for applications that require high heat-flux coelitiy high
efficiency. The present work therefore represents a focus mioreyg and pushing
the technological boundaries of FFMHS working in both single-phase anphase

heat transfer modes.

1.2.Research Objectives

The main research objectives and contributions of this dissertation are as
follows:

o To develop a better understanding of single-phase and phase-chahge hea
transfer in FFMHS through experimental and numerical modelinghef
phenomena, multi-objective optimization of the heat sink and its coraparis
with widely known cooling technologies, and flow visualization studmes t
all contributed to advance the basic understanding of the complex physics
involved in a force-fed micro channel heat sinks.

. To formulate metamodels that can predict single-phase heat etransf
coefficients and pumping power for FFMHS at given geometriodl flow
conditions, and to validate the metamodel prediction capability and

demonstrate its efficiency.



o To optimize the single-phase FFMHS using a multi-objective apaithon
algorithm by selecting the most important and relevant georaktric
parameters as optimization variables and objective functions.

) To compare the single-phase thermal performance of FFMHS théh
performance of other well-known high heat-flux cooling systems ssch
TMHS and JIHS to better quantify major advantages and limitatiotneof
force-fed micro channel cooling technique

o To apply the force-fed cooling principle to two-phase cooling andédntify
the parameters that most significantly affect the heat transfer parfoem

. To determine the two-phase flow regimes and to understand th&dresder

and critical heat flux (CHF) mechanisms that control two-phase FFMHS.

1.3.Dissertation Organization

Chapter 2 explains the working principles of FFMHS in both singleephad
two-phase heat transfer modes. Fluid flow and heat transfer funtdmeare
covered, including the relevant literature survey. Chapter 3 destiss single-phase
numerical modeling strategy for FFMHS and the effects ofrabgeometrical and
flow parameters on heat transfer coefficients and pressurs.droChapter 4, the
FFMHS is optimized by the Approximation Assisted Optimizatiorhneque, and
then the thermal performance at optimum conditions is compared t&STanH JIHS.
The experimental test setup, test section and the test procee@etained in detail
in Chapter 5, and the single-phase and two-phase results aatpdeand analyzed
in Chapter 6. In order to visualize the flow patterns in a unit FBMi¢ll, a

visualization test section was fabricated. The design procefdtine test section and
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the resulting visualization results are presented in Chapter &. di$sertation
concludes with Chapter 8, where the conclusions are summarizeavedlloy the

recommended future work.



CHAPTER 2: WORKING PRINCIPLES AND

THEORETICAL BACKGROUND

This chapter begins with an introduction to the working concepts of Fexte
Microchannel Heat Sinks (FFMHS). The design and geometrical miepef the
microgrooved surfaces that provide the heat transfer area enhaantd-MHS,
are described next. The chapter concludes with review of fundamepeatsasf fluid
flow and heat transfer mechanisms that appear to govern thernfainparce of
FFMHS. Both single-phase and two-phase heat transfer modemnalygzed, and

relevant literature survey is presented.

2.1.Force Fed Microchannel Heat Sinks (FFMHS)

An FFMHS is a combination of a microgrooved surface and a system of
manifolds. The flow schematic of a typical FFMHS is shown irule2-1. The flat
side of the microgrooved surface is attached to the heat sourie,the fins and
microchannels on the other side are in contact with the workirdy fn the top of
the microchannels is a series of manifolds, usually alignedpéigularly to the fins
and microchannels. The manifolds do not contribute to heat trangfaficantly and
their role is mainly to distribute the fluid and to provide strudtuméegrity of
FFMHS. Each gap between two neighboring manifolds forms ade#anel, which
is used to direct the fluid in (inlet feed channel) or out (oudet fchannel) of the
microchannels. This gap can have similar or different dimens$osrielet and outlet

feed channels, depending on the desired design configuration. Frongma stesd



point, compared with microchannels, the feed channels have muchr dngaraulic
diameters and lower flow velocities. The manifolds and the micoygd surface are
usually attached to each other by use of compressive forceetistlise tip of the fins

to the bottom of the manifolds.

=

.H'I

Fin \ “—Microchannel

™,
Microgrooved 2
. surface base y{,

Figure 2-1. Schematic flow representation of a typical FFMHS

Generally, all the inlet feed channels are connected targerl common
volume, such as a reservoir, which supplies the fluid and pressure teetise the
flow. Thus, being fed from the same pressure source, each intetieanel will
deliver same amount of fluid. The flow in the feed channels can be considered as flow

between two parallel plates due to the usually high aspeot oatieed channels.



After entering and flowing along the feed channel, the fluid wiorinter the
microchannels and fins of the microgrooved surface. Here thewillide forced to
enter the microchannel from the top, perpendicularly to the micnoehalirection.
This entrance will create a flow area reduction and in turhimckrease the flow
velocity and decrease the static pressure at the entragioa o the microchannel.
After entering the microchannel area, the flow will stardevelop until it flows
down to the bottom of the channel, eventually creating an impingeroeat After
the stagnation point, the fluid splits in two streams, each sttaammg 90° and
flowing in the opposite direction in the microchannel. The fluid continadkw a
short distance in the microchannel, where the flow and heat tracsiers similar to
that in a typical TMHS. This distance of the straight microcieadis defined by the
thickness of the manifolds. At the end of the straight microchartmel!flaid will
make a second 90° turn, joining with the counter stream and ledarayea through
the corresponding outlet feed channel. The exit from the microchamtie¢ toutlet
feed channel creates a pressure increase and velocity rediotida an increase in
flow area. This flow configuration is repetitive and resultshie formation of arrays
of short microchannels working in parallel.

The key geometrical arrangements and flow distributions that RBEkHS
an effective heat transfer cooling system are listed as follows:

- The system pressure drop is decreased significantly due to thteflskor
length of a turning path in the microchannels. The system, in fact, is arketw
of short microchannels working in parallel, and therefore the tg&skm

pressure drop is the pressure drop of a single microchannel flow turn.
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- FFMHS is suitable for cooling of large areas and can bé&yeagpandable in
the x-y directions (Figure 2-1). By increasing the flow ratgpprtional to the
base area expansion rate, the system pressure drop and efieativeansfer
coefficient remain constant.

-  FFMHS benefits from multiple inlet entrance effects. Theaane the
microchannel flow inlet region is very effective and can yield/\regh heat
transfer coefficients. This effect is the result of therynd#veloping flow in
this region, which is associated with very thin boundary layers emwd |
thermal resistance values. Having multiple inlet regions enkaheeoverall
heat transfer coefficient of the heat sink.

- Generally, chips that need to be cooled are spaced close togethbe
substrate, and there is limited space in the x-y direction fdudmg
additional equipment such as flow distributing manifolds. In this daseuld
be more convenient to include additional parts in the z-direction, winadies

FFMHS design favorable.

2.2.The Microgrooved Surfaces

As shown in Figure 2-1, the FFMHS design requires enhanced surfdtte
alternating fins and channels, also known as microgrooved surfaepsnding on
the substrate material and geometric features, severatcd@an methods are
currently used for this purpose. For example, the silicon microfaiomnctechnique
can create very fine surfaces with microchannels having hydrdiaimeters in the
order of microns. Micromachining is another process that can areatechannels

using methods such as Electron Discharge Machining (EDM) aomidling. These
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methods are the most suitable for metal substrates. The microdreovtaces
selected and used in this study were fabricated using Micrariafion Technology
(MDT). This relatively new fabrication method allows fabrioat of enhanced
surfaces with very high aspect ratios from a wide range tdlsadMDT was initially
developed to produce enhanced heat transfer tubes and was later adofied for
surfaces. The fabrication principle of MDT is based on a continuous Ssraxfe
skiving and bending material on the top of a metal substrate. Tioe athjantage of
MDT is that it can be cost effective when adapted for mass produddetailed
information on MDT can be found in (Thors & Zoubkov, 2009).

A cross section of a typical microgrooved surface falettatsing MDT is
shown in Figure 2-2 (a). The fin geometry created by MDT is lswsightly
different from the fin structure of a traditional microgrooved atef fabricated
usually by silicon microfabrication technique. Based on the cuttiny geometry
used during fabrication, MDT microgrooved surfaces have an unconventishatly
fin-tip and a slightly bent fin geometry. For the present workeehtypes of
microgrooved surfaces with different geometries have been setaalddbricated by
MDT. All three samples were fabricated from copper, and the iexpetal test
procedure is described in detail in Chapter 5. The cross-sectiafid @f selected
samples is shown in Figure 2-2, while dimensions are given in

Table 2-1.
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Surface #12 Surface #17 Surface #C
(b)

Figure 2-2. (a) Picture of a typical microgrooved surface profile fabricatd with
MDT, (b) Profile of three microgrooved surfaces selected for preseistudy

Table 2-1. Dimensions of tested microgrooved surface and feed channglé
dimensions in microns)

. . Channel Fin
Fin Fin . Channel . Channel
Sample Density  Pitch Height - Width — wg, Thickness Aspect
Name [FPI] [um] Hen [pm] tin Ratio
[pm] [pm]
Surface #12 143 178 406 60 118 6.8
Surface #17 200 127 483 42 85 11.5
Surface #C 409 62 415 22 40 18.7

2.3.FFMHS for Single-Phase Heat Transfer

It is expected that the flow pattern and geometrical configuradf a typical

FFMHS have the potential to enhance single-phase thermal parfoencompared to



other conventional high heat flux cooling technologies. But first, thsicba
mechanisms and flow regimes behind the possible heat transfercentent need to

be demonstrated. The following sections address these issues.

2.3.1.Heat Transfer and Pumping Power in Short Channels

A simple analysis can demonstrate the thermal performance agesn&
FFMHS in comparison to traditional microchannel single-phase flonwsimplify the
analysis, consider the two flow configurations shown in Figure(@&nd (b). The
first case, Case 1, shown in Figure 2-3 (a), depicts flow imglesiong tube with
hydraulic diameter ofDy, tube lengthL, mass flow rated, constant surface
temperaturds and inlet temperature @f. This case is analogous to a single channel
in a traditional microchannel heat sink with a highly conductive rmgromved
surface base material. The second case, Case 2, shown in Fig(iog, 2epresents
the same tube divided intoequal length, short tube segments. This case is analogous
to FFMHS flow configuration formed for a single microchannel. ess flow rate
running in each tube is divided equally, resulting in a mass fleavofa®/ n in each
single short tube. All other parameters, such as hydraulic ceararetl inlet, outlet
and surface temperatures, were kept constant. At this stagether fammplify the
problem, the ratio of channel length to hydraulic diametBy, for both cases was
assumed to be high; therefore, entrance effects were negiactdbw was assumed
to be fully developed. The flow in microchannels is generallgnmnar flow regime;
therefore, Reynolds number was assumed to be always bedew230C. Also, the

major pressure losses were assumed to be dominantly higher, endndl outlet
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minor losses were neglected. Heat was applied to the sutfaoastant temperature

Ts.
Case 1l Case 2
L
Constant
i Temperature
single tube Ts n small tubes
Mass flow
?g?ess flow rato
m/n /n
m Inlet Inlet
Temperature Temperature
T; Ti

@) (b)

Figure 2-3. Schematic of flow in (a) single long channel and (b) multglshort
channels

Usually the most important performance parameters considereleat aink
design are overall heat transfer coefficient and pumping power. While thel dneeial
transfer coefficient is desired to be as high as possible tease heat transfer
efficiency, the pumping power values need to be minimized. Sinee fh@rameters
conflict, a reasonable comparison can be made by keeping one fmaraorestant
and performing the comparison based on the other one. Here, the beatalansfer
coefficients for Case 1 and Case 2 will be kept constant and the mupgier will

be evaluated.
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It can be shown that with constant surface temperature assumpganyttet
fluid temperaturel, ; for Case 1 can be calculated from (Incropera & DeWitt, 2002)

as.

?; T::'1 - _:"TD,QLE 2.1
T 1)

where h is the average heat transfer coefficient. For the currese ttas value is

constant along the tube and is equal to:
k
h=h = Nur—=3.66D— (2-2)
h

Here Nu, =3.66 is the Nusselt number defined for fully developed flow in a tube

(Incropera & DeWitt, 2002), an& denotes the thermal conductivity of the working
fluid. The heat transfer to the fluid is then calculated based aritlognic mean

temperature difference:

_ T,
qCase. h(ﬂ DhL)(

T =T (2-3)

Similarly, for each short tube defined in Case 2 the outlet flenoperature

To2 can be calculated as:

L-Ta 7L, L/ _EXP(_?TE-'&LEJ

=exp| - :
T 5

T-% e,

The right-hand side of Equations (2-1) and (2-4) are identical whictiuntes that

(2-9)

for two cases the outlet temperatures are equal. The totatraester in Case 2 is

then evaluated by substitutinig, = T, , and summing the heat transfer surface as:
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_N\h L (TS_TO,Z)_(TS_Ti) _ T (TS_ Tl)_( - -D
qcm_;h(wh ) T, h(zD,L) |n°Ts—To,1 o5
T.-T T-T

Equations (2-3) and (2-5) are equal, which demonstrates that the heat trarisierred
both the single-tube configuration of Case 1 and multiples tubes thgtrsame
hydraulic diameter and heat transfer area of Case 2 isathe. A common practice
for identifying single-phase heat transfer performance fat bimks is to calculate
effective heat transfer coefficient. This parameter is défiae the ratio of heated
surface heat flux and temperature difference between inlet aatbdheurface
temperature. Since inlet temperature is constant and equal fordseth the effective
heat transfer coefficient will be the same as well.

The isentropic pumping power for a control volume is the product of
volumetric flow rate and pressure drop:

By =P 2 (2-6)

Fung
2

The major pressure losses for laminar flow in a tube can be calculated as:

L V?
AP=f—p— 2-7
D, r (2-7)
— A3 2
where v =dimi orh, is the mean fluid velocity in the tube and the pressure loss

coefficient for fully developed laminar flow is defined as:

g 04_ 64

"~ Re pVD, (2-8)

Substituting Equations (2-7) and (2-8) into Equation (2-6), the total pumping power

required for Case 1 and Case 2 can be calculated as:
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Based on these two equations the pumping power reduction can be calculated as:

P um 1
R (2-11)

pumpl
Equation (2-11) demonstrates that for the same overall heat trapsféicient, the
split-flow configuration with multiple inlet and outlets has the ptité to decrease
the pumping power proportional to the square of number of divisions. However, i
should be noted that tube hydraulic diameter and total tube lengtrsstaned to be
the same for both cases, and no optimization study was perfornoed. rishlistic
performance comparison would be to compare pumping powers for two aases

optimum channel dimensions and at the same heat transfer.

2.3.2.Heat Transfer and Pressure Drop for Thermally and

Hydrodynamically Developing Flow

For the analysis performed in the previous section, it was assinaethe
flow is fully developed along the whole tube. This assumption is nat wdden the
tube length over the tube hydraulic diameter rdti®{) becomes small. In this case,
the heat transfer and momentum transfer occur mostly in theneatragion, where
the hydrodynamic and thermal boundary layers are developing.fateerthe heat
transfer coefficient and friction factor in the entrance redepend on distance from

entrance, Reynolds number and fluid physical properties and are notntonsta
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anymore. This may have a significant impact on thermal pedoce of FFMHS
where the heat transfer occurs mostly in the entrance regidntre flow is
hydrodynamically and thermally developing.

Assuming uniform velocity profile at the inlet, the hydrodynaeméry length

Ly, for laminar flow in a tube is obtained from the following relatgiven by

(Langhaar, 1942):

L
[th ~0.05Re (2-12)
lam

The friction factors in the hydrodynamically developing regiantdgher than those
defined for fully developing flow. Both the skin friction and additionementum
rate change due to change in the velocity profile are addethtygo define apparent
friction coefficient. For circular tubes, (Shah & London, 1978) proghotee
following correlation:

125, (tRe), - 344x) "

fopRE= 3.44x7) "7 4 X (2-13)

-0.2

1+2.12 10%(x)
where (f Re) =64 is defined for fully developed flow and’ is the non-

dimensional channel length defined as:

. L

X =——— 2-14
ReD ( )

For thermally developing laminar flows, (Kays & Crawford, 198@)pmsed

the following equation to calculate the thermal entry lerigth:

L
(S"] ~0.05ReP| (2-15)
lam
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For combined hydrodynamically developing region and thermal eegyipm
for laminar flow in a circular tube, the average Nusselt nunsbgiven by (Sieder &

Tate, 1936):

— RePr"* o
Nu = 1.86( j Vel (2-16)
L/D M

Equations (2-13) and (2-16) demonstrate that in the entry region bdth hea

transfer coefficients and pressure drop increase comparedyadévieloped flow.

This result may have an important impact on thermal performan€eEMHS, where
the length of channels is usually comparable to hydraulic dexmetWhen
considering pumping power and heat transfer coefficients amdseimportant heat
sink design parameters, both hydrodynamic and thermal enegt®fheed to be
considered. At this point, a multi-objective optimization procedure camsbtil in

revealing the flow and geometrical conditions that maximizehts transfer and

minimize the pressure losses at the entry region.

2.3.3.Heat Transfer and Pressure Drop in Turning Bends

In FFMHS, the fluid enters and exits the microgrooved surfama the top,
perpendicular to the microchannel axis. This configuration creat@aflow turn
which may have significantly different flow and heat transfearacteristics from
straight channel flow. As the fluid makes the turn, centrifdigades affect the flow

field. The magnitude of the centrifugal forces that act onua fparticle are

proportional tovV?/ R whereV is velocity andR is the curvature radius. For laminar
flow in a tube or rectangular channel, due to no slip boundary conditionaxitle

velocities in the vicinity of the channel walls are much smdhan those in the
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center of the channel. This difference in axial velocity resmtcentrifugal forces
acting with different magnitude on each fluid particle. A sigaifit difference in
centrifugal forces in turn can induce secondary flows. For ffow helical circular
tube, (Ujhidy, Nemeth, & Szepvolgyi, 2003) described the flow pattean dsuble
vortex that appears on the cross section of the tube and is supednopoge axial
velocity profile. Dean (Dean, 1927) was first to analyze thenébion of secondary
flows and concluded that the friction loss for laminar flow in a alirpgpe is a

function of a dimensionless parameter called the Dean number:

De=Re, |2 (2-17)
2R

where Re is the Reynolds number arid is tube diameter. Equation (2-17) shows
that the Dean number represents the ratio of inertia and fagatriforces to the
viscous forces. The Dean number can also be interpreted as thereneamagnitude
of secondary flows.

The vortices created by secondary flows can enhance the hedértlans
disturbing the thermal boundary layer and by replacing the hotter dlase to the
heated wall with colder fluid in the fluid core. This mixing matdkm has been
reported for flow in helical tubes by (Xin & Ebadian, 1997) who propobed t

following correlation to calculate the average Nusselt number:

Nu=(2.153+ 0.31®&*) Pt (2-18)

The equation was validated for the parametrical range 20k De< 200C,
0.7< Pr< 17% and 0.0267< D /R< 0.088.. Single phase heat transfer enhancement

by introducing secondary flows has been investigated extensindlgeveral other

21



authors also proposed heat transfer correlations based on thesxpammental data
(Yanase, Mondal, & Kaga, 2005), (Rosaguti, Fletcher, & Haynes, 200@ya(lL,
Choi, Schallert, & Skogerboe, 1996) and (Joye, 1994).

(Ju, Huang, Xu, Duan, & Yu, 2001) investigated pressure losses in helical
pipes with small bending radii. For laminar flow they suggested following
correlation to evaluate the friction loss coefficient.

1 ,De<11.6,Re< 230

C

— 04 2_19
f 1+O.015R&75(2—[;j De> 11.6,Re 23I ( )

where f is the friction coefficient in the straight tube and is the friction

coefficient in the helical tube.

Equations (2-18) and (2-19) demonstrate that the secondary flowsdcbgate
centrifugal forces may have a significant effect on haaister and pressure loss in a
channel where the flow makes turns. Again, these two objectordict, since the
heat transfer needs to be maximized while the pressure lassdesred to be low.
The phenomena become even more complex for flow in an FFMHS wihere
velocities in the channel tend to change continuously due to the flavchiange
during the bends. In this case, the most practical design solutigid We to perform
a multi-objective optimization utilizing numerical simulation totts simulate the

flow and heat transfer in FFMHS.

2.3.4.Literature Survey on Single-Phase FFMHS

Although single phase flow and heat transfer in TMHS have beeredtud

extensively after the initial work of (Tuckerman & Pease, 1981)MHW§&s have
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received less attention. Below is the summary of literaturagtigal on single-phase
FFMHS.

The earliest study that introduced and investigated the heatetramsf fluid
flow in an FFMHS is (Harpole & Eninger, 1991). They considered microchannels and
manifolds etched from silicon and an optional diamond face sheeteadtaetween
the heat sink and heat source for heat spreading and enhancing the surfac
temperature uniformity. By neglecting the entrance effestd convective heat
transfer by assuming a low Reynolds number flow and constant Noasaber, they
formulated the flow and heat transfer using a 2D model. Basediomodel, they
performed a parametrical analysis of the microchannel geoedrflow by varying
one parameter and keeping the other parameters constant. They corutdeaen
water is used as a coolant, heat fluxes on the order of 1000°W#mbe cooled
effectively with pressure drop values on the order of 1 bar. Theynalwd that
although the pressure losses at the inlet and outlet to the haaroels were not
considered in the model, they can be significant and need to be indtudeachore
detailed design.

(Copeland, 1995a) analyzed flow and heat transfer in an FFMHS byiagsum
1D flow and building a simple model based on the hydrodynamicatytizermally
developing flow correlations in straight tubes. The heat sink mateagassumed to
be poorly conductive, and a uniform heat flux was applied to the baseg the
mathematical model, parametrical analyses were pertbrioe investigate the
variation of thermal resistance with flow and geometricabupgters. The analysis

strategy was to investigate thermal resistance by vatywogparameters at a time
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while keeping other parameters constant. The results show thaasmg the
manifold number per unit length of heat sink can decrease thesmsthree, and for
a given manifold number and pumping power there exists an optimum chadtrel w
and fin thickness.

(Copeland, 1995b) and (Copeland, Behnia, & Nakayama, 1997) numerically
analyzed the heat transfer and pressure drop in an FFMHS forf@2ulifcases with
different geometries and inlet flow conditions. Fluent was usethesiumerical
solver, and the computational domain was simplified by neglectingptijagate heat
transfer in the solid part of the microgrooved surface. Thereboitg,the fluid flow
was modeled, and constant heat flux or constant temperature boundaripoomds
applied to all heat transfer surfaces (microchannel baserasdrfaces). Their model
also neglected both the pressure losses created due to floactiontand expansion
at the inlet and outlet to the microchannels and the heat trdrafethe tip of the
fins. Based on the numerical results, two different heat trackfmacteristics were
observed and reported. The first heat transfer mode occurred atdowet velocities
of 0.1 m/s. In these cases, the local heat transfer coefficients peakednéettregion
and then gradually decreased to the end of the microchannel. The send@ddim
heat transfer was reported at high flow velocities of 1 m/se Her local heat transfer
coefficient was non-uniformly distributed along the channel walik, the maximum
close to the inlet region and two other local maxima at the chanttem below the
inlet and close to the outlet at the end of microchannel. Although parttee in their
study, these different heat transfer characteristicshareesult of flow impingement

and secondary flow-induced vortices, which can create local maxineamtransfer
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coefficient regions. The study also compared the numerical resititsLlD straight
channel models, and it was found that such a simplified model failpcetict the
pressure drop and thermal resistance values obtained by numerical simulations

(Y. I. Kim et al., 1998) experimentally investigated the thermailopexance
of FFMHSs for air-cooling. Several experimental tests wgsegformed for nine
different copper microgrooved surfaces and two manifold systenis difterent
geometrical dimensions. As a general trend for all casesagtfeund that thermal
resistance is a strong function of flow rate and that therembtance decreases
linearly with increasing pumping power on a log-log plot. Amongitivestigated
geometrical parameters, microchannel width and manifold imet @utlet feed
channel widths were found to affect the thermal resistance ds¢. mmterestingly,
they also reported that for two heat sinks with identical miomged surfaces but
different manifold designs, increasing manifold number per unit hakt lshgth
increased thermal resistance at the same pumping power. $his genflicts with
the work of (Copeland, 1995a), where it was shown that increasing thiéolcha
number had a beneficial effect on decreasing thermal resisttheegeometrical
design case that delivered the lowest thermal resistancecerapared with a
traditional microchannel heat sink, and it was found that FFMHS desigrwork
with 35% less thermal resistance at the same pumping power.

(Ng & Poh, 1999) used Ansys/Flotran to analyze thermal performance of
FFMHSs numerically for 16 cases with different geometrdiaiensions and flow
conditions. The numerical model was validated by the numerical tsesdl

(Copeland, 1995b). They also formulated a 1D analytical model basedaayhtst
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channel pressure drop and heat transfer correlations. The nuntmeodal was
compared with the analytical model for thermal resistans@atar geometrical and
flow parametric input conditions. The comparison showed that the 1DQtiaahl
model can predict the thermal resistance values at an daleepgage only at very
low Reynolds numbers (Re < 50). At higher Reynolds numbers the aahiycel

largely under-predicted (up to 400%) the thermal resistance vdhwesall, it was

concluded that simple 1D analytical models based on straighhehfiow cannot
predict the thermal performance of an FFMHS accurately.

(Ryu et al., 2003) analyzed the heat transfer and flow in an FFMHS by solving
numerically the 3D Navier Stokes equations. Using a finite voluppeoach, their
numerical model considers both the convective heat transfer in the chadnthe
heat transfer though fins and base material. The base mateated was silicon,
and water was used as the working fluid. By keeping the pumping pawder a
manifold number constant and varying other parameters, they optimzeggaometry
using a steepest-descent technique to minimize the thermiataneg. They
compared their results with traditional microchannel heat sindsrgported that the
thermal resistance can be reduced by more than a half, Waldemperature
uniformity on the heated wall can be improved by tenfold.

(Jankowski, Everhart, Morgan, Geil, & McCluskey, 2007) explored
experimentally the possibility of reducing the thermal rasis¢ of power electronics
used in hybrid vehicles by integrating two different coolingtays that involve
microchannels. The first approach consisted of integrating an FRdH8ol chips

directly on a silicon substrate. The second approach used a TMiE w
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microchannels created in an aluminum nitride substrate. The theesiatance

values for both systems were measured at pressure drops of ankB& kPa. The
results show that the thermal resistance values for botmsystere comparable at
17 kPa and for 35kPa FFMHS thermal resistance was lower by bolyt 42%

compared with the THMS design. The authors explained this lowretiie by

addressing the non-optimized geometries of FFMHS and suggestetheéhheat

transfer geometry needs to be optimized for future potential improvement.

(Xia, Liu, Qi, & Xu, 2008) investigated experimentally the effetttwo
different surfactants on pressure drop in a single channel ncamfotochannel with
the final goal of increasing the system drag reduction. They 8sddim Dodecyl
Sulphate and Alkyl Polyglycoside aqueous solutions as working fluids: fhload
that the measured drag reduction values are not significantniamdea flow regime,
but that the pressure drop reduction can be more effective in imarfsw at high
temperatures. The transition from laminar flow to transitionaw floccured at a
critical Reynolds number around 800.

(Haller, Woias, & Kockmann, 2009) investigated experimentally and
numerically the pressure loss and heat transfer in bending antthing
microchannels such as L-bends and T-joints for rectangular csaniidl a 90°
turning angle. This geometrical configuration is similar tané cell of a FFMHS
without the second turning bend at the end of the microchannel. Using thate
tested silicon-based channel flow for Reynolds numbers rangang 10 to 3000.
Based on both numerical and experimental results, they reportdbbth&irning can

enhance the heat transfer when fluid was redirected in the 90° bena:ffEboiswas
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the result of flow vortices induced by secondary flows createcehtrifugal forces.
They also reported that the creation of such vortices also ssttdhe pressure drop
of the system due to higher viscous dissipation losses. The hedertrefficiency
and pressure drop characteristic were found to be always cowgfliesith higher heat
transfer performance always requiring higher pumping power. Th&so
unsuccessfully attempted to model the pressure loss of the larfhavarin
microchannel bends with vortices. They conceded that the mainrgelké building
such a model is the different flow characteristics observedfatett flow conditions
and channel geometries. For example, the creation of no vormicespair or two
pairs of vortices was strongly dependent on Reynolds number, shapspantratios
of the channel.

A summary of this literature survey is given in Table 2-2. Twajom
conclusions can be drawn. First, FFMHS has the potential to achgver hhermal
performance values than TMHS. However, such a comparison needsrea m
systematic approach. One substantive method would be to compare tnal ther
performance of FFMHS with other conventional cooling technologiespttnum
design and working conditions. Second, all the parametric studies andzapon
techniques used in previous studies are based on single objectivezapdmi
methods. In order to obtain the real optimum designs, a multi-objextiumization
technique is necessary. Here, the thermal performance can b&egdtimsed on the
most important objective functions, which in this case are headfénracoefficient
and pumping power. The objective should be to maximize the heat transfer

coefficients while minimizing the pumping power.
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Table 2-2. Summary of related work on single phase FFMHS’s

Authors Type of Work  Microgrooved  Microchannel Reynolds Parametrical Conclusion
Surface Hydraulic Number and study or
Material Diameter Flow Regime Optimization
(TSM) and [micron] Performed
Working Fluid
(WF)
(Harpole & 2D Analytical TSM: Silicon 15-66 15 - 400 Yes FFMHS has the possibility to be used effectively
Eninger, 1991) Model WEF: Water (laminar for effectively cooling high fluxes
flow)
(Copeland, 1D Analytical TSM: Low 8-64 (laminar Yes There exists optimum points for microgrooved
1995a) Model conductive flow) surface and manifold dimensions
material
WF: Water
(Copeland et al., 3D Numerical  TSM: Silicon 113-226 18 — 485 Yes 1D models based on straight channel flow cannot
1997) Simulation WF: Water (laminar predict thermal performance of FFMHS
using Fluent flow)
(Y. l.Kimetal., Experimental TSM: Copper 700-2000 (laminar Yes FFMHS'’s can perform 30% better comparing with
1998) WEF: Air flow) TMHS thermal performance
(Ng & Poh, 3D Numerical ~ TSM: Silicon 113-226 10-800 Yes 1D models based on straight channel flow can
1999) Simulation WEF: Water (laminar under predict thermal performance of FFMHS by
using flow) 400%
Ansys/Flotran
(Ryu et al., 3D numerical ~ TSM: Silicon 10-60 1-100 Yes Comparing with TMHS thermal performance,
2003) model WF: Water (laminar FFMHS can perform 50% better with ten times

flow)

better surface temperature uniformity




(Xia et al., 2008) Experimental TSM: Silicon 200 100-3500 Surfactants can decrease pressure drop at high

WF: Aqueous (laminar and temperatures and Reynolds numbers
surfactant transitional
solution flow)




2.4. FFMHS for Two Phase Heat Transfer

In the two-phase cooling mode, the inlet to the FFMHS is liquidingle
phase, usually with few degrees of subcooling. The working fluid &mgers the
microchannel, where it starts to receive heat from the micnoghavalls, and boiling
is initiated when enough superheat is achieved. The vapor-liquid renigiits the
microchannel from the outlet into the outlet feed channel, wheseditected out of
the heat sink area. The expected flow and heat transfer chstaxsesf two-phase
heat transfer in FFMHS can be summarized as follows:

e Similar to single-phase heat transfer mode, the fluid manifoltkognique

used in FFMHS forms a series of short microchannels working in parallel with

microchannels having small/D;, ratios. The lowL/Dy ratio has several

impacts on system performance. First, system pressure drogh vghalso

equal to the pressure drop between inlet and outlet of microchannels and

proportional toL/Dy, ratio, can be significantly reduced for a given hydraulic

diameter, heat flux and outlet quality. Second, small pressw idr the

microchannels decreases the saturation temperature variabog #he

microchannel, thereby providing a more uniform surface temperature

distribution.

e The FFMHS configuration allows the use of microchannels with sersll
hydraulic diameters with less pressure drop penalty. Thisngcdown of
hydraulic diameterm in turn, has the potential to enhance the heater

performance due to increase in local heat transfer coefficients.
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e For a constant diameter and mass flux, the critical heat ficreases as the
channel length decreases, therefore, it can accommodate moferkegor
example, (Bergles, Lienhard, Kendall, & Griffith, 2003) concluded that
most beneficial two-phase flow configuration is a system witlorts
microchannels working in parallel. For the same heat input conditibiss, t
solution was found to require much less pumping power compared with two-
phase TMHS systems.

e The feed channels for two-phase FFMHS are generally desigriszl small
for inlet feed channels and larger at outlet feed channels. gBosetrical
design can contribute to system performance by helping the vapbe in
microchannel to be easily directed into the outlet feed channeleter, such
design implementation requires fundamental knowledge about the flow
regimes and flow characteristics of FFMHS.

The flow and heat transfer in FFMHS are expected to be compleoipieaa
that include the flow and heat transfer mechanisms observed imphase
microchannel flow, at turning bends under centrifugal acceleration, arttea
entrance region. The combination of these phenomena makes thes@wsicmore
challenging to understand. Nevertheless, a fundamental understandadp
preliminary knowledge of boiling phenomena in conventional channels and
microchannels. The following sections give the theory behind the #iogv heat
transfer regimes observed in these channels. This knowledge, innedioiwith
experimental results obtained in this study, will be used to iexfila flow regimes

and dominant heat transfer mechanisms in two-phase FFMHS.
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2.4.1.Flow Boiling in Conventional Channels

Flow boiling occurs when a fluid flows in a heated channel and wistarts
to change flow regimes as the quality is increased. The #od heat transfer
phenomena are very complex due to the coupling of hydrodynamics wtighase
heat transfer processes. Figure 2-4 shows the two-phase flovheatdtransfer
regimes and the trend of local heat transfer coefficienigatloa axis of a uniformly
heated horizontal conventional tube. At the inlet to the tube, thel ligisubcooled,
and there is not enough superheat to initiate the nucleation:dregréefe flow regime
is single-phase liquid, and the heat transfer regime is foroedection. After the
initiation of boiling, the observed flow regimes are bubbly flow, plugysilow,

annular flow, mist flow and single-phase vapor flow.

partial dryout ‘

annular film flow ‘
evaporation dominated

Heat Transfer Coefficient

Nucleate boiling

dominated s
—snucleate boiling
suppressed
Distance along passage —
Increasing equilibrium quality —
Dryout
Zone

stra® 0 0de,

¥y .-..‘.-'-"-.-

TS0
Flow —= o
ﬂ.'\oﬂ C0nnonSn g Cn

—| - = -
Sing-le-[:)hase Bubbly‘ Plug flow ‘ Annular flow ‘Mist ‘Single-
liquid flow flow  phase
vapor

Figure 2-4. Flow and heat transfer regimes in a uniformly heated horizontal
circular tube (adopted from (Ghiaasiaan, 2008))
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Nucleate boiling is the dominant heat transfer mechanism in bubhbleahd
slug flow regimes. In annular flow, the convective evaporationgsobecomes the
dominant heat transfer mechanism. In this flow regime, the tesetfér occurs in the
thin fold that covers the heated walls. The heat transfer cieeffs are the highest in
this region due to the low thermal resistance in the thin fid, tae low superheat
suppresses nucleation. The termination of the annular flow regimesually
represented by dryout, where the thin film is completely orgirtilepleted due to
evaporation. Since Figure 2-4 depicts the flow in a horizontal convehtiobbe,
gravity can be important, as it creates stratification betvtbe liquid and vapor. This
effect, however, is generally negligible in microscale tubes eviserface tension
forces are much higher than gravitational forces. After annlder, depending on
inlet conditions and tube geometry, small droplets of liquid segghrbbm the
surface can be present in the form of mist flow. Further dovarstréhese droplets
will be eventually completely evaporated, and single-phase vdpar regime
prevails. The heat transfer coefficients after the film dryaut be several orders of
magnitude lower than those in the nucleate boiling and convective bdibivwg
regimes. The heated wall temperatures have a large inaedsmut conditions, and
the effect is similar to the critical heat flux observed in pool boiling.

In saturated flow boiling, both nucleate and convective boiling contriloute t
heat transfer. The dominant heat transfer mechanism and the transitions adedepe
on heat flux, mass flux and local equilibrium vapor quality. At lowlitias, the
dominant heat transfer mechanism is nucleate boiling. Here the ttaefer

coefficients are a strong function of heat flux and are gendrabnsitive to mass
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flux and local qualities. As the vapor quality increases, the camedabiling that is
represented by annular flow starts to become dominant. The nocleatuppressed,
and the heat transfer occurs due to evaporation in the thin liquid filentr&nsition
between these heat transfer mechanisms is generally smodttheacontribution to
heat transfer of both mechanisms can be comparable. Most guctesd transfer
correlations such as Chen correlation (J. C. Chen, 1966), take into accdumif bot

these heat transfer mechanisms.

2.4.2.Flow Boiling in Microchannels

The basic heat flow and transfer mechanisms in microchannelghand
similarities with conventional channels is a matter of debate, aanghiversal
understanding is not been established yet. It has been arguedghaivat/the basic
mechanism of nucleation in small hydraulic diameter channelsinslar to
conventional channels, as long as small nucleation crevicesoexibe heat transfer
surface (Kendall, Griffith, Bergles, & Lienhard, 2001), (Zhang, Waagodson, &
Kenny, 2005). Also, the characteristic diameter of these cremmeds to be smaller
than the hydraulic diameter of the microchannel in order foraiseimption to be
valid. Here, the vapor and gases trapped in the crevices init@ataubble nucleation
when sufficient superheat is achieved. Using the analogy from coowal channel
flow, it can be expected that the departed small bubbles latewithixthe bulk fluid,
forming larger intermittent slug-flow regimes and eventuatigieg with the annular
flow regime. However, the bubble confinement effect resulting ftbe small
hydraulic diameter can affect the two-phase flow regimess&tmhenomena are

important when the bubbles diameter becomes comparable to the chainaglliby

35



diameter. According to (Cornwell & Kew, 1992), the confinementcesf@eed to be
considered when the confinement numbgy,, satisfies:

N, =NTI9A0 G (2-20)

conf ™ Dh
where is defined as the dimensionless confinement numpgr, o as the surface

tension,Ap as the density difference between liquid and vapor phased),aad the

hydraulic diameter. The confinement number was derived by cooredatieveloped
for pool boiling and represents the ratio of bubble departure diametes tthannel
hydraulic diameter. For a confined two-phase flow, based ondhsérvations, they
also proposed a microchannel flow regime based on three distirotiveeigimes as

shown in Figure 2-5.

W
‘QO HC \ \ / ' \ \ C
at \ NVAN AN B

[solated Confined Annular/Slug
Bubbles Bubbles

Figure 2-5. Major flow regimes for flows in microchannels observed by
(Cornwell & Kew, 1992)

The isolated bubble flow has small vapor bubbles mixed in the liquid flbaseg

in the microchannel. Here, the characteristic diameter of the Isulsbfemaller than

the microchannel width and this flow regime is similar to the buBlbly regime in
conventional channels. The diameters of the bubbles can be very small, as (Kandlika
2002) reported presence of bubble diameters as small as 10-20 micronsniiined
bubble flow consists of large bubbles that are created by thelgoswbalescence of

small bubbles and are confined with the microchannel walls. A thindlifjlm
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separates the bubble and the walls, and this flow regime ilsustothe plug flow in
flow boiling in conventional channels. The confined bubble flow reginds evhen
the confined bubbles grow significantly in the axial direction éstibying the liquid
slugs/columns separating them and leading to an annular-like flonveregherefore,
the third and last major flow regime is annular slug flow, whigresents all flow
patterns that occur after the termination of confined bubble reghweseen, the
proposed flow regime is similar to flow regime shown in Figuref@f conventional
channels. The major difference is the confinement effect, whalitsein only three
major flow regimes and which can possibly shift the rate of ittansetween flow
regimes eventually switching to annular flow at much lower vapor qualities.

It should be noted, however that the confinement nunihgy; is based on

geometrical considerations only. It does not include the eféédtsat flux and liquid
and wall superheat. (Kandlikar, 2003) argued that the effect ofitygran

microchannel flows is negligible and that the use confinement numkeeds rte be
reevaluated. He suggested that the new criteria should be defimgidaring relevant
forces in microchannel flow. Based on force balance appliedbtible, (Kandlikar,

2004)suggested using the following non-dimensional group:

q’ 2p.
K, = £ _
' [Ghvj P, (2-21)

The K, number represents the ratio of evaporative momentum force to the

inertia forces of incoming liquid. For large values, it indicatest the evaporative
momentum forces dominate the inertia forces, and this may raswdtpor pushing

back the liquid, creating backflows. The reversed lows in micro&srave been
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reported by many authors including (Steinke & Kandlikar, 2003), (Pelasn,Y&

Hestroni, 2001) and (Kandlikar & Balasubramanian, 2003). Whilektheumber is

useful in determining the dominant forces in microchannel boilingsitraes that the
vapor mass flux transferred to the bubble is equal to the idealizss riux

calculated based on wall heat flux a8/h, and is not dependent on hydraulic

diameter. However, hydraulic diameter in fact can be veporant in determining
the liquid superheat that contributes to vapor generation.

Based on experimental observations, (Kandlikar, 2003) defined the heat
transfer mechanism in microchannels based on the elongated lalsbl&known as
expanding bubble, and sometimes explosive bubble) model shown in Figure 2-6.
Similarly to flow regime observed by (Cornwell & Kew, 19923)¢ theterogeneous
nucleation starts from the wall crevices. However, the growth ahthe bubble is
much higher, and the rapidly bubble growth process continues even afterothle
departs. This short period may not allow the bubble to interactothr bubbles and
create slug/plug flow, but instead it is rapidly confined byndeh walls. After the
confinement period, the bubble experiences a fast expansion in theieegtion as

shown in the picture.
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Figure 2-6. Flow boiling regimes proposed by (Kandlikar, 2003)

There are two important issues that need to be addressed hetethEirs
source of rapid bubble expansion is explained by Kandlikar, as the agdidvall
superheat build before nucleation. The high local heat transfdicea@k at small
hydraulic diameters decrease the thermal boundary layer andmaress nucleation.
Utilizing microchannels with smooth walls and withouth nucleationties will also
further suppress nucleation. When the conditions to nucleate the bubbdgisfreds
the liquid around the bubble is largely superheated. Therefore, thgyestered in
the liquid superheat is released into the bubble in the form of evapgprand the
large amount of vapor generation forces the rapid bubble growth. If tperatiae
forces are much higher than the forces associated with liquidainénen the
elongated bubble grows both upstream and downstream. For example, ensetesf
taken at 8 milliseconds apart observed by (Steinke & Kandlikar, 2808)awn in
Figure 2-7. The bubble is heated from the walls and starts to gapvdly
downstream, while the upstream also experiences the forcedcl®atevaporative

momentum. Therefore the upstream liquid front is pushed back closke talét,
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where it is more or less stationary until the vapor in the chaxmsl| from the outlet
and the next cycle with liquid front moving downstream is released again.

Second, the process has a transient nature and is repeated folyadach c
During the elongated bubble regime, as the bubble front advances, a thin liqu& film i
created on the heated surface by the receding liquid vapor inteffad¢he bubbles
become larger, the thin film will provide a very highly efficidrgat transfer zone.
This thin film will eventually start to dry if the bubbles becono® large, and

localized dryouts will induce reduction in heat transfer.

o o Do RS -
R s ™ S A ——

Figure 2-7. Rapid bubble growth in 200 micron square microchannels observed
by (Steinke & Kandlikar, 2003)-Each image is 8 milliseconds apart

(Thome, Dupont, & Jacobi, 2004) developed a three-zone model to investigate
the evaporation process of elongated bubbles in microchannels. The schamati
their heat transfer model is shown in Figure 2-8 and includes thdraasafer from

three major zones: the liquid slug, the elongated bubble with thin ligmdon



heated surface and the dry zone with vapor in contact with wallstdthe transient
nature of the process, a time-averaged approach was adoptedulatcajcthe heat

transfer coefficients.

L
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Figure 2-8. Diagram illustrating a liquid slug, an elongated bubble and a vapor
slug of model developed by (Thome et al., 2004)

The calculated heat transfer coefficients for the three tnaasfer zones at
two cyclic variations are shown in Figure 2-9. As expectld, minimum heat
transfer is observed at the dry zone where the thermal regidtehween vapor and
surface is very high. The heat transfer coefficients in thedigone are slightly
higher than the vapor zone. In the elongated bubble zone, however, theuhsar
coefficients can achieve very high values, on the several ordenagsiitude higher
than the liquid and dry zones. However, as the resistance of thelrhiis filictated
by conduction, the heat transfer values change significantly as film thickhasges.
It is also interesting to note that the ratio of the areamed by each region may
have a direct relation with averaged heat transfer values. When the drguaddclug
regions are large compared to the elongated bubble region, the glrdresfer
associate with thin-film evaporation becomes less effectivenvdveraged over the

whole heat transfer surface. Based on this model, (Thome et al.,@0@H)ded that
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the dominant heat transfer mechanism in microchannels is thinefdaporation

under the elongated bubble, and not nucleate or convective boiling alone.
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Figure 2-9. Cyclic variation in heat transfer coefficient with time (adoped from
(Thome et al., 2004))

2.4.3.Effect of Channel Hydraulic Diameter on Inception of Nucleate
Boiling

The effect of channel hydraulic diameter on initiation of rateeboiling
needs to be evaluated. This effect is particularly importaritardevelopment of the
elongated bubble flow regime mentioned in the previous section. The supprasdi
delay of nucleate boiling can increase wall and liquid superhdatdahaesult in the
rapid bubble expansion phenomena.

Let us assume that flow in the channel shown in Figure 2-4 at oomsat

flux boundary condition. The flow at inlet is subcooled and as the fluidsflow
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downstream, both the wall and liquid temperatures increase. The ansetleate
boiling will occur at a specific flow condition in crevices pm@sen the heated tube
wall that fall in a certain range of sizes. Assuming thathissted surface contains
nucleation crevices of all sizes, (Hsu & Graham, 1961) proposedoliogving

equation to calculate the minimum amount of wall superheat requoreditiate

nucleation:
40TV, 0, khA T,
AT — sat " lv 1+ 1+ sub )
sat,ONB kh, { 20T\, h(} (2-22)
whereT_, is saturation temperature in units B}, o is surface tensiony, is liquid-

vapor specific volumek is fluid thermal conductivityh, is evaporation enthalpy,
and h, is local heat transfer coefficient. The equation can be fusingplified by
assuming saturated inlet flow conditions by introduaifig, =0 and by using the

definition of the Nusselt number ™u, = h D,/ k. The new form can be cast as:

AT _ 8O-Tsatvlv N ux

sat, ONB ~ D.h, (2-23)
One important observation in Equation (2-23) is the relation betweeaddle |
Nusselt number, hydraulic diameter and wall superheat. Single-floasregime in
microchannels and FFMHS is generally laminar. For long chanmdisre the
entrance effects can be negligible, the Nusselt number isaconahd wall superheat
is reversely proportional to hydraulic diameter. This in turn higitdi that for smaller
microchannel hydraulic diameter dimensions, higher wall superheat veduesealed

to initiate nucleation, and the expanding bubble flow regime is hkedg to occur at

smaller channel geometries. On the other hand, in FFMHS, the enaffects can
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be significant due to small values of channel length to hydralidéimeter ratios
(L/Dy) which can result in large developing regions. Heat tramsfefficients in this
thermally developing region are much higher than the fully deedldlow and such
difference can affect the initiation of nucleation by furtirareasing the required

wall superheat given in Equation (2-23). In this case, (Kandlikar, @dajColin,

Li, & King, 2004) suggested using entry region correlations to ckeuhe local
Nusselt number. For thermally developing laminar flow betweenpavallel plates

and for constant heat flux boundary condition, (Shah & London, 1978) proposed the

following correlation:

1.49X )‘”3 X < 0.0002
«\—-1/3 .
Nu, = 1.49X) "+ 0.4 ,0.0002 X < 0.0( (2-24)
8.235+ 8.6§ 10 )’0'5°6e*164f X > 0.001

where X = L/RePrD, is non-dimensional length. By substituting Equation (2-24)

into Equation (2-23), one can calculate the minimum wall superhgatred to

initiate nucleation close to the inlet region of FFMHS at a given hydrdialioeter.

2.4.4 Critical Heat Flux in Microchannels

One of the most important parameters that limit the systefarpeance is the
critical heat flux (CHF). CHF is the upper limit of safeeogtion of two-phase heat
sinks, since the heat transfer coefficients of the post-CHF zernexaemely low. In
most cases, the CHF represents the system burnout condition du¢atgéh@mp in
surface temperature. The CHF process is very complex dhe &irbng coupling of

flow and heat transfer phenomena in two-phase flow. For examigle n@echanisms
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are quite sensitive to flow regimes, orientation (when gravitjngortant) and flow
path. Therefore, it is expected that the CHF mechanism foHS-Mill be different
from that of straight microchannels where the flow is not affected hyntyflow and
impingement effects. Nevertheless, the correlations developedHBr i straight
microchannels can indicate some important aspects about the relewpottant
parameters.
(Bowers & Mudawar, 1994) developed a correlation to predict CHF in

minichannels. The correlation, given as Equation (2-25) was validatset ben
experimental data obtained for square channels with a hydraahwetdr of 2 mm

and using R-113 as the working fluid.

054
ey = 0.16Gh, We™* (DLJ (2-25)

h

where Gis mass flux,h, is evaporation enthalpy and/e is the Webber number

based on liquid properties.

(Qu & Mudawar, 2004) followed a similar procedure and proposed their
correlation based on experimental data obtained for rectangutemamannels with
hydraulic diameters ranging from 0.78 mm to 3.63 mm. The working flusds in

their experiments were R-113 and water. The resulting CHElation was proposed

as follows:
-0.36 1.1
" 0.21 L p
Ocpe = 33.435h,We (—j {—Vj (2-26)
D, P
where[&J Is the ratio of vapor and liquid densities.
P
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Equations (2-25) and (2-26) both show that CHF is reversely proportmnal
length to hydraulic diameter paramekéb;,. This, in fact, suggests that FFMHS has
the potential to increase CHF by decreasing this paramaetes. In a typical FFMHS

design, the length of channel and hydraulic diameter are comparable in size.

2.4.5.Literature Survey on Two-Phase Heat Transfer in Microchannels

The numerical modeling of two-phase flow is still in rudimentstigges and
has been applied mostly for very simple geometries such aghs$ttubes and
channels. Most of the related published literature consists of meal work. A
review of the recent literature on flow boiling in microchannelgiven in Table 2-3.
The reviewed publications contain recent studies performed with bdghfldiges and
water. As shown in the table, the minimum hydraulic diameter ilpatst is the
microchannels with 162-microns hydraulic diameters investigate(Pbys. Lee &
Garimella, 2008). This value is almost eight times higher than the microchadttel w
of Surface #C, and three times higher than the microchannel widthriaic& #12
(Table 2-1). It is also important to note that the maximum aspgo investigated in
the publications listed in Table 2-3 is 5, much less than the aspgot of
microgrooved surfaces investigated in this study (up to 18.7 foa&u#C). Another
parameter of importance is théDy, ratio, which is the ratio of microchannel length to
hydraulic diameter, whose importance was discussed in the prewotisns As
shown in the table, this value is oudrDy, > 40 for almost all studies except for the
work done by (Bertsch, Groll, & Garimella, 2008), in which they ingastd
channels with./Dy, = 8.74. The microgrooved surface and manifold combination used

in the current study correspond to a range of I6[3s18.4. From this literature
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review it can be concluded that none of the available studies eapsdbe flow and
geometrical conditions in FFMHS. Additionally, the flow turning BMHS can also
have a significant impact that may result in deviation fromigsttamicrochannel

data. To understand all these factors, an experimental study needs to be performe
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Table 2-3. Publication list of recent work performed for boiling in microchannels

Channel |Channel Channel G Visuali
Author(s) | Year | Fluid | Depth | Aspect |L [mm]| L/Dn | AP [kPa] |Ds [um] number,  [Tsa [°C] q” [W/cmz] X .
. [kg/m?2s] zation
[um] ratio geometry
(Yan & Lin, | 1998 | R134a - - 100 50 5 2000 28 circular 5-31 [ 50-200 0.5-2.0 | 0.05-0.85[ No
1998) wetted area| local
(Lin, Kew, & | 2001 | R141b - - NA NA 220 1000 1 circular 39-p6 300f 1-115 0-1 local No
Cornwell, 2000 | wetted area
2001)
(H.J.Lee & | 2001 | R113 400- 0.02- 300 | 384- 30 780— | 1 rectangular 50-200 0.3-1.5 | 0.15-0.75[ No
Lee, 2001) 200 0.1 82 3630 wetted area| overall
(Steinke & | 2004 | Water 214 0.93 57.1 272 200 21D 6 rectanglilad 00 157- Up to 93 <0.0- Yes
Kandlikar, 1782 base area | >1.0 local
2004)
(J. Lee & 2005| R134a| 713 3 25.3 72 over 20 350 53 rectangular| -18 to | 127-654| 31.6-93.8 [ 0.2-0.9 No
Mudawar, +25 base area local
2005a,
2005b)
(P.S. Lee, 2005 | Water 884- 5 254 | 79-28 NA 318—| 10rectangular] 100 10004 4.5 base Overall No
Garimella, & 2910 903 2400 area
Liu, 2005)
(Lie & Lin, | 2005 R134a - - 730 | 365- NA 2000- 1 annular 10, 15| 200-300( 0-5 wetted Yes
2005) 183 4000 area
(Saitoh, 2005 R134a - - 1620} 552- 480 at 510, 1 circular 5,15 150-450 0.5-39| 0.2-1 Yes
Daiguji, & 3240 | 3240 G=300 1120, wetted areal local
Hihara, kg/mfs 3101
2005)
(T.L.Chen & | 2006 | FC-77 389 1 12.7 33 3.5 390 24 rectangular| 97 160-275| 5-70 base| <0-0.7 Yes
Garimella, area overall
2006)
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(Lie & Lin, | 2006 | R134a - - 730 365 NA 2000- 1 annular 10-14 200-30p 0-5.5| Subcoole| Yes

2006) 183 4000 wetted area| d overall
(Yen, Shoji, | 2006 | R123 214 1 100 467 NA 200- | 1 rectangular 100-800| 0-5wetted| 0-0.8 Yes
Takemura, 214 and circular area overall

Suzuki, &
Kasagi,
2006)
(Yun, Heo, & | 2006 [ R410A( 1200 0.67-] NA NA over 1360— 7-8 0,5, | 200-400 1.0-2.0 0-0.85 No
Kim, 2006) 0.76 40kPa/m 1440 rectangular 10 wetted area|l overall
(D. Liu & 2007 | Water | 636 - 2.31- 25.4 | 66-32 1.2 at 384— | 25 rectangular] 100 221— Up to 129 0-0.2 No
Garimella, 1063 2.61 G=324 796 1283 base area local
2007) kg/mfs
(Schneider, | 2007 | R123 264 1.32 10 44 NA 227 5rectangular  38-8®%22- 0-213 base| Overall Yes
Kosar, & 1368 area
Peles, 2007)
(P.S.Lee & | 2007 | Water 4 4-04 | 12.7 78- 40 162- | 25 rectangular] 100 | 368-738( 10 - 340 0-0.19 No
Garimella, 22.3 570 base area| Overall

2008)

(Agostini, 2007 | R236fa 68 3 20 60 105 335 67 rectangular b5 0-2§ 3.6-221.7 | 0.2-0.75| No
Thome et 1500 base area Local

al., 2007a)

(Agostini, 2007 | R245fa 68 3 20 60 125 335 67 rectangular| 23.7 281- 3.6-190 0-0.78 No
Thome et 1501 base area Local

al., 2007b)

(Kuo & 2007 | Water 253 1.26 10 44.8 NA 223 5rectangujar 0 10 83-303 0-643 basg¢ 0-0.40 yes
Peles, 2007) area Local
(Harirchian | 2008 | FC-77 400 0.06-4 | 12.7 79- 25 at 160- 2-60 100 240- 0-65 base 0-1 No
& Garimella, 16.97 G=700 748 rectangular 1600 area

2008) kg/nfs

(Bertsch et | 2008 ( R-134al 1900 25 9.5 8.7% 0.3 1090 17 rectandu 8.9- 20-81 0-20 wetted 0-0.9 No
al,, 2008) 21 area
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2.4.6.Literature Survey on High Heat Flux Cooling Using Dielectric

Working Fluids

Since this work focuses on high heat flux cooling, the current position and
level of technology advancement need to be determined. The objectitlee of
following literature surveys was to define the technologies thatepr to cool high
heat fluxes using dielectric fluids. The resulting thermal gsernce of th
technologiesvalues will be used in later chapters to compare thethose of
FFMHS.

(Agostini, Fabbri et al., 2007) presented a comprehensive review of hagh he
flux cooling technologies for literature published between 2003 and 2006. The
highest heat flux achievable for TMHS was q"=93.8 W/aising FC-72, reported by
(J. Lee & Mudawar, 2005a, 2005b), and for jet impingement cooling was q"=161
W/cn? using FC-72, from the work of (Fabbri et al., 2006). However, aseifeen
in next paragraphs, the technological advancement in high heat flurgcdoiring
the years since 2006 have generated more advanced technologies anbdeagfiex
values.

(Agostini, Thome, Fabbri, & Michel, 2008) investigated boiling of gefrant
R-236fa in TMHS composed of 134 parallel channel of 67 microns wide, 680
microns high and 2 cm long. The maximum heat flux at the base béd#iesink was
255 w/cnd, corresponding to a pressure drop of 90 kPa and wall superheat of 25 °C.
To the best of this author’'s knowledge, this value represents theshighat flux
achieved by a TMHS using a dielectric fluid and working in two plhese transfer

mode. Using an extrapolation technique on their experimental dataaridpesd that
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the microchannel heat sink has the potential to keep the chip teumpet@tC lower
than water liquid cooling at same pumping power. For these asalysy assumed a
base heat flux of 350 W/cm

(Kosar & Peles, 2007) performed two-phase experimental teatsatgze the
thermal performance of a silicon heat sink with hydrofoil pns fiThe fins were 243
microns deep and equally spaced at 150 microns apart. The adlected R-123 as
working, fluid and the maximum critical heat flux of 312 Wfcmas achieved at
2349 kg/nis mass flux. The corresponding pressure drop was measured as 300 kPa.
Finally, they concluded that the CHF mechanism is triggeredyoutiand that CHF
increases with increase in mass velocity and decreases with increapeiimuality.

(Visaria & Mudawar, 2008) studied the effect of subcooling on critiealt
flux for spray-cooling systems. They utilized three different full-cqoraysnozzles to
spray FC-77, and a 1x1 éreated copper surface was selected as test heated surface.
They reported that enhancement of CHF at low subcooling values was mildtkait tha
higher subcooling values it was significantly higher. Usiraghly subcooled spray,
they could achieve a maximum critical heat flux of 349 W/with a corresponding
pressure drop of 174 kPa. They concluded that besides an increase in supcooling
CHF can also be increased by increasing volumetric flow aat¥or decreasing
droplet diameter.

(Sung & Mudawar, 2009) explored subcooled boiling and CHF in a novel heat
sink designed by the authors and named “hybrid microchannel amdg®@gement
cooling module.” They used a copper microgrooved surface with adatpeint area

of 2x1 cnf as the heat transfer surface. The fluid was HFE-7100 anfoveasl into
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each microchannel from the top, using 14 small equally spaced srideeh 0.39
mm in diameter. The highest critical heat flux achieved was WW&Hv, which
corresponds to a jet velocity of 6.5 m/s, pressure drop of 172 kPa and sudpadoli
143 °C. The authors argued that this is the highest ever heat fhieved for a
dielectric coolant at near atmospheric pressure.

A summary of cooling technologies and the important parametersinsed
these studies is listed in Table 2-4. These values will be useal laasis for

comparison with the performance of two-phase FFMHS in the next chapters.
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Table 2-4. Summary of technologies used for high heat flux cooling

Authors Cooling Technology | Heat Sink | Fluid Pressure Subcooling | Pumping Power ATsa[°C] Maximum
Base Area Drop / Achievable
[cm? [kPa] [°C] Cooling Capacity Heat Flux

(x 10) [Wicm?]

(Agostini et al., Microchannel 2x1 R236fa 90 10 1.97 27.0 250

2008)

(Kosar & Peles, | Hydrofoil based 1x0.18 R-123 300 79 1.3 27.5Y 312

2007) micro pin fin

(Visaria & Spray Cooling 1x1 F-77 174 70 11.9 32.4 349

Mudawar, 2008)

(Sung & Hybrid Microchannel| 2x1 HFE-7100 | 172 1143 4.5 104.67 1127

Mudawar, 2009)

and Jet Impingement

(1)-Calculated for R=500 kPa, and assuming a room temperature@£Z5 °C

(2)-Caluclated by assuming the outlet pressureetB,lF=Pan=101 kPa
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2.1.Summary

In this chapter working principles of FFMHS in single-phase andptiwase
heat transfer modes are defined and the possible benefits of usmgystems are
highlighted. The fabrication methodology, advantages and manufacturirigtilomi
of microgrooved surfaces adopted for this study are reviewed. Tpertamt
fundamentals of flow and heat transfer mechanisms expected to denmeat
transfer in FFMHS are covered and relevant equations are givenliterature on
single-phase FFMHS, two-phase saturated boiling in microchanndligh heat

flux cooling systems are reviewed and important conclusions are tabulated.
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CHAPTER 3: SINGLE-PHASE NUMERICAL STUDY

The objective of this chapter is to analyze single phase Force Fe
Microchannel Heat Sink (FFMHS) heat transfer and fluid flow andetermine the
geometrical and flow parameters that affect the thermal perf@en&or this purpose
a numerical model is introduced and the numerical simulation methodidogy
discussed in detail. Applying the numerical model, a typical HEMyeometry is
analyzed and important flow parameters are discussed. Finglarametric analysis
is performed by changing several geometrical and flonalksles and calculating the
rate of change on heat transfer and pumping power. This studgredte a base
understanding that will help to determine the optimization variathiesussed in

Chapter 4.

3.1.Computational Domain

Numerical modeling of a real scale complete heat sink showgurd-2-1
using CFD tools is neither feasible nor practical and preseatxhallenges in terms
of computational time. A practical solution for this problem is define a
computational domain consisting of a much smaller but repetitiveopdrte real-
scale heat sink. For this study, the selected computational dosnstiown in detail
in Figure 3-1. Due to the repetitive nature of the computational domain over ttee enti
heat sink on the Y-Z and X-Y planes, symmetry boundary conditions casedeat
the boundary surfaces located at these planes. The model is a d¢mnbafahe

microgrooved surface modeled as solid material and the fluid thvas through the
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feed channels and the microchannels. Because the microgrooved sigface
symmetrical, it is modeled as the base and half of a finmtbeochannel consists of
half of a channel, and similarly the inlet and outlet feed charamelsonsidered only

half of the channel width size.

- wif2 w2

A

L man

Lch

<
<%

Figure 3-1. Numerical computational domain

Selection of the computational domain shown in Figure 3-1 includesaseve
assumptions:

e The flow rate in each feed channel is steady and equal.nFeFBIHS the
inlet feed channels have identical geometries and they areofadtie same
pressure source. The outlet feed channels are formed by the tgagee
two neighboring manifolds, and therefore the pressure loss fouedéatell

is constant. The only exception is the feed channels at the etigefirgt
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and last feed channels), where there is no counter-manifold toe crea
symmetry.

e The fins and channels of the microgrooved surfaces are usuakyraight
and may have a slightly bent geometry, as shown in Figure 2{B)(end
the fins may end with an unconventional sharp fin tip. The geometheof t
surface is a function of the process and tools used for manufactders.
the microgrooved surface geometry was simplified by assuniaiglst fin
geometry with flat fin tips.

e The heat flux applied from the bottom of the microgrooved surface i
constant. A non-uniform heat flux distribution is not possible, since any
variation in X and Z directions will violate the symmetry conditions.

e The thermal properties (thermal conductivity) of the metal substase
isotropic. Similarly, the symmetry boundary condition can only be apfiie
solids with isotropic thermal properties in the X and Z directions.

e The heat transfer through the manifolds is neglected and the rdanéoé
adiabatic. There are two means of possible heat transfer mahiolds. The
first mechanism is the heat transfer through the incoming and ogtfaid
streams in the neighboring inlet and outlet feed channels. Henmeparigure
gradient forms due to the temperature difference in the flugdsis, where
fluid leaving the heat sink is hotter than inlet steam due to thgyegained
during heat transfer on the microgrooved surface. The heat traasiged by
this temperature gradient was neglected by assuming theahantb be

made of poor conductive material such as low conductivity plastic. The
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second possible heat transfer mechanism is the thermal conducboghthr
the tip of the fins to the manifold. In many practical applicaticihe
manifolds are not bonded to the microgrooved surface, but rather kepten pla
by compressive forces. This configuration allows the microgroovddcas

to be cleaned by easily disassembling the heat sinks in cdselioly and
microchannel clogging. As shown in Figure 2-2 (a)-(b), the fin agsally
have a sharp edge, which creates a line of contact when compretiséke
manifold top face, therefore creating a relatively high there@htact
resistance. To further simplify the problem and eliminate uaicdies
associated with linear thermal contact resistance, an adiabatiifold was

assumed for the numerical simulations.

There are six distinctive heat transfer areas betweenuideathd solid walls,
and each was numbered as shown in Figure 3-1. The first zone iis tipeuihder the
inlet feed channel; the second zone is the side fin area undelaghéed channel,
the third zone is the base area; the fourth zone is the stmaigttichannel zone; the
fifth zone is the side fin area under the outlet manifold; anditttk zone is defined
as the fin tip area under the outlet feed channel. The heatetrasfracteristics of

each of these zones will be analyzed in the next sections.

3.2.Single-Phase Modeling with Computational Fluid Dynanics

Due to the complex three-dimensional geometry of the computationalimlom
an exact analytical solution for flow field and heat transf@nnot be obtained;

therefore, a numerical approach needs to be considered. Modeling techniques
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incorporating computational fluid dynamics (CFD) are based on ncafigrsolving

the flow field for a given geometry and given boundary conditions. The rsolve
selected for this work is Fluent® 6.3.26, which is a CFD packagekweln for its
capability to solve fluid flow and heat transfer problems. FlRenses the finite
volume discretization method with implicit or explicit formutati to solve the
Navier-Stokes equation. For flows involving heat transfer an additeoashtion of
energy balance is solved. Additional detailed information about thie fuglume
method and solution procedure can be found in (Fluent-Inc, 2008), (LeVegue, 2002)
and (Versteeg & Malalasekera, 2007). The continuity equation is shogeneral

form in Equation (3-1) :

3 .
£+‘F.(pp')=3 (3-1)

o]

For steady-state incompressible flow with no mass source témm,
conservation equation can be further simplified by eliminatingiteetérms on the

left-hand side and right-hand side, respectively. The conservatimomentum in a

non-accelerating reference frame is given in Equation (3-2)entherstress tens;r
is given by Equation (3-3). The terms on the left-hand sidesept the momentum
change rate and convective momentum transfer rate, while thehagd side
represents pressure forces, diffusive momentum transfer rateaagomal forces and
external body forces, respectively. For incompressible and sstaidyflow with zero
body force, the first and last terms of Equation (3-2) will bglewted. For all
numerical simulations performed in this study laminar flow regime wasdmesd.

2( ?)+‘F.(pﬁ)=—‘ﬁp+?(‘={)+pg+ﬁ (3-2)
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The general form of energy equation is given in Equation (3-4)leftzband
side represents the temporal energy change and convective taesjgr. The first
three terms on the right hand-side represent energy transfer due to conducties, spec

diffusion, and viscous dissipation, respectivefy. includes the heat of chemical

reaction, and any other defined volumetric heat sources.
A - .
—(08)+7 [V (0B +7)]=7. [kﬁw—zﬁgjjj +{rer V)}rsk (3-4)
g

The energy equation does not include the viscous dissipation effech whic
turned off by default in Fluent. The viscous dissipation can be impoatahigh
Brinkman numbers (Br > 1); the Brinkman number is defined as tleeafaviscous
heating rate to the heat transferred through walls. The heatdnsidered in the
numerical simulations was fairly high, 1000 Wfcimase heat flux for all cases.
Therefore, for the calculated numerical cases Br << 1 \vesysa satisfied and the
viscous dissipation term was not calculated. However, based on aaipasence
from preliminary numerical simulations, special attention shouldibengn cases
with low to moderate heat fluxes on the order of ~10 {/fetmere viscous heating
effect can be significant at small hydraulic diameters and high welmits.

All fluid physical properties were calculated at 101 kPa piresand 20 °C
using Engineering Equation Solver (F-Chart-Inc, 2009), and solid @mlgpeoperties
were evaluated at the same temperature using property tadesig (Incropera &

DeWitt, 2002).
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3.3.Numerical Simulation of a Sample FFMHS

A basic understanding of heat transfer and flow in FFMHS esle@ before
performing any design, optimization or modeling. Therefore, asfitbe step, a
typical FFMHS was numerically simulated and analyzed. The perpdsthese
numerical simulations was to create an understanding of thenggokinciple and to
serve as the initial design concept that would later be usebeiroptimization
process. The selected sample FFMHS configuration consisted afragrooved
surface with channel height of :##480 um, fin thickness of st = 48 pm,
microchannel width of w =72 um, base thickness ofpke= 400 um and manifold
system with inlet feed channel width of w400um, outlet feed channel width of,w
= 400 um and total channel length of k=2 mm. These values were based on
previous numerical and experimental experience: the microgroovethcs
dimensions are close to those of Surface #17 given in Table 2-1, and the dnamifol
feed channel dimensions were based on the manifold designed fanmexyal tests,
with equal inlet and outlet width of feed channels. The microgisueface material

and working fluid were copper and water, respectively.

3.3.1.Grid Generation and Numerical Mesh

Selection of the proper mesh for the computational domain is importatd due
the tradeoff between computational time and model accuracy. A geeerated with
fine grid spacing will have higher accuracy but will requirghler computational

time. Selection of an optimum mesh was even more important in uirent
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optimization procedure, in which several hundreds of numerical solutieresta be
solved for different geometries and flow conditions.

The first step in meshing process is the selection of mygEhwhich can be
either structured or unstructured. The unstructured grids can be appéikdast any
geometry but require more information to be stored furthermore otlorgrthe local
grid resolution is difficult, and such grids are not suitable fororaated grid
generation. Therefore, as a general numerical strateggisted grids are preferred
when they are applicable. The computational domain shown in Figure 3-& has
“straight” geometry which does not include any round corners or benugdda
edges. The geometry can be formed by combining differenniged& volumes, and
therefore a structural grid can be successfully applied. Thsh rgeneration was
performed by Gambit®, which is a software package availaltleeifrluent® 6.3.26
package. The meshed computational domain consists of 68,850 structured héxahedra
cells and is shown in Figure 3-2 (a) and (b), front view and is@mneiews,

respectively.

3.3.2.Boundary Conditions and Output Parameters

A complete list of applied boundary conditions is given in Table 3-1duase
the coordinate system shown in Figure 3-1. Boundaries not includedtaibthevere
selected as adiabatic wall as default. The specified inles rflaw rate boundary
condition uses flow rate as input and calculates the statisyseebased on the flow
field. Therefore, the inlet static pressure is not knownaagriori until the
convergence is obtained. Similarly, the outlet boundary condition iffisdegs static

pressure and the total pressure is calculated after convergence is obtained.
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Figure 3-2. (a) Front view and (b) perspective view for grid generated for
Hcn=480um, wen/2=36 um, ti,/2 = 24pum, L=800 pm, wi/2=200um, w,/2=200um,
Lman:2 mm, Hbase: 400|J,m

Table 3-1. The boundary conditions applied to computational domain

Location of applied Boundary Condition

boundary condition

x=0 Symmetry

x=L Symmetry

z=0 Symmetry

Z=t5in/ 2+ W/ 2 Symmetry

y=0 Uniform Heat Flux ofy"=1 kW/cnf
Y=Hpase + Hch + Liman Specified inlet mass flow rate
O<x<w;/2

0<z< tin/ 2+Wen/2
Y=Hpase + Hch + Liman Pressure outlet (zero outlet static pressure)
(L-wy/2)<x<L

0<z< tin/2+Wen/2

63



The analyses were based on two output functions, the heat trandfieiestde
and pumping power. Once the numerical convergence was achievedutiesms
were evaluated based on post-processing data obtained froffowhdield. The
effective heat transfer coefficient was defined for the teatpee difference between

average surface temperature and inlet fluid temperature:

_ 9
h=x——= (3-5)

surf Tin

where the temperature values were area averaged over the surface as:
f—ideA (3-6)
A

The pumping power was calculated for the unit base area. Pumping isadefined
as the product of total pressure difference between inleoatiet boundaries and
volumetric flow rate passing through unit base area heat sink:

#(B-F)

i il 1

Fumy p\‘ﬂ [% +%]J (3'7)

where the pressure values were area averaged as well at inlet and outlet:

-1
P:ijdA (3-8)

The pumping power definition in Equation (3-7) is practical for theapxiation of
pumping power for heat sinks with different base areas. In tlsis, dar constant
microchannel mass flux and microgrooved surface geometry, the grekarence
for the heat sink will remain the same while the flow ratk iwcrease linearly with

increasing the heat sink base area.
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Since heat transfer and pumping power are functions of flow rédemation
regarding the flow conditions needs to be defined. This was perforynettdducing
the Reynolds number based on flow in the straight channel part of thech@onel

(Zone 4 in Figure 3-1) defined as:

Re:m (3_9)
|4
where
1
V= -
ch ,QHJ&Wﬁk (3 10)
4H  w
D — ch”"ch _
" 2(Hy, + W) (3-11)

Here # is the total mass flow raté, is the average velocity anD, is the

hydraulic diameter, all defined for the flow in the straightt of the microchannel.

All other geometrical dimensions are shown in Figure 3-1.

3.3.3.Grid Independency Test

A grid independency study was performed for the sample gepstaiwn in
Figure 3-2. One general practice of testing the grid indepegdendoubling the
number of computational cells and comparing the change in the sepecifi
computational parameters. Five different grid generations, eaclstiogsaf 35840,
48576, 68850, 98604 and 137280 number of cells were selected as test cases in this
study. The heat transfer coefficient and pumping power per unit Imdaarga were
used as parameters for checking the grid independency, and ulie ags given in

Table 3-2. The results indicate that selecting Case C wijBbB&sells, is reasonably
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accurate for the current study. When the number of cells wasasen by almost two
times, which corresponds to Case E, the variation in heat tracw##ficient and
pumping power were calculated to be 0.29 % and 0.47 %, respectivedyaldoi
important to note from now, that these values are about one order witudadower

than the accuracy of the metamodel, which will be discussed ighmization

chapter.
Table 3-2. Results of grid independency test
Units Case A Case B Case C Case D Case E
cell no 35840 48576 68850 98604 137280
T (K] 300.0000 300.0000 300.0000 300.0000 300.0000
T, (K] 300.7966 300.7983 300.7997 300.8011 300.8020
h [W/m’K] 251067 250532 250094 249656 249376
P [Pa] 18608.88 18541.91 18415.42 18358.97 18331.88
P [Pa] 2409.41 2404.68 2398.93 2397.13  2388.92

Plmp  [W/m?] 7981.687 7950.105 7888.828 7861.094 7851.508

For all calculated cases the convergence factor for continuitge th
momentum equations, and energy equations were set as le-5, le-5 and le-11. The
computational run time for Case C was about 25 minutes on a PC nvilhted

Pentium D 3.4 Ghz processor and 2 GB of memory.

3.3.4. Numerical Results

The first set of numerical simulations evaluated the heat &anetfficients
and pumping power for different flow rates. The numerical sinanatcover the heat
transfer coefficients ranging from 50,000 Wknto 250,000 W/rfK. The resulting

variations of effective heat transfer coefficient and pumping pawtr Reynolds
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number are given in Figure 3-3 (a) and (b) plotted on log-log chartshé&se plots,

the results indicate an almost linear variation for both heatféraosefficients and
pumping power values with increased flow rate. Having a slope efiffehan one,

the linear trend on a log-log plot indicates a power-law dependémrefully
developed laminar flow in a channel with constant cross section taee@umping
power is proportional to the square of the channel velocity or Reynolds numbe
indicating a power-law trend with power coefficient of two. On d¢kiger hand, the
pumping power curve obtained in Figure 3-3 (b) has a power-lavictert of ~2.4.

This in turn may suggest a strong influence of developing flow, sacpfidws or

other recirculation zones not present in straight channel flow.
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Figure 3-3. (a) Variation of effective heat transfer coefficient wittReynolds
number, (b) Variation of pumping power with Reynolds number

To analyze the possible effects of these parameters, tHfeeewli specific
cases resulting in heat transfer coefficients of 50,000 %//rb50,000 W/rK and

250,000 W/MK were selected as case studies. The three cases reptesdoy,
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medium and high heat transfer coefficient designs. For eachtbasaass flow rate
was adjusted to give the targetedvalue. The resulting numerical values of heat
transfer coefficient and pumping power for these cases are given in Table 3

Table 3-3. Numerical simulation results for reference cases

Unit Case #1 Case #2 Case #3
Re [-] 5 43 177
h [W/mZK] 50022 150035 250094
=4 [W/m?] 2.2 227.3 7888.8

pump

The velocity vectors and velocity magnitude distribution on the mid-
symmetry plane o£=0 are shown in Figure 3-4 (a),(b) and (c) for three case studies
at h=50,000 W/iK, 150,000 W/mK and 250,000 W/AK, respectively. The flow
trend observed in three cases is explained as follows. The fitédsethe system
through the inlet feed channel located on the left, it becomesdelgloped and then
reaches the microgrooved surface, where it contracts as forced into the
microchannel. The area contraction creates a local decreasaimpressure and a
local maximum in velocity magnitude. Due to entrance effects, fine is
hydrodinamically and thermally developing, starting with the tinleto the
microchannel. The flow then turns 90° to the right as it undergoaseanexpansion
due to higher flow area of microchannel comparing to inlet flova.afé@e velocity
magnitude distribution in this straight part of the microchamshatratified in the y
direction and with little variation in x direction. The fluid exitee microchannel by
making a second 90° turn and expanding into the outlet feed channel aghthér
second velocity maximum is present right before the exit froomilceochannel due

to the flow area contraction-expansion effect.
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While the results of the three cases shown in Figure 3-4 hageaeommon
flow characteristics as discussed above, they are differemrnmstof the physical
mechanisms that characterize the flow. For example, at lomuRer flows (Figure
3-4 (a)), the inertial forces of the fluid entering the microcieh are comparable to
the viscous forces in the microchannel. Therefore the ineotieé$ of the incoming
fluid are insufficient to push the fluid to the bottom of the mibeomel and to create
an impingement zone. Instead, due to the significant effect of visomes, the fluid
follows the path with the least friction losses, which creatkgpass zone right under
the manifold between the inlet and outlet feed channels. The bygpassin turn
creates stratification in velocity distribution in the y direetwith high velocities
accumulated on the top and with low velocity flow close to the bottorthef
microchannel. The flow maldistribution is even more pronounced in thenbott
microchannel regions under the inlet and outlet manifolds with creati “dead
zones” with velocities below 0.02 m/s. This effect can be alptamed by studying
the static pressure distribution along the microchannel, as giegune 3-5 (a) for
low Re number flows. The static pressure distribution is uniform, tmthg from
microchannel inlet, it decreases gradually along the microchdength until it
reaches the outlet zone. Due to fluid bypass effect presergpthiedion, the fluid is
not impinging the channel bottom and no pressure increase is observed in this region.

Increasing the Reynolds number by increasing the flow ratgirg 3-4 (b)
and (c)), leads to a different flow trend. First of all, thertinkforce of the fluid
entering the microchannel is high enough to push the liquid to thenbaif the

microchannel and create an impingement zone. The fluid will firstéldeate as it
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approaches this stagnation zone, will turn the 90° bend and then stadelerate
again as it moves towards the straight part of the microchannetdtiepressure in
the impingement zone will increase due to momentum exchange dfirthiisg fluid
(Figure 3-5 (b) and (c)). Second, the high inlet velocities and st@ners of the
manifold lead to flow separation that creates a recirculaboe zinder the manifold.
The recirculation zone grows by increasing the Reynolds numberedtbgly, the
velocity stratification for this case is opposite the low Reynolds nunadser. dhere is
a high velocity core close to the bottom of the microchannel andvilocity
recirculation zone at the top of the microchannel. A second reatii@ulzone is
present at the bottom of the microchannel zone, under the outlet feaaethin this
region the flow is turning towards the outlet of the microchanneldoes not flow
deep into the corner of the channel, which has much higher flostarese. The third
recirculation zone appears right after the outlet from microadammthe outlet feed
channel. Similarly, the velocity distribution tends to be stratifietth the high
velocity core close to the center of the outlet feed channel. SHparation is the
result of the high outlet velocities at the sharp manifold corner.

Besides the flow conditions discussed above, the flow velocity caat dlffe
flow field by creating secondary flows. Due to the bulk flow riotata centrifugal
force acting from the center of rotation to the channel bottom becpmsent and
the fluid at the side walls is pressed in the opposite directius, ih turn, forces the
fluid to produce vortex pairs that can fill the channel crossesecthe magnitude of
the centrifugal force depends on the flow velocity and radiusiwiture of the bend

and is a function of Dean number. According to (Kockmann, Engler, &K a005),

71



for flows with Dean numbebDe<10 the centrifugal force effect is negligible and the
flow regime is similar to the straight channel flow. At highBean flows of
10< De< 10C the centrifugal forces create a single vortex pair, wioiteflbws with
De>100 a secondary vortex pair may be present, dependent on channel geometry.
The development of secondary flows changes both heat transfer and flow
characteristics. The vortices create continuous fluid mixingnbying the “cold”
fluid at the center to the side-walls of the microchannel, tbhereénhancing the
convective heat transfer. This process disturbs and decreastscitmess of the
thermal boundary layer that started to develop at the inleetmitrochannel. On the
pressure drop side, however, the flow energy associated withegowtit eventually
dissipate into heat, and the pumping power required to drive the fluicuirved pipe
will be always higher compared with straight-tube and channel gfei@s at the
same flow rate. These conflicting objectives of heat traregfeiency and pumping
power need to be considered for a clear evaluation of the possiblétdheie
secondary flows.

Velocity vectors at several cross sections in the computationahidoior
Case #3 are shown in Figure 3-6. As the fluid starts to turn At thet first and
second bends, vortex pairs are created in the microchannel asdhia the center is
pushed down and forces the liquid close to the walls to move in the tgposi
direction. Due to symmetry conditions, only one half of the channeltrerdfore
only one vortex is shown in the figure. The pathlines and trandigtween flow
regimes at different Reynolds number flows are shown in Figuréa3{b) and (c).

The corresponding Dean numbers were calculateDeas2, De=15 and De=61,
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respectively. For Case #1, the low Reynolds number leads to law menbers, and
therefore the centrifugal forces are negligible, and thersksy flows are not
present. The pathlines are uniform and almost symmetric, with holdiace in the
flow. As the Reynolds number is increased in Case #2 and lateasa €3 by
achievingDe>10, the centrifugal forces start to become important. The vortices
formed during flow turning disturb the flow, and the pathlines shovss u@iform
pattern. As seen in Figure 3-7 (c), due to secondary flows and xiegreifect, the

pathlines can cross over each other on the plane of view.

s |
-

s )
_—
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Figure 3-6. Velocity vectors created by secondary flows at several crosstsets
in the computational domain for Case #3 at h=250,000 W/i{ and De=61
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(a) (b) (c)
Figure 3-7. Pathlines at z=0 plane for (a) Case #1 at h=50,000 \WKrand De=2,

(b) Case #2 at h=150,000 W/fK and De=16, (c) Case #3 at h=250,000 Wi
and De=61

The fluid temperature distribution at the symmetry plane of g=€hown in
Figure 3-8 (a), (b) and (c) for Case #1, Case #2 and Case #3 iredpediwo
different trends become important as the flow Reynolds number fgmeslow to
high. First, the temperature rise of the fluid is significaintow flow rates. This is
expected, since the mass flux is lower and fluid can be heated moe before
exiting the microchannel. Second, the velocity stratification shovigre 3-4 also
creates temperature stratification. The low velocity zone dlmshe bottom of the
microchannel at low Reynolds number flows and “dead zones” in the leghoRls
number cases create high temperature zones. Similarly, thigealgldow velocities
allow the liquid to be heated for longer times thereforengpezature difference is

observed in these regions.
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Figure 3-8. Working fluid temperature distribution at z=0 for (a) Case #1 at
h=50,000 W/nfK, (b) Case #2 at h=150,000 WI/FK, (c) Case #3 at h=250,000
W/mK
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Figure 3-9. Fin feat flux distribution for (a) Case #1 at h=50,000 W/fK, (b)
Case #2 at h=150,000 W/fK, (c) Case #3 at h=250,000 YK
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The heat flux distribution on the fin and microchannel base fathtlee cases
is shown in Figure 3-9 (a),(b) and (c). Although the mass flux Isagn#icant effect
on heat flux distribution on the fin surface, the maximum heat flways occurs at
the inlet region to the microchannel. This global maximum is esaltr of the large
temperature difference between the fluid and surface andigh#icant entrance
region effects where thermal boundary layer is relativeip fand heat transfer
resistance is low.

At low Reynolds number flows (Figure 3-9 (a)) the heat sink efiicy
decreases due to increase in non effective areas which do nobuento heat
transfer. The temperature difference between bulk liquid and suddow in these
regions. The heat transfer characteristic changes significanttt higher Reynolds
number flows (Figure 3-9 (c)). First, the heat flux becomes monéormly
distributed along the fin surface with the heat flux gradientedesong slightly along
the microchannel length. However, local minimums are presahiedteat transfer
surfaces under the recirculation zones. The fluid trapped in the recirculation zenes ha
high bulk temperatures, thereby decreasing the convective hesfetr&fficiency.
Second, the secondary local maxima starts to appear close topingement zones
under the inlet and outlet feed channels. Similar local high hesféer zones were
reported by (Copeland, 1995b), (Copeland et al., 1997) and (Ng & Poh, 1999). Close
to the impingement zones, the local fluid acceleration and vortieaged during the
flow turning have the effect of reducing the thermal boundargrl@lyickness and
enhance heat transfer. These local high heat transfer zonasstimang function of

Reynolds and Dean numbers.
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Figure 3-10. Temperature contours of fin surface, microchannel bottom &l and
base material for (a) Case #1 at h=50,000 W/, (b) Case #2 at h=150,000
W/m?K, (c) Case #3 at h=250,000 W/fK

Finally, the surface temperature distributions on the fin surfac@ochannel
base and middle of base material are shown in Figure 3-10 (ajdblcpafor the
selected three reference cases. The minimum fin tempeoaitues close to the tip of
the fin region, where the fluid enters the microchannel. Due to lnegl transfer
coefficients and relatively large temperature differencasvden the surface and
fluid, the local fin temperature can decrease significantlyloM Reynolds number
flows all the heat that is transferred to the fluid is laeali at the inlet region with
heat flowing from all directions, perpendicular to the isotherms showigure 3-10
(a). Increasing the flow rate to higher Reynolds numbers (Figdi@ @) and (b))
increases the heat transfer efficiency and significantly edsess the heat sink
temperatures. On the other hand, the temperature isotherms b@ooenborizontal,
indicating a more uniform heat flow from the bottom of the basenmahto the fin

heat transfer surface.



3.4.Parametric Numerical Study

In the previous section several numerical simulations were rpetb for a
single geometry with various inlet flow conditions. The numericaugation results
indicated that flow regimes and thermal performance of FFMieS strong function
of flow parameters or Reynolds number. In order to investigadegeometrical
effects, a similar parametric study was initiated. The gbtnis study was to identify
the effects of each geometrical parameter on heat transfgguamging power. The
parametric analyses were performed by selecting andngaoyie of the geometrical
parameters of interest while keeping other parameters constmit. tew design
variation was simulated three times to yield heat transtefficients of 50,000
W/m?K, 150,000 W/rfiK and 250,000 W/AK, respectively. This was accomplished
by adjusting the flow inlet conditions until the desired heat trarsfefficient was
obtained. The effect of selected geometrical parameter has analyzed by
calculating the pumping power rate of change compared witteetasg benchmark
reference case. The reference cases are the selectesiuchse shown in Table 3-3.
The resulting pumping power values were compared with refereses at similar
heat transfer coefficient values. The geometrical variationach gparameter was
calculated by evaluating:

-5 3-12
Zl Gi,ref ( ) )

where G, represents the dimension of geometrical parametdseing studied

(microchannel height, microchannel width, manifold dimensions, microehann

length and base thickness), aGd,; is the reference value for the same parameter
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taken from Table 3-3. Theg, value represents the relative change of the investigated
parameters to the reference case. The relative change in naurppiver was
normalized similarly by dividing the resulting pumping power of theestigated

parameterP;, by the pumping power of the reference case at the samedresiet

coefficient, P, ., taken from Table 3-3:
Pron
Voo =or (3-13)

pump ref

The advantage of using g versus ay , graph is the ease of showing the relative

change in pumping power in terms of relative change in geometfixeat heat

transfer coefficients. For exampleyg, value greater than one indicates an increase

in pumping power compared with the benchmark reference case.

The geometry variation was based on the practical fabricatioger of
microgrooved surfaces and manifolds. While increasing the ratio afittegrooved
enhanced heat transfer surface area to the base area lagimgthe fin height or fin
aspect ratio is highly desirable, fabrication limitationsrietsthe geometrical design
ranges. These limitations also play an important role finidg the optimization
parameters’ lower and upper bounds and prevent heat transfer gesithetrimight
be theoretically superior heat transfer surfaces but thatractically impossible to
fabricate. Therefore, the lower and upper bounds of the geometricahgiara of

microgrooved surfaces were defined before performing any parametuidyl st
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3.4.1.Practical Geometrical Range of Microgrooved Surfaces Fabricated

by Micro Deformation Technology

The copper microgrooved surfaces are fabricated by Micro Deaftam
Technology (MDT) and are designed to improve heat transferrégting parallel
microfins that enhance heat transfer area. Currently, MDTnider continuous
development, but according to Wolverine Inc., which has patented thisotegy,

the current practical limitations that can be applied for etisttive surfaces are as

follows:
0.2 mm<H, < 5.0mn (3-14)
H
t—Chslo (3-15)
fin
02 <M (3-16)

tfin

The inequality shown in Equation (3-14) defines the practical minimum and

maximum bounds for fin and microchannel heighy, ; Equation (3-15) represents
the maximum fin aspect ratiél , /t,,; and Equation (3-16) defines the limits for

channel width to fin thickness ratig,, / t

fin

3.4.2.Effect of Fin Thickness and Fin Height

The effect of fin thickness,, and channel heighH, on pressure drop is

fin

shown in Figure 3-11 and Figure 3-13, respectively. For each cohstahie taken

into consideration, the casesyf =1 and y,,,, =1 represent the reference cases and

the corresponding fin aspect ratio at these valué$ jgt, =10. It should be noted

fin
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that this value is actually equal to the practical limstatidimension defined by
Equation (3-15). The parametric study was performed by incgeéisirthickness or
decreasing channel height which resulted in FFMHS designzingilmicrogrooved
surfaces with fin aspect ratios lower than 10. As noted beforeenahresults for
these cases were obtained by variation of flow rate until etbdieat transfer
coefficient of 50,000 W/AK, 150,000 W/rK or 250,000 W/rfK was achieved.

Two important results can be drawn from Figure 3-11. First, the pumping
power variations are relatively small when the channel h&sgiécreased up to 20%
but increase drastically at small channel heights wherénealght is reduced up to
60%. The change in channel height affects active heat tragsfar microchannel
cross-section flow area and the length of a typical strearpissing through the
microchannel. Decreasing the fin height will decrease t#wt kransfer area and
microchannel cross-section flow area; therefore, it will regtigher flow rates to
increase the convective heat transfer and keep the desiretraredier coefficient
constant. The high flow rate and smaller flow area in turn wa# the pumping
power significantly at smally,,,, values. The second important result that can be
obtained from Figure 3-11 is the decreasing trend of pumping poittedecreasing
channel height for constant heat transfer coefficient curve?5f,000 W/rfiK
betweerD.6< y,,,, < 0.8. In this region the pumping power can be lowered by about
15% by decreasing the channel height. This effect can be magléy the flow
schematic shown in Figure 3-12. For a high channel height cagacal tstreamline
passing through the middle of the channel is longer than the $treapassing

through a microgrooved surface with shorter channel height; therefioe flow
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resistance decreases. On the other hand, convective heat tratiséeragion close to
the inlet into the microchannels is very high due to the thin thdymaidary layer of
thermally developing flow. At high Reynolds numbers the local heatster
coefficient in the region close to the tip of the fin is veryhhignd the fin efficiency
in this region drops significantly. Decreasing the channel height will deerhe heat
transfer area but in turn will increase fin efficiency lecikasing the fin height and
therefore the fin thermal resistance as well. In summargliebyeasing channel height
and thus shortening of the flow path and increasing fin effigieihds possible to
enhance the heat sink performance by lowering the pumping poweatatransfer
coefficients of 250,000 W/fK. However, this trend is observed only at high heat
transfer coefficients where the flow rate is relativelghhiand the decrease in

pumping power is not more than 20%.
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Figure 3-11. Effect of fin and microchannel heightKl¢,) on pumping power at
heat transfer coefficients of 50,000 W/AK, 150,000 W/nfK and 250,000 W/miK
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Figure 3-12. Schematic of flow and a typical streamline for (a) high channel
height (b) low channel height FFMHS configuration
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Figure 3-13. Effect of fin thicknesst;,) on pumping power at heat transfer
coefficients of 50,000 W/ifK, 150,000 W/nfK and 250,000 W/mK

The effect of fin thickness on pumping power is shown in Figure 3-13.
Increasing the fin thickness will decrease the fin aspem, ratll increase the fin
efficiency and will decrease the flow area per unit base siek area. Therefore, a

larger amount of fluid needs to pass through the microchannels to renoogeheat
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and to keep heat transfer constant at selected constant valuessiltiag effect is a
monotonic and almost linear increase in pumping power with increasdddkness.
An interesting observation seen in both Figure 3-11 and Figure 3-lfatighe
pumping power increase for the intermediate heat transfer @eatfiof 150,000
W/m?K is significantly higher than the values for 50,000 \i4rand 250,000 W/AK

at the samey, values. This trend results from the beneficiary effects okase in

mass flux by decreasing the fluid temperature close to thet aetgon of the
microchannel. For example, consider the fluid temperature variatadoslated at
fixed heat transfer coefficients shown in Figure 3-8 (a),(b) ahdHere, going to
higher heat transfer coefficients an increase in mass flias veas required. For high
mass fluxes (Figure 3-8 (c)) the fluid temperature thasdkig microchannel is very
close to the inlet temperature, therefore a moderate increasasss flux will have a
negligible impact on fluid temperature distribution. On the other handwamass
fluxes (Figure 3-8 (a)), there is a significant fluid tenapere variation in the
microchannel and a moderate increase in mass flux will haigndicant impact on
total heat transfer. The increase in fluid velocity will teedigher temperature
differences at microchannel outlet region and will decrebheseldss efficient heat
transfer areas close to the microchannel bottom. When the chasigkt decreases
or fin thickness increases, to balance the increase in hegtadiesiand to keep the
heat transfer coefficients at desired constant values, theflorags the microchannel
needs to increase. This increase in mass flux in turn, will erhiwecheat transfer
efficiency much more significantly at lolwvalues, when compared to higtvalues.

This additional benefit in heat transfer will require less pumjpiogyer increase at
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h=50,000 W/rK, resulting in x Vvalues ending in intermediate region between

curves of h=150,000 W/K and h=250,000 W/AK.

3.4.3.Effect of Microchannel Width

Varying the microchannel width while keeping other parametenstant has
a significant effect on both heat transfer coefficient and punypomeer. In fact, heat
transfer coefficients and pumping power values conflict when theamiannel width
is changed. A heat sink design with smaller microchannels canitb&oei the
increase of local heat transfer coefficients as it schles). However the consequent
decreases in the ratio of flow-area per unit heat-sink base aar@ the smaller
hydraulic diameters are the parameters that decreaseahsitie performance. The
variation of pumping power rate with microchannel width is shown gurei 3-14.
Here, the trend of pumping power rate curves is significantly depermh the heat
transfer coefficient.

At low heat transfer coefficients (50,000 W), a decrease in channel width
has a continuously increasing trend on pumping power rate. Here theafievisr
relatively low and the fluid temperature will rise rapidly ajaine channel. Most of
the heat will be transferred in a small region close to thaciannel entrance,
while the end part will not contribute much due to the relatively temperature
difference, similar to Figure 3-8 (a) and Figure 3-9 (a). Theze decreasing the
microchannel width and hydraulic diameter will increase thealld®at transfer
coefficients, but will have little or negligible effect on oveheat transfer coefficient

due to the small temperature differences between liquid and healle®n the other
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hand, the increase in pumping power due to the decrease in hydiiaotieter will

have a more dominant effect and will further increase the pumping power.
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Figure 3-14. Effect of microchannel width () on pumping power at heat
transfer coefficients of 50,000 W/rfK, 150,000 W/nfK and 250,000 W/miK

The opposite effect is dominant for high heat transfer coeiticieFor a
constant heat transfer coefficient of 250,000 Wmecreasing the channel width has
a significant positive effect on pumping power, continuously decrgdtsip to 60%.
The local increase in heat transfer is much more effectires tvnere the flow rate is
high and the rise in fluid temperature along the microchannesdss Ténerefore, much
less fluid needs to flow through the microchannels to compensatadquressure
increase due to hydraulic diameter and the lower flow area pebase area. It is

clear, however, that at a given heat transfer level, aglurdduction in channel width
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will create very small gaps and flow areas, and pumping powérewdntually

rapidly increase.

3.4.4. Effect of Inlet and Outlet Feed Channel Widths

The variations of the rate of pumping power per unit area with changestto inl
and outlet feed channel widths are given in Figure 3-15 and Figurgrdsp@ctively.
Changes in feed channel widths have a significant impact on both pupupivey
and heat transfer. As the inlet feed channel width decreasesdineed inlet flow
area will decrease inlet hydraulic diameter and thergf@enlet flow resistance will
increase. On the other hand, the reduction in feed channel will rddubase area of
the unit cell and therefore the total heat input will decre@sgiiring less heat to be
cooled. This in turn will decrease the fluid temperature incressag the
microchannel, and the end parts of the heat sink will work mom@ezftiy due to the
increased temperature difference between the microgrooved eswafat working
fluid. Another benefit of decreasing feed channel width may bedbeease in flow
length which will decrease the characteristic flow length, #od resistance.
Interestingly, increasing the inlet and outlet feed channel widthslow to
intermediate heat transfer coefficients of 50,000 ¥i/rand 150,000 W/AK have
little effect on pumping power, while decreasing the width as#me values creates
a sudden increase in pumping power rate. Further reductions in theHaedel
width will eventually create a rapid increase in pumping powes date to the

excessive pressure drop caused by the inlet area restriction.
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Figure 3-15. Effect of inlet feed channel widthw;) on pumping power at heat
transfer coefficients of 50,000 W/rfK, 150,000 W/nfK and 250,000 W/miK
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Figure 3-16. Effect of outlet feed channel widthvwj,) on pumping power at heat
transfer coefficients of 50,000 W/rfK, 150,000 W/nfK and 250,000 W/miK
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At a high heat transfer coefficient of 250,000 \i#mthe pumping power
shows a different trend with respect to variations in the inlepatidt feed channels.
Here, decreasing the inlet feed channel width has the benefifgat of decreasing
the pumping power significantly, while decreasing the outlet feed chavidéh
produces a continuous rising trend in the pumping power curve. Agairedihetion
in fin efficiency at the inlet regions has a negative eféecheat sink performance,
and therefore the heat sink reduces this effect by decraasirip tip area under the
inlet feed channel and increasing the heat transfer area tdoshe end of the
channels under the outlet feed channel, where the fin efficiencignificantly

higher.

3.4.5.Effect of Microchannel Length

In the study of microchannel length effect, the dimension of aubet outlet
feed channels were kept constant and only the manifold length wad.vahe case

of y. =1 corresponds to a manifold thicknesstgf =0.4 mm. In general, short

manifolds are desired for typical FFMHS designs as suggbgtédopeland, 1995a),
(Ryu et al., 2003) and (Copeland et al., 1997). Decreasing the manifdidetsscwill

improve the heat sink performance by decreasing the flow lengththerefore the
flow resistance. Similarly, the base area will decreasd, lass cooling will be
required to cool the heat generated in a single FFMHS unitAdstl. shortening the
channel will increase the effectiveness range of the inleanmegssociated with high

local heat transfer coefficients.
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Figure 3-17. Effect of microchannel lengthl({s) on pumping power at heat
transfer coefficients of 50,000 W/rfK, 150,000 W/nfK and 250,000 W/miK

Here, there are two factors that limit the performance imprememesulting
from the decrease of the manifold thickness. First, as the channel becones gteor
flow resistance of flow passing the channel through different pathliwill be
significantly different. More specifically, the length of a patéllocated close to the
top of the microgrooved surface will be much shorter compared wphtlline
passing all the way down to the bottom of the microchannel. Theingsdifference
will facilitate creation of a bypass of fluid in the regiocisse to the top of the
microgrooved surface and the feed channels, and it will requirecamase in flow
rate to increase the fluid inertia enough to be pushed to the bofttme channel.
The bypass effect is clearly shown in Figure 3-17, where dgogetne microchannel
length more than 25% forces the heat sink to go to higher flosg itat achieve

desirable heat transfer coefficients, therefore increasingptineping power. The
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second limitation is related to the fabrication and manufactufganifolds. Since
the coupling of microgrooved surfaces and the manifold system wame@so be
implemented using compression forces, the manifolds should be striycaoahd

and also easy to manufacture. Fabricating micron size maniflifi&is not always

practical.

3.4.6.Effects of Microgrooved Surface Base Thickness and Manifold

Height

One patrticularly interesting parameter is the height/thickneksthe
microgrooved surface baskEuhse Shown in Figure 3-1). The base thickness does not
affect the pressure drop and does not conflict with heat trarsgéroeent. In fact, it
contributes to additional thermal resistance to heat transfer the bottom of the
microgrooved surface to the fins and it is generally desired tgrdago be as thin as
possible, especially for high heat flux cooling applications. A possiltleease in
base thickness is usually considered only in applications wheresutace
temperature uniformity is important and adding extra materidlinarease the heat
spreading through the base. The surface temperature uniformityotvaslected as a
parameter in this study, but resulting temperature variatiomdwviteported in next

chapter.

3.5.Conclusions

A sample FFMHS geometry was first investigated numericallyglifferent
inlet flow conditions. It was found that the flow Reynolds numbers haignaficant

effect on both flow regimes and heat transfer characterishitdow Reynolds
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number flows, the fluid stratifies uniformly by creating a lsgaone between the
inlet and outlet feed channels at the top of the microchannel. Tlaist eff turn
creates inefficient dead zones with low fluid circulation do@ heat transfer.
Increasing the Reynolds number reverses the velocity stasitin; with the higher
fluid core close to the bottom of the microchannel and with fluitraelation zones
close to the top part. The increase in fluid velocity also iesiatecondary flows
manifested in the forms of vortex pairs in the microchannel cseston. The
vortices and flow impingement in turn reduce the convective theesatance and
create local heat transfer maximums.

The effects of geometrical parameters on pumping power wetlgzad for
three different heat transfer coefficient values of 50,000 3/50,000 W/rfK and
250,000 W/rfK. It was found that each geometrical parameter can affethénmal
performance in both positive and negative ways. Usually the changgometrical
parameters has conflicting effects on heat transfer and peethsyr, and an optimum
point may exist at a specific flow condition. Here, the maindiffy in calculating
optimal flow and geometrical conditions is due to the large nunflErameters that
affect the FFMHS performance. Therefore, the results ofstaidy will be used in
next chapter as a basis for selecting key optimization pararaetdrtheir lower and

upper bounds.
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CHAPTER 4: MULTI-OBJECTIVE OPTIMIZATION OF

SINGLE-PHASE FFMHS

This chapter discusses the optimization procedure for Force Fed Microchannel
Heat Sinks (FFMHS). The chapter starts with an introductionhéat sink
optimization and a description of the metamodeling and optimizatiamithlign and
its implementation with a numerical Computational Fluid Dynam@sSLY) solver.
Then the optimization procedure is applied for three different coodicignologies;
Force Fed Microchannel Heat Sink (FFMHS), Traditional Microchihteat Sink
(TMHS) and Jet Impingement Heat Sink (JIHS) for comparison pusp@ésdetailed
analysis of the FFMHS metamodeling results and the effectsofdriables on
thermal performance is performed. The chapter concludes witmparison between

the investigated cooling technologies at their optimum designs.

4.1.Heat Sink Design and Optimization

The design of heat sinks is a complicated process because ththémahl
and hydraulic performance is dependent on many parameters suelorastrical
dimensions, coolant fluid properties, flow conditions and heat sink material
properties. Geometrical parameters can be channel dimensions tiwbiayh the
coolant fluid passes, extended surface dimensions such as rectdinghli@kness or
pin fin diameter, and height or base-plate thickness. The coolant atatiana
parameters depend on physical properties such as thermal conguctensity,

specific heat and fluid viscosity, and the flow condition that is igdiyespecified as
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the total fluid mass flux that passes through the heat sink. Alé thasameters are
coupled, affecting performances of the heat sink and thus should bederedsn the
optimization.

TMHS for high heat flux cooling applications using liquid cooling havenbe
investigated extensively since their early introduction by (Tucke & Pease, 1981).
Several authors performed optimization studies by numerically aavadytically
modeling TMHS’s with the objective of minimizing the overall thal resistance
(Khan, Culham, & Yovanovich, 2009), (Kandlikar & Upadhye, 2005), (D.-K. Kim,
2007), (S. J. Kim, 2004), (Dong Liu & Garimella, 2005), (Phillips, 1987), (Shaw, S
& Wang, 2007). The analytically developed models have the advantage of
eliminating the relatively time-consuming computational time gmdviding a
functional form that can be easily implemented in any progragntanguage. Along
with simplifying assumptions, this method was successfully usqadadicting heat
transfer performance of TMHS’s, and it was demonstrated hgng Liu &
Garimella, 2005) that analytical models offer sufficiently aatai predictions for
practical designs, while being straightforward to use. On the ttmed, the CFD
based numerical models have the advantage of being applicable tocommpéex
geometries and being able to simulate advanced physical phensunehaas
conjugate heat transfer between fluid and solid surfaces, tempeaarpressure
dependent properties, and turbulence modeling as well as trafieienhodeling.
The CFD based models are particularly useful in modeling, degigmd predicting
heat sink performances where traditional heat transfer and pralsyr correlations

cannot be applied, such as complex unconventional geometries.
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The complex geometry and flow field encountered in FFMHS’s make |
challenging to generate any analytical based models, atateano such models have
been published. At this point, CFD-based methods are more accurate and
straightforward techniques to investigating FFMHS performanceeidre, adopting
a similar approach to that described in previous chapter, Flueag&elected as the
numerical solver for the optimization purposes. However, a direcemwitation of
CFD tools with any optimization algorithm can be prohibitively tiexpensive and
not practical. As a practical solution at this point, Approximatidssisted
Optimization (AAO) technique proved to be a successful candidate. éohabines

the advantages of CFD modeling with time efficient metamodeling methods.

4.2.Parametric CFD Simulation Interface

Although AAO methods were developed to minimize the computational time
the number of CFD simulation evaluations that need to be perfosnsdl large,
mostly in the order of 100 runs. Manual mesh generation and numencdatson
for each case is not practical and may require continuous useactidar This
problem was eliminated by automating the process with the héharaimetric CFD
Simulation Interface (PCFDSI). The code of PCDSI was writteMatlab and serves
as a function that accepts optimization variables as inputs andcagendre desired
objective functions, temperature distribution, velocity field and wakt hidux
distribution.

The flow diagram of PCFDSI is shown in detail in Figure 44ie Tunction
accepts one set of variables as input. These variables, combiredcomstant

parameters defined in the function, set the problem. In other wordgedtmeetrical
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dimensions, flow input conditions, material properties, grid distribution, bounda
conditions and CFD solution procedure are set for the given input condiBiased

on these set values, the PCFDSI function creates Fluent® and ®aschit files,
also known as journal files. The journal file created for Gambit®amesittommands
for building the computational geometry, meshing the domain and saipng
boundary conditions. The Fluent journal file incorporates command syntaxsthat
used for mesh import, grid checking, scaling, initializing the gnargdel, applying
the inlet and outlet boundary condition values, controlling and initialitiegpost-
processing of the results, and saving the case and data files.

The next process is initialization of Gambit® with the journad tireated,
which in turn generates the mesh file of the computational domatier. #e end of
this process, Fluent® is initiated and run with the input of the jourleahmd mesh
file. The numerical solution procedure is performed at this stagehwmainly
determines the period of a PCFDSI function evaluation. After the meahe
convergence is achieved, post-processing is performed by tiegehe desired data
such as velocity, temperature and pressure values at spelo@ations in the
computational domain. Post-processing was also used to validate theicalmer
convergence in case of reaching maximum iteration number. (O. Abdelaziz,
2009) suggested tracking static pressure difference for a given nushdast

iterations and evaluating the solution by comparing standard deviations of thas val

96



Start

\ 4

Read
Parameters

!

Generate
journal files

Gambit.jou /

Fluent.jou /

Run
Gambit and
generate Mesh

Post
Processing

!

l

Mesh.msh

|

Results.txt
Case.cas
Data.dat

l

A 4

Run
Fluent

Calculate
output
values

A 4

End

Figure 4-1. Flow diagram for Parametric CFD Simulation Interface

In this study, the total pressure differences between rite¢ and outlet
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boundaries and average base temperatures for the last recordierdidfhs were
recorded. In the case reaching the total iteration number, the statelaations for
these values were calculated and evaluated. The case wasedcifeptandard
deviation values were less than 0.5%. Finally, the post-procestatg were

evaluated to generate the desired outputs, which were the objecttierisrused for




optimization, effective heat transfer coefficient and pumping pgveg unit base

area.

4.3. Approximation Assisted Optimization

Approximation is the process that uses metamodels (also knowunragate
models) to decrease the computational load and numerical evaluatefti@®FD
solvers. The reason approximation methods are particularly usebptimization
using CFD simulations is related to their ability to decrélasenumber of evaluations
of design points required to achieve the optimum deigns by utilizing metamodels. The
metamodels are functions or subroutines that mimic the resporiee simulation
model based on simulated sampling data. They are cheap in teoosputational
time, and a large selection of available metamodels is available for tpisspur

There are two types of responses in the approximation methodseahe r
response and the predicted response. The real response is theueuesated from
an experiment or CFD numerical simulation, while the predictsgorese is the
response of the metamodel. The real responses are obtained in iga Dles
Experiment (DOE) stage, where the design space is sampled arekbults in turn
are used in metamodels to generate the predicted results. Theedbtatamodel is
then validated for goodness assessment and finally used in optimization.

The steps involved in AAO are individually discussed below. For D@ta
sampling process the Space Filling Cross Validation Tradeofiadedeveloped by
(Aute, Abdelaziz, Azarm, & Radermacher, 2008) and (O. Abdelaziz,, Atite

Radermacher, 2009) was used. Kriging was used for metamodelindvialtid
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Objective Genetic Algorithm (MOGA) was applied for optimizatiai the

metamodel.

4.3.1.Design of Experiment

The sampling process is performed in the DOE stage and can lik drase
several strategies. (O. A. A. Abdelaziz, 2009) summarized and evigve DOE
methods used in literature. There are three different methodsrgdliag: classical
methods, space filling methods and adaptive methods. Classical matbdused on
sampling the majority of the points from boundaries while leaving $ampling
points in the center of the design space. Space filling methodsddiitddut the
design space more uniformly based on a specific algorithm. kdapethods select
the new samples by processing and modeling the available previolstyede
samples and by understanding the behavior of the model. While dassibels and
space filling methods offer a time-effective method of samgplihey do not capture
the important changes and trends, and the metamodels based on ttexks raee
usually less accurate. Adaptive methods on the other hand, carbutiestthe
sampling more efficiently by increasing the sampling atoregwith high gradients
and large variations while coarsening the samples at regione \gss variation is
observed.

In this study, a Matlab computer code developed at University ofidal by
a joint effort of Professor Shappour Azarm and Professor ReinhateriRacher’s
research groups was implemented for DOE sampling (Aute et2@08), (O.
Abdelaziz et al., 2009). The algorithm and computer code uses agpaeanbined

process of the space filling and adaptive method for sampling. Ifirshetep, the
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design space is sampled using a space filling method, namelynhtaxEntropy
Design (MED). The MED principle is based on generating a Haprabability
distribution in the design space where the entropy is a mea$suhe amount of
information contained in the distribution of a sampling dataset (Sh&wyynn,
1987), (Johnson, Jones, & Fowler, 2008). Since MED is based on a probability
distribution, it does not require any previous sampling knowledge. Thadstep of
the DOE sampling consists of an adaptive methodology. The samplimgiciee
called Multi-response Space Filling Cross Validation TradeofSE@VT) selects
new samples based on the tradeoff between cross validation errdhearspace
validation error. Here, a multi-objective optimization is applied émegate the
tradeoff between space filling and cross validation. A more ddtakplanation of
the MED, MSFCVT methods and the DOE sampling algorithm can be fiou¢@.

A. A. Abdelaziz, 2009).

4.3.2.Metamodeling

Metamodeling is defined as the process of predicting unobserved lpased
on previously observed points. In different disciplines metamodels may havertiffe
names: response surface, compact model or emulator. (Van Beers, Ql@S)cal
metamodeling techniques use approximation methods based on leastfatogre
after the DOE stage. This approach was found to be not pramticalise it requires
the fitting function type to be known as a priori. The solution for olbtgithe right
function type requires an iterative process and is time-consuringhis point,
stochastic techniques have the advantage of not having a functionalvwbrah,

makes them more appropriate to be used in a design spaca lsithe number of
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parameters and samples. Among these stochastic techniques, Krigingeda
successfully used in metamodeling of different engineering @aton designs
(Sacks, Welch, Mitchell, & Wynn, 1989), (Park, Oh, & Lim, 2006), (O. A. A.
Abdelaziz, 2009).

Kriging metamodeling is very suitable with nonlinear problems stralv a
high degree of flexibility. Kriging method approximates the non-oleskpoints by
using spatial correlation information of known points. The formulation dsnsfsa

combination of linear regression and departure estimation (Park et al., 2006):
y(x)=f(x+ 2% (4-1)
where X is the design variabley(x) represents the unknown function of interest,

f (x) is the known linear regression function, az(dx) is the departure represented

by a stochastic function with mean zero and variance and nooaeasiance. The
selection of the regression function and the stochastic correlatiarensrally
dependent on the problem of interest, and the appropriate functions céecheddey
investigating their fitness to the metamodel. The DACE® Toolbmx Matlab®
developed by (Lophaven, Nielsen, & Sgndergaard, 2002) provides Kriging
metamodeling by incorporating a series of optional linearessgon functions and
stochastic correlations. This toolbox was used in this work due praggamming
flexibility and robust performance. The variance associated lgyrigrcan be useful

in predicting the space filling criteria. For example, largeacing between
neighboring points will create large variance and thereforarge luncertainty in

response.
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Figure 4-2. Example of Kriging (adopted from (Wikipedia®, 2009))

A simple Kriging example based on one parameter is shown in FHg@re
Kriging interpolation shown by red line was applied for sevetserved points,
shown in blue squares. The 95% confidence interval shown between theigesen |
becomes smaller in regions where spacing of observed dataallsasid increases

between points with large spacing.

4.3.3.Metamodeling Validation

There is a tradeoff between the sampling number and the accafrdbg
metamodel. A metamodel with a large number of samples will girdlte desired
points with less average error, but it will be time expensivthé DOE stage. The
desired metamodel accuracy can be achieved by testing thexodelafor randomly
selected points in the design space and by estimating the kerroase where the

errors are high, the DOE step needs to be run for additional samplirigw
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iterations of trial and error may need to be run until the edwp below a desired
value. The Relative Root Mean Squared Error (RRMSE) and Relstae@mum

Absolute Error (RMAE) are calculated as:

l n

RRMSE= ﬁz'é (4-2)
RMAE=max(| ¢ (4-3)
where
_y(x)-%x) ]
& y(%) (4-4)

4.3.4.Multi-Objective Optimization

Multi-objective optimization is the process of minimizing or maxing
several objective functions simultaneously with several equalityoandéquality
constraints. At this point, the Multi Objective Genetic AlgorithmMQGA) offers
several attractive features and has been applied succesesfisywéral engineering
optimization problems (Xie, Sunden, & Wang, 2008), (Hilbert, Janiga, B&on,
Thévenin, 2006), (Peng & Ling, 2007), (O. A. A. Abdelaziz, 2009). The main
advantage of MOGA is that it always searches for the glol@imum, and unlike
gradient search techniques, it is less prone to get stuck amogatum points. It is
also very successful in solving combined continuous and discrete mixed problems.

MOGA is a model of the machine learning process, which mimatare’s
evolutionary process. The model creates a population of points in tige dpsce
and characterizes every point by encoding it with a serieswdral genes. Then the

algorithm manipulates the decision-making genes using operakciisas mutation
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and crossover to generate new design populations with the hope of dpetiag
genes that are closer to the global minimum. The processasively continued for
every step (evolution). More detailed information about MOGA carfobed in

(Goldberg, 1989) and (Mitchell, 1998).

4.4.Selection of Optimization Parameters

The selection of the right parameters for optimization needs tdabéec
before continuing, since this procedure has several implicationshermowerall
optimization process. There is a tradeoff between the number ahgi@ra and
computational time. In fact, the real challenge of an FFMHS opditon is the
dependence of thermal performance on the large number of geomgdaaieters,
each affecting the heat transfer and pressure drop. The geahtteycomputational
domain shown in Figure 3-1 consists of eight possible geometricampters:
base

microchannel widthw,, microchannel and fin height,, fin thicknesst

ch? fin 7

material thicknesH inlet feed channel widthy , outlet feed channel widthy,,

base?

microchannel lengthL and feed channel/manifold length, . These parameters

together with one flow parameter add up to a total of nine ogtroiz variables. A

model that includes many variables is more realistic. On the bdel, the large

number of parameters can also inconveniently increase computaioealrtd make

the optimization process not practical. A more feasible solutiothi®problem is to

select only the parameters that affect the objective functi@nmost, and setting the
parameter number based on computational resources. The total of nmizain

variables is very high for the scope of this work, and thezefomparative analysis
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needed to be done to identify the important ones. In terms of parameimbers, the
practical number was selected based on previous reported experienexafple,
(O. A. A. Abdelaziz, 2009) performed multi-objective AAO for a heathanger
model consisting of six variables and two objective functions. The mwésl
numerically solved on a multi-cluster super computer. Therefonast realistic to
select five optimization parameters for an optimization donegusisingle PC with a
dual core processor.

The most important parameters selected for this study wasedbon the
parametric numerical study performed in the previous chapter anddeongithe
fabrication limitations of microgrooved surfaces and manifold systd he selected

five optimization parameters were: channel heighf,, channel width to fin

thickness ratiow,, / t,,, inlet feed channel widtlw;, outlet feed channel widthy,

fin 1

and Reynolds number. The fin aspect ratlQ,/t,, was maximized by selecting a

fin
value of 10 as indicated by Equation (3-15). Although decreasinfintlspect ratio
may have a positive impact on FFMHS performance at high laeafér coefficients,

as shown in Figure 3-11, the effect is small and not presemioto medium heat

transfer coefficients. The manifold thickness was selected caraty,,, = 0.4 mm.
This value corresponds tg, ., =1 in Figure 3-17 where the pumping power has a
decreasing trend for all three cases. A smaller manifodttribss has the potential to
improve the heat sink performance, but fabrication of channels with soall
features is not practical. Finally, the base thickness of tbegrooved surfacél

base

should be as small as possible to minimize the thermal msgstdherefore the
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minimum applicable and practical base thicknessHgf..=0.4 mm was selected.

Based on these analyses the optimization process was formulized as follows:

maximizeh
L y
minimize PJ,,

subject to:

0.2<H, <1.0[mm]

0.2<w,, /t;, <15

fin
0.1<w /2< 0.£[mm]
0.1<w, /2< 0.4[mm]

10< Re< 40(

He/tg, =10
t o = 0.4 [mm]

H,..=0.4 [mm]

base
The Reynolds number was selected to be lower than the critigaloks

number of 2300 for internal flows to avoid using turbulence models. It should be

noted that by definition from Equations (3-9)-(3-11) the Reynolds nuislofined

for the straight microchannel flow, while the velocities clasehie inlet and outlet

region of the microchannel can be higher, depending on geometridalsinka

configuration. Therefore selecting a Reynolds number much sritalerthe critical
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value will also ensure that laminar flow is present in theggoms. All other

computational procedures were performed similarly to those discusSedtion 3.3.

4.5.Single-Phase Optimization Results of FFMHS

The sampling distribution of the objective functions in the design spgace
shown in Figure 4-3. The first objective function of pumping powewupérheat sink
base area is shown on the x-axis, while the second objective fuateffiective heat
transfer coefficient is shown on the y-axis of the graph. Eacit pepresents a single
FFMHS design in the design space, based on the selected input gardabi¢al of
520 sample points was calculated, for which 200 points were seleaged on MED
and the remaining 320 points were selected based on adaptive B@#hais. The
total computational run-time was about 125 hours on a PC with anPlatélum D
3.4 Ghz processor and 2GB of memory. As mentioned before, the sampling process is
automated and does not require any user interaction; thereforan¢gheetjuired for
this stage is solely dependent on computational capabilities.

The metamodeling was performed based on Kriging technique. $wece
metamodel is a regression method, it needs to be validated befoge used in
MOGA. The basic idea in metamodel validation is to randomly se®atral points
in the design space and then to check the metamodel prediction gootiselested
points. For this purpose 100 design points were selected randomly aedrdghe
estimation was performed as discussed in Section 4.3.3. The distriblLibbjective
functions for random points in the design space is shown in Figure 4-éfféctive
heat transfer coefficients, the metamodel was able to prdaictdlected random

points with a RRMSE of 1.93 and RMAE of 3.47. For pumping power, the
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metamodeling yielded RRMSE and RMAE values of 4.43 and 13.33, respgchivel
general, it was observed that prediction of pumping power valuey/alresulted in
higher error values comparing to prediction of effective heat femm®efficients.

This characteristic is the result of pressure drop being nimyegty dependent on
hydraulic diameter and showing a large variation in the degignes On the other
hand, the heat transfer coefficients are relatively less depemmh flow rate and

hydraulic diameter, and so the variation is much less.
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Figure 4-3. Distribution of objective functions for sampling pointsobtained for
FFMHS optimization study
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The last step in the optimization procedure is applying MOGAhh® t
metamodel. The resulting optimum points are shown in Figure 4isbinitportant to
note that since the optimization process is multi objective, thaltirlg optimum
solution is a curve and not a single design point. The solution cus@ristimes
called as the Pareto frontier and represents the set of saliesogn points that can
yield the maximum heat transfer at any given pumping power vatushown in the
figure plotted on a log-log scale, the Pareto curve shows ar ltrend from low to
medium pumping power levels, while it starts to bend at higher purppivgrs. The
resulting geometrical variations at optimum points will be dissdigs the next
section.

The optimum design points can be also verified by calculatingatheal
objective functions using Fluent and comparing them with the metnopdmum
results. The RRMSE and RMAE values for heat transfer cosft€iwere calculated

as 1.63 and 4.36 and for pumping power as 4.36 and 9.54, respectively.

4.5.1.Analysis of Optimum FFMHS Geometry

The variation of optimal geometrical and flow parameters with g
power is shown in Figure 4-6 to Figutel3. The general trend of optimum solutions
can be summarized as follows. For low heat transfer coefficients and pumpiagspow
the optimum geometry is achieved with high fin height (Figure 4igh channel
width (Figure 4-8), high inlet/outlet feed channels (Figure 4a8) with low
Reynolds number (Figure 4-6). Thus, to minimize pumping power, the chitowmel
area and hydraulic diameter should be enlarged and the flow velocigaded. The

relatively low flow velocities and high turn radii in the microghal leads to Dean
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numbers below 10 (Figure 4-6), which suggests that secondarydlewsot present.
Because of rapid fluid temperature rise along the microcharorelpWwv Reynolds
number flows most of the heat is transferred at the very gtlettregion where the
fluid is at inlet temperature and the boundary layer is thin, aneritepart of the
microchannel contributes much less to heat transfer. Thereforéartjest surface
temperature nonuniformity, defined as the difference between maxirand

minimum temperatures, is expected at low Reynolds number flaavshawn in

Figure 4-12. But even for the worst case, due to the high condyaivitopper and
short length of the microchannels, a large amount of heat caorukicted in the
longitudinal direction, creating a heat spreading. The maximune Isasface

temperature nonuniformity can be kept below 2.5 °C.

On the other hand, when searching for optimum designs that cdrigéler
heat transfer coefficients, the trend is reversed. All geotaétparameters (fin
height, microchannel width, inlet/outlet width channels) tend to deeredien both
Reynolds number and Dean number are increased exponentially. Theanorieas
heat transfer coefficient is achieved by decreasing the rh@noel width, and
therefore the hydraulic diameter. This will lead to an in@dasthe microchannel
surface area/volume ratio which will require higher flow velesiin order to prevent
the rapid fluid temperature increase along the microchannel. drea$® the system
pressure drop and to increase the heat sink flow area, the fin tlsdsne=duced,
together with fin height, keeping a constant fin aspect ratio of 10. The inlet/fagdt
channel widths in turn will decrease to accommodate the change eight. This

net effect is the formation of FFMHS designs incorporating egicroved surfaces
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with high fin density (Figure 4-10) and a high number of manifoldsufEig-11).

Increasing the flow velocity and scaling down the geometryahassitive impact on
surface uniformity, as shown in Figure 4-12. The increase in tsedfer efficiency
and shorter microchannel length significantly decreases thperature gradients,
creating a more uniform surface temperature distribution.

Interestingly, the Dean numbers evaluated for the optimum psite that
the secondary flows are effective only at very high flow velegitivith all Dean
numbers remaining belowe=50. This may suggest that although secondary flows
have a positive effect on enhancing the heat transfer, the mgsaktcess pressure
drop effect is counter-balancing the performance. Therefore, the thensfer
enhancement for optimum designs is achieved mainly by scaling tth@mydraulic
diameter and increasing the local heat transfer coefficeher than increasing the
microchannel width to benefit from secondary flow vortices.

Another important piece of information resulting from the optimization
procedure is the effect of microgrooved surface fabricatiortdtion on the thermal
performance. This can be clearly seen in Figure 4-7, whereochemnel height

values H,,) are plotted versus pumping power. Th, values have monotonic

decreasing trend until they reach the minimum value of 0.2 mmysé&igbation
(3-14). Further increasing the flow rates will force therosbannel height values to
remain almost constant for the rest of the points. The microchand#él and fin
thickness follow a similar trend, as shown in Figure 4-8. Bothmaters look equal

for most of the calculated range except at very low and vety fignping power

112



values. When fin thickness parameter hits the minimum value of 0.02 starts a
constant trend, allowing the microchannel width parameter to decrease.further
The variation of inlet and outlet feed channel widths are givenguré 4-9.
As seen, both parameters have a monotonic decreasing trend, butetiney equal,
with outlet feed channel width being slightly higher than inletifehannel width. At
the inlet to the microchannel, the fin tip temperature is usunallgh lower than the
rest of the heat sink, similar to the case shown in Figure 3-Hefne the local fin
efficiency may drop substantially, favoring the optimizatioal to go to lower inlet

feed channel widths.
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4.6.Single-Phase Cooling Technology Comparison Study

To quantitatively compare several advanced cooling technologigsjilar
MOGA technique was applied to a typical TMHS and a JIHS. Thedajdhis study
was to compare the performance of all three cooling technologies! loas their
optimum designs at maximum heat transfer coefficient and minirpumping
power. The three cooling technologies were compared on two differad af 1x1
cn’ and 2x2 crh The modeling and optimization procedure of TMHS and JIHS is

described in next sections.

4.6.1.Single-Phase Optimization of TMHS

TMHS was modeled using a simplified 1-D flow and heat tramafedel. The
schematic representation of the model is shown in Figure 4-14mHtieematical
model simplifies the optimization process by eliminating the As&@ metamodeling
process, therefore decreasing substantially the computatiomeal The pressure drop
and heat transfer were modeled based on correlations developedriulicgdly and
thermally developing laminar flow in rectangular microchanneldegcription of the
TMHS model and the calculation procedure is given in detail in Appe@diThe
optimization problem was set as:

maximize h
minimize P,

subject to:

0.2<H, < 5.0 [mm]

0.2<w,, /t;, <15

fin
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5<H, Ity <10

fin
10< Re< 230(
with:
H,.e=0.4 [mm]
It is important to note that, for constant fluid velocity in the notbannel, the
pressure drop and heat transfer coefficient values of a TMHS ehaitly the heat
sink dimension. As heat sinks increase in size, the pressure drapongihse while
heat transfer coefficients will decrease due to an inerea$luid bulk temperature

along the microchannel. Therefore, optimum pumping power and heat transfer

coefficient values needs to be recalculated each time the heat sink id.resize

Y tb g L ch
Lo o ~

Figure 4-14. TMHS model used in optimization study

Constant temperature was used as the boundary condition at the bottom wa

and copper and water were selected as the base materiabekiigwluid. Similarly,
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MOGA was used to optimize the TMHS. The optimum Pareto solutionBMétS at
1x1 cnf and 2x2 crf base areas are shown in Figure 4-15, while the optimum

variables are numerically listed in Table 9-1 and Table 9-2edcti@ 9.3.2 of

Appendix C.
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power

Figure 4-15. Optimum Pareto solutions of TMHS at 1 x 1 cfand 2 x 2 cnd base
areas

4.6.2.Single-Phase Optimization of JIHS

Jet impingement is known to be an effective cooling technologyit as
substantially decreases the thermal resistance at stagrahe and has low pressure
drop; therefore, it has been extensively investigated (Agps$tabbri et al., 2007).
The jets can be single or multiple and working in parallel, matpending on the

size of the cooling area. Recently (Meyer, Mudawar, Boyack, &e,Ha005)
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proposed a heat sink design based on an array of rectanguldwajetan lower the
pressure drop and maintain desirable surface uniformity. The woskhmgmatic and
the array jet slots used in their study is shown in Figure 4-16. The fluid dredrsat
sink through feed channels that are formed by a parallel manifolding sydterfeed
channels lead the fluid into the jet orifices where the velositgdgreased and the jet
is formed. After the jet impinges on the target surface, dpig into two streams,
each stream passing a short distance before combining witkreitjeboring stream
and leaving the heated area through gaps opened between manifolds. This
configuration is similar to a typical FFMHS without the migrooved surface. Due
to geometrical simplicity and relevance to the nature of shugly, this heat sink
configuration was also selected as the typical JIHS for opdition and comparison

study performed in next sections.

Irﬂel’.}’

Retumig, &
Jetsyy *‘

i | »
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H=0.508mm #=10.254mm H=0.127mm

Figure 4-16. Jet impingement heat sink (JIHS) developed by (Meyer et al., 2005)
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Figure 4-17. (a) Schematic of flow in a typical JIHS, (b) Computational domain
The JIHS can be further simplified by assuming the flow seliershown in
Figure 4-17 (a). The feed channels are assumed to be lontheahdat sink can be

modeled based on a 2D approach with boundary conditions shown in Figure 4-17 (b).

The optimization problem was set as follows:
maximizeh
minimize P},
subject to:
0.05< H,, < 0.2 [mm]
0.025<w /2< 0.2[mm]

0.1<t ., < 0.5[mm]

0.025<w, /2< 0.2[mm]
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1< Repp < 100(

H, .e=0.4 [mm]
where the Reynolds number was defined for flow between base amifdlohasimilar

to flow between two parallel plates:

Re =—"———- (4-5)
pp U
.P?.Er
Vg = 4-6
FF ,-GHGQ ( )
Because the geometry is 2D, the mass flow ”'e in the conomadatiomain is

defined for unit width and has the units of [kg/ms]. The AAO optimiragirocedure
performed for FFMHS was repeated here to optimize JIHS. Siimglified 2D
geometry allowed the selection of many more sampling poindés tthe 3D
computational domain of FFMHS. A total of 720 sampling points wastsél&t the
design space and 100 random points were used to validate the metantzdel.
resulting metamodel was able to predict the validation points anit RRMSE and
RMAE of 2.7 and 8.3 for heat transfer coefficients and 6.2 and 18.7 for pumping
power values. MOGA was applied to the metamodel, and the resultinguopt
Pareto is shown in Figure 4-18, while the numerical optimum reatdtdisted in
Table 9-3 in Section 9.3.3 of Appendix C. The RRMSE and RMAE obtained for
Pareto front were calculated as 2.16 and 8.2, respectively, fdr treeesfer

coefficients and 5.6 and 9.7, respectively, for pumping power values.
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Figure 4-18. Sampling, optimum and validation point distribution for
optimization process of JIHS

Similarly to FFMHS, the pressure drop and heat transfer caaffiaf JIHS
are not functions of base cooling area when the flow velocity isamnsrhe only
term that will affect the pumping power is the flow rate, ahhis proportional to the
cooling area. Therefore for a JIHS, only a single case neells bptimized, and

optimum geometries for different base areas can be easily cattulat

4.6.3.Performance Comparison of FFMHS, TMHS and JIHS

The results of the optimization study performed for FFMHS, TNAH& JIHS
can be used to compare these cooling technologies at optimum désignder to
obtain the effect of base heat sink area, two different casksloénf and 2x2 crh

base areas were considered for comparison. For each given basekeata the
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Pareto solutions for three cooling technology can be plotted omgke giraph. For
1x1 cnf and 2x2 crhbase area heat sinks, the comparison plots are shown in Figure
4-19 and Figure 4-20, respectively, for pumping power variations betwegraie-
le+3 W. For the given range, the heat transfer coefficients shownotonic and
exponential like increase with increased pumping power. The Hapets for each
cooling technology look similar but shifted away and do not cross ehen. For
both 1x1 crf and 2x2 crh base area cases, the FFMHS show a better performance
with higher heat transfer coefficients at all pumping power vallegerms of
performance, FFMHS is followed by TMHS and JIHS. When goingriger cooling
areas, from 1 x 1 cfrand 2 x 2 crh the heat transfer coefficients tend to decrease for
all cooling technologies. This is expected, since the flow eateslecreasing to meet
the specified pumping power values. However, the decreasing foendVHS is
more significant compared with FFMHS and JIHS. Again, the peeooa drop for
TMHS with the increase in flow length comes from increaseboaitih bulk fluid
temperature and pumping power. With the current trend, it is expéudédhe
optimum performance of JIHS can surpass TMHS for cooling of larger areas.

It is important to note that the current comparison was perforntec:e&e two
cooling technologies that utilize enhanced surfaces, namely FFM#H3$MHS, and
one cooling technology that does not utilize enhanced surface, whidgiH&
Although jet impingement on enhanced surfaces could be another cooling ¢gghnol
that can be used in this comparison study, this technology was nateredsin this

work, although it is recommended as a consideration for future work.
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Figure 4-19. Optimum Pareto solution for three cooling technologies for 1 x 1
cm’ base area heat sink
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Figure 4-20. Optimum Pareto solution for three cooling technologies for 2 x 2
cm’ base area heat sink
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To calculate and compare the performance of three cooling techemlaig
given conditions of constant pumping power or constant heat transferceoeffj a
curve-fitting process was applied to the Pareto solutions. For finding the besbrequa
to fit the given data TableCurve 2D software was utilized. rélalting three fitting
equations for FFMHS (Equation (4-7)), TMHS (Equation (4-8)) and JIHfgton
(4-9)) are shown below, and the list of the coefficients for eachtiegua given in
Table 4-1. Based on these equations, four sets of comparison chatseated. The
three cooling technologies were compared for heat transfer @erff at constant
pumping power of 0.01 W, 0.10 W and 1.00 W in Figure 4-21. Similarly, the second
comparison shown in Figure 4-22 was performed for pumping power required at

constant heat transfer coefficients of 100,000 ¥/n150,000 W/rK and 200,000

W/mK.
nh=a+5{nP, Y +eln P, (4-7)
lnkh=d+&(ln B, ) +7laf,, (4-8)
Ink=1k+ rﬁPif@ + Al Py (4-9)

Table 4-1.The curve fit coefficients for Equations (4-7),(4-8) and (4-9)

1 x 1 cnf base 2 x 2 cnf base
area heat sink area heat sink

& 12.7301022 12.50469868

5 -0.00902189 -0.00902189

g 0.150087297 0.175101282

i 12.12144534 11.63300172

& -0.00285679 -0.00192744

7 0.165114493 0.179407884

= 11.61038957 11.32459655

# -0.0000019573 0.000000588428
# 0.20701319 0.201324384
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Figure 4-21. Optimum heat transfer coefficients for three cooling teaiplogies
at constant pumping power (a) 1 x 1 cfheat sink, (b) 2 x 2 criheat sink
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Figure 4-22. Optimum pumping power values for three cooling technologied
constant heat transfer coefficient (a) 1 x 1 cfrheat sink, (b) 2 x 2 criiheat sink
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The optimum heat transfer coefficients obtained for heat sink beaefl x
1 cnt are shown in Figure 4-21 (a). The FFMHS have higher performanadk at
given pumping power values. On average, heat transfer coefficERSEMHS are
more than 72% higher than TMHS, and 306% higher than JIHS. The pent@ma
difference is even more significant in Figure 4-21 (b), wheretoéing technologies
are compared for a heat sink base area of 2 x2 fean these conditions, the heat
transfer coefficients of FFMHS are more than 208% higher than S MhRd more
than 303% than JIHS. The difference in performance is even more pronaumneed
the three cooling technologies are compared for pumping power \atlwEsstant
heat transfer coefficients. For the heat sink with 1xf base area case shown in
Figure 4-22 (a), the FFMHS can achieve similar heat tragsffficients with about
8.5% of pumping power required by TMHS and only 0.4% of power required by
JIHS. For the heat sink with 2x2 €rhase area, the difference increased by having
FFMHS with pumping power consumption within 2% of those of TMHS and 0.4% of
JIHS. It is important to note that the pumping power values showmgurd=4-22 (a)

and (b) are multiplied by 1000 to avoid any negative value in the logarithmic scale.

4.7.Conclusions

The Approximation Assisted Optimization (AAO) scheme coupled with
numerical simulation solver was first used to optimize and analyze theetygcof an
FFMHS. The findings can be summarized as follows:

e At low Reynolds number flows, the optimum FFMHS designs favor
microgrooved surfaces with high fin heights, high fin aspect ratidsvath

microchannels with large hydraulic diameters. Similarly, teedfchannel
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dimensions are large, with inlet feed channels slightly sméaléar dutlet feed
channels. The secondary flows are negligible as dictated byDOean
numbers.

Going to higher Reynolds number flows, both the heat transfer deatic

and the pumping powers values have a monotonic increasing trend. At the
same time, the FFMHS designs tend to favor microgrooved surfaces and
manifolds with smaller features increasing the local haaister coefficients

and increasing the heat transfer area. The secondary flows l@radb be
important only at very high Reynolds numbers.

Due to the small microchannel length and the conductive copperdcise,

the heat transfer in the longitudinal direction is significant and can reduce base
surface temperature difference. The maximum surface tetaperaon-
uniformity for all tested cases was less than 2.5°C and werefudecreasing

by increasing flow rate.

The optimization code was able to capture the effect of thacéion
limitations of microgrooved surfaces. For high Reynolds number fltves,
microchannel height of the optimum designs reaches the minimum \ailues
0.2 mm and remains constant when going to higher flow rates. hbvgss

that the optimal performance values achieved in this work can deerfurt
increased if the capabilities of MDT are expanded to lowemnfeasize

microchannels.
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The second part of this chapter focused on optimization of two othengool
technologies: Traditional Microchannel Heat Sinks (TMHS) and dgingement
Heat Sinks (JIHS). Then the optimum results for three investigathnologies were
compared for cooling of two heat sinks with different base areaslotnf and 2x2
c?. The following results were obtained:

e FFMHS can operate much more efficiently in the parametriealge
investigated in this study. For a constant pumping power and Im¢ base
cooling area, FFMHS can achieve 72% more heat transfer compared to TMHS
and 306% compared to JIHS.

e For 1 x 1 cm base cooling area and constant heat transfer performance, the
pumping power required by FFMHS is only 8.5% of pumping power required
by TMHS and 0.4% of pumping power required by a JIHS.

e When going to larger cooling areas, the performance differenc&MHB
compared with TMHS is even more significant. The manifolding systat
forms the short parallel microchannel structure in FFMHS alloeading of
large areas without the penalty of heat transfer degradatioto dise in fluid
temperature and increase in pressure drop and flow length.

e With the observed superior performance, FFMHS technology has the gbtenti
to replace TMHS, that are currently widely used for cooling a igat flux

surfaces.
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CHAPTER 5: EXPERIMENTAL TEST SETUP

This chapter gives a description of the test setup used for gihgke and
two-phase experimental tests. In the first part of the chapkerflaw diagram and
several pieces of equipment used in the tests are explainech@pter continues
with a description of the test section, the heater assemblyh&ndhicrogrooved
surfaces. The chapter ends with a discussion of selection of wditkidg and

description of heat balance method used to calculate the heat losses.

5.1.Experimental Test Setup

A picture of the experimental test setup used for performarstengeof
FFMHT is shown in Figure 5-1, while a flow diagram is givefrigure 5-2. The test
setup consisted of a primary closed loop and two external watengdobps. The
primary loop was filled with refrigerant, which was circuthtey a pump through a
mass flow meter, pre-heater, filter, subcooler, test chambercandenser. The
secondary water loops were connected to the plate heat exchangebeaodler, and
each loop had its own chiller unit to reject the heat generatbe itest chamber. The
mass flow rate was measured using a Coriolis mass flownagitgra 20-micron filter
was used to filtrate the fluid. The purpose of installing the pateheand the
subcooler was to control the fluid conditions prior to the inlet of the test chamber. The
test chamber was located at the highest elevation of theeteg and was where the
heat was transferred from the test heat sink sample ttuttedither by single-phase

or two-phase heat transfer modes. A differential pressuredtra@s an absolute
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pressure transducer, thermocouples and a power supply were conneittedetst
chamber to measure pressure and temperatures and to supply théogptheeheater
inside the test chamber. The fluid at the outlet of the test chan@sedirected to a
plate heat exchanger, which worked as a condenser in two-phase mods and
liquid-to-liquid heat exchanger in single-phase heat transéelem~or the refrigerant
loop, a bypass connection was installed to achieve flow rates Ipeloys capacity.

All thermocouple, power supply and pressure traducer outputs were cehtecte
data acquisition system, which was connected and controlled through a PC. [@ata wer
monitored in real time by a Labview program that has feedbpti&ns to control the

test setup. A complete list of components used in the test setup are given iB-Table

Table 5-1. List of system components used in the experimental testuge

Component name Manufacturer Model (I)?ange_ of Accuracy
peration
Absolute Pressure Setra 280 0-550kPa 0.20%ES
Transducer
Differential Pressure Validyne DP15 0-86kPa- 0.950%FS
Transducer
Coriolis mass flow ABB K-Flow K5 0-2kg/min 0.1%ES
meter
400V — 4A 0.1 %FS
Power supply Sorensen DCS300-4E 0.1 %ES
L 20 analog
S e Agilent 34970A input :
y channels
Thermocouple Omega Ttype -200-350°C 039
Pump Micropump  Gear Pump 0.02-2 -
kg/min
Chiller (for plate heat Neslab T type 5-35°C 0.3%
exchanger)
Chiller (for Neslab LT-50 -20-35°C 0.3%
subcooler)
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Figure 5-1. Experimental test setup used for single-phase and two-peathermal
performance tests
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Figure 5-2. Flow diagram of experimental test setup

5.2. Test Chamber

A picture of the experimental test chamber used in this stdhown in

Figure 5-3, and a schematic with a color representation of@anponent is shown

in Figure 5-4. The chamber was a combination of several componenedidcad

glass tube and sealed between two metal flanges. The trangglassntube was 300

mm long, 76.2 mm (3”) in inner diameter with a 3.2 mm (1/8”) thick pesitioned

vertically. Two rubber O-rings were used to seal the intetti@teeen the glass tops

and metal frames and four threaded rods of 3/8-16 thread sireused to connect
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the flanges and supply the required sealing pressure. The floveemagto the test
chamber through the flow distribution header which was connected toghkange
by a Swagelok fitting. The header consisted of a straight ®&/B&, a mixing
reservoir, a set of manifold and feed channels and two parallekt&&21 rods, all
brazed together to form a single component. The heater assemblly,cshgisted of
a base material supporting the resistive heater element and the ooeexysurfaces,
was attached to the header. The base of the heater assemtviyp trexdes that fits the
two threaded rods on the header could slide freely along the rods. @ker he
assembly was installed by sliding it towards the header untiltape of the
microgrooved surface made contact with the top of the manifold chanmedsséis
of springs and nuts were used to apply the force needed to keep #redssambly
in place. To apply an equal force and to maintain a uniform peesistribution on
the contact interface, the compression from each spring was kaparsby
measuring and keeping the spring displacement equal. The sliditemsgad the
nut-spring configuration also allowed easy connection and disconnectios loéater
assembly to the header. All thermocouple wires, power connectionprassure
tubes were transferred from the chamber to the outside of thdoehdmough leak-
proof compression connections located on the top and bottom flangegigaramt

charging port was connected to the top flange of the chamber.
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Figure 5-3. Picture of the experimental test chamber
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Figure 5-4. Schematic of the experimental test chamber

Drawings of the test chamber and its components with dimensiergivan
in detail in Appendix A. The geometric configuration of the header arkhpgany of

the heater assembly will be discussed in detail in the next two sections.
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5.2.1.Flow Distribution Header

The flow distribution header was a combination of several sub components
such as a stainless steel inlet tube, mixing reservoir anf@eldechannels/manifolds
running in parallel. All these sub-components were brazed togethahenesulting
device is shown in Figure 5-5 (a) and (b). Complete dimensions offlahe
distribution header are given in Appendix A. In this configuration, lind £ntered
the header through the stainless steel tube and then flowed intes#reoir, which
was a cylindrical volume made of copper and filled with porous meshliqined
then traveled to the other end of the reservoir and flowed into febd
channel/manifold system. The flow schematic in the designed headdiown in

Figure 5-6.

Manifold
channel

Reservoi

\ Stainless

steel tub

@)

(b)

Figure 5-5. (a) 3D view of flow distribution header, (b) picture of the etual flow
distribution header

137



Pressur
port
,?
Porous ‘
mesh A |
T~ Inlet
temperatu
A L
i \g )/ Inlet Manifold
temperature  Surface
- ) T, temperature
T3
(a) (b)

Figure 5-6. (a) Flow distribution in the header, (b) Position of thermoauples

The manifold channel system consists of five parallel coppanrels, each
with a wet cross-section area of 7.6 mm x 0.2 mm, wall thickok§s45 mm and
channel spacing of 0.45 mm (distance between two neighboring charftaks).
channel configuration with small liquid feed channels and largetdatd channels
favors two-phase flow, while vapor channels require largerawjidrdiameters. The
manifold channels were forged and brazed together. The top fabe ofanifold
channels was machined using a 3/8” diameter end mill.

The purpose of including a reservoir was to ensure equal flow disbiiati
each of the five manifold channels. Incoming fluid entering thervesecan create
jet effects with a non-uniform, high velocity core and can affeetflow distribution
in the manifold channels. To decrease this effect, a porous meshstalked inside

the reservoir. The mesh will create a high pressure drop regiowithspread the jet
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hitting the mesh and form a more uniform velocity distribution (Fadaub (a)). Also
for decelerating the incoming flow, the reservoir flow area welected to be 14
times higher than inlet tube flow area. The ratio of manifoldhchks total flow area
to the reservoir flow area was also about 40, which made theatyedstribution in
the feed channels less sensitive to the low flow velocity in rdservoir and
particularly in the inlet tube. The manifold channels can be repessastidentical
parallel channels connected to the same high-pressure source.

The fluid temperature at the exit of the manifold channels thatferaed in
the microgrooved surface was measured by two T-type thermosouplee
thermocouples were inserted into two of the manifold channels thro8imm
(1/32”) outside diameter stainless steel tubes located 1 mm bbkwel top face. A
pair of 0.025 mm (0.001"”) diameter insulated constantan wire and 0.1 mm (0.004")
diameter of bare copper wire was used to form the thermocouplestalioepressure
of incoming flow was measured using a similar 0.8 mm (1/32”) dieamebe located
3 mm below the manifold channel’s top face. A third T-type theouple was
attached to the side of one of the manifold channels for megsumanifold surface
temperature. This thermocouple was located 3 mm below manifold ¢ep Tae
location and schematic view of thermocouples and pressure pohcava s Figure

5-6 (b).

5.2.2.The Heater Assembly

The heater assembly and its components are shown in Figure) avd(&b),
and detailed drawings are given in Appendix A. Counting from bottorogothe

final assembly consisted of a composite material base, a thidkMPTFE Teflon
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layer, a thin-film resistive heater, a thin solder layer, gr@dmicrogrooved surface.
The base was machined from a G10 glass fiber composite slab leavireymal
conductivity of 0.5 W/mK. The PTFE Teflon layer between the basebattom of

the heater was installed to provide thermal insulation. The bottom dadhe
microgrooved surface was soldered to the top face of the heatedduce the
uncertainties associated with thermal contact resistancemidregrooved surface
used in experimental tests had a 7.8x7.8 sase square area while the heater surface
area was 9.5x9.5 dnThe microgrooved surfaces were soldered to the center of the
heater. The thin film heater consisted of four layers: a 0.5b tiick alumina
insulator, a thin resistive film heater, a 1.40 mm thick aluminundaitreat spreader
and 0.2 mm thick silver plated copper layer for soldering. The thin film was degbosit
on the heat spreader, while the insulation was glued with cerament to the film

to protect the heater. The electrical resistance of the heatgrl01 ohms and
remained almost constant during tests, with measured resistamagona of less
than 0.5%. To measure the surface temperature, three T-typetoeiples 0.08 mm

in diameter were located in 0.2 mm-deep grooves created on the babtle of
microgrooved surface. This configuration made it possible to measatdraesfer
surface temperatures directly on the back of the microgroovedcsuriThe
thermocouples were aligned equally spaced on the diagonal of ithegrooved

surface from the center to the corner as shown in Figure 5-8.
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Figure 5-7. The heater assembly (a) exploded schematic view, (b) actuitpre
and schematic of assembled view

Surface
thermocouples

Figure 5-8. Thermocouple locations on the back of the microgrooved surface
5.3.Working Fluid Selection

The physical properties of working fluid determine to a largeerdgxthe
thermal performances of cooling systems and limitationshéohieat sink design.
Important working fluid properties are viscosity, saturation pressteat of

vaporization, freezing point, dielectric strength, flammabilibd goxicity. In this
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section, these parameters were evaluated with the goakofisgla suitable working
fluid that could be used in a FFMHS application for electronics cooling.
Viscosity of a working fluid is a major contributor to the resgtpressure

drop of the system. Most HFE and CFC refrigerants have loweosriges than

aqueous fluids such as water or ethylene glycol, which is @s®meto select these

types of refrigerants as a working fluid. Saturation pressuedeatronics operation
temperatures determines stress requirements to the heat dogsuen@s well as to
the rest of the cooling loop. For most electronics, for reliableatipa, the chip

surface temperature needs to be kept below a certain value, u&f&lyor silicon-

made micro-processing components and 105-135 °C for power electronics.

evaporation temperature in the heat sink needs to be severatslégwrer to transfer

heat through the electronics package and heat sink attachmentlthesisiances.

Another important issue related to saturation pressure is sgsbeage temperatures.

Military standards require system surviving storage temperafi88°C. Well known
high-pressure refrigerants (i.e. R134a, R410a) at this tempeodterehave system
pressure too high to be practical for electronics. On the other refriderants with
saturation pressure below atmospheric pressure are not desithlele Low vapor
pressure would require using large diameters for the vapor plumbiadedkage of
such system would result in air penetration into the system ayficant
degradation of the two-phase system performance.

The heat of evaporation significantly affects parametera/ofphase system.

A high heat of evaporation reduces the mass flow of the workundy ifi the system

The

and required pumping power. Aqueous working fluids usually have signlficant
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higher heat of vaporization compared to non-aqueous fluids. However, their
application is limited by high freezing points, which can be |ledeby creating
mixtures with non-aqueous soluble fluids (i.e. ethanol, methanol) and imgrehe
fraction of such fluid in the mixture. This in turn will causen@n-homogeneous
saturation temperature or create a temperature glide and s@®eintroduces
flammability concerns. An ideal working fluid for electronics coolistgould also
have high dielectric strength. In case of a leakage, eletricahductive fluid can
damage electronics. Engineering fluids have usually significdngher dielectric
strength compared with aqueous fluids, which often determines tldesilection.
Other important properties that affect working fluid selection the toxicity and
global warming potential of the fluid.

A list of the selected working fluid candidates is given ibl&a5-2. The
properties of the fluids are stated at 30 °C unless otherwisdisgeHFE 7100 is an
engineered fluid currently replacing FC-72 for many electonooling applications,
particularly for single-phase convective cooling and parti@itytwo-phase cooling.
R134a is currently the most well known refrigerant used in megpplications,
including cooling of electronics operating below ambient temperaRi245fa is a
relatively new refrigerant that is being considered as aaepilant for low-pressure
refrigerants for HVAC applications. It has thermodynamic priggeisuperior to FC
and HFE series fluids and acceptable pressure at storage aampé85°C). R-245fa
also has higher latent heat of evaporation and reasonable viscosittheantil

conductivity, and it is nontoxic, nonflammable and has low global weympotential.
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Therefore, R-245fa was selected as the main working fluid, andestt were

performed using this fluid.

Table 5-2. Properties of common refrigerants at 30°C saturated liquidlpase

Fluid HFE-7100 R-134a  R-245fa Water
Chemical Formula C,F0OCH; CHF, CHRCH,CF; H,O
Boiling Point (1 atm) [°C] 61 -26.09 14.91 100
Saturation pressure at 20°C [kPa] 22.3 571.59 124 2.34
Saturation pressure at 80°C [kPa] 173.2 2633.1 788 47.37
Density [kg/m3] 1455 1188 1325 996
Surface Tension [mN/cm] 13.6 7.4 134 71.2
Kinematic Viscosity [cSt] 0.45 0.15 0.29 0.8
Latent Heat of Vaporization 1209 1731 188.8 2430
[kJ/kg]

Specific Heat [kJ/kg-K] 1.134 1.443 1.369 4.183
Thermal Conductivity [W/m-K] 0.068 0.081 0.08 0.603
Dielectric Strength [kV/mm] 11 7 - -
Dielectric Constant 7.4 9.3 - 78.5

5.4.Calculation of Heat Losses

When working both in single-phase or two-phase mode, part of the fluid tha
leaves the heat sink will eventually come in contact with and ftmer the
components of the heater assembly. The temperature differenceebetve surface
of the components and the fluid creates heat losses. These loshés Imeevaluated
in order to accurately calculate heat transferred by tirdg microgrooved surface
channels. A 1D resistance analogy for the heat transféind heater assembly is

shown in Figure 5-9.
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Figure 5-9. Resistance analogy for heat transfer in heater assembly

The heat was generated by the thin resistive film on the hédter film
thickness was between 12 microns to 25 microns and can be assumedrio be

isothermal thin layer at temperatufe for the present model. The heat generated by

the thin film Q split in two directions, flowing from the bottom part to the bas® a

from the top part to the microchannels and working fluid. The heat ¢raedfto the
bottom part was conducted through the heater ceramic cover, tbegtitthe PTFE
layer and base material and was dissipated to the working fluid by convectiogtthr

exposed surfaces to the fluid g} temperature. The heat conducted to the upper part

of the microgrooved surface base encountered the thermal meswstaf the AINi
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substrate and solder lay®&,,; and R . The surface temperatufie was measured

by thermocouples located on the microgrooved surface, as showgure H-8. A

small amount of heat was transferred from the side surfadbe &INi substrate to

the working fluid based on the thermal resistanc&of Finally, the heat input to the

bottom of the microgrooved surface was transferred to the workithtfirough the
channel base and fin surfaces, and a small part was transferted header by
conduction through the matching areas of fin tips and manifold channedfdeees.
The contact between fin tips and manifold face was a serigseafdntacts due to the
non-flat fin tip geometry of microgrooved surfaces. Therefore, & @xpected that

heat conduction to the manifold would be small (thermal resistByges large) and

the majority of the heat would be conducted to the fluid through thessitance

from the microgrooved surface to the working fluR],.An estimate of the parasitic

losses will be provided in the following section.

The thermal resistance of the heat transferred to the baitotne heater
assembly was predicted using a simple numerical model that cansimieduction
through different layers. The numerical model consists of the cotapoase, the
PTFE layer, the alumina cover of the heater and the resthiivdéilm. The thin film
was modeled as a 2D layer due to its small thickness compar¢de tother
components. The temperature distribution for a sample case for a bouaddityon
of 320 K resistor temperature is given in Figure 5-10, and a detailedadiescaf the
numerical model and applied boundary conditions is given in Appendix B. Here, most
of the heat was lost by convection through the surfaces of uhare cover, while

the temperature gradients in composite base were almost hkglihe resulting
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numerical model predicts the total thermal resistaRge as a function of mass flow

rate.

Figure 5-10. Temperature distribution on the bottom part of the heater asembly
for a thin-film resistor temperature of 320 K and 300K fluid temperature

Ts
Qai - Qeil
Th
Qai
Ts
Qi - Qani

Figure 5-11. Thermal resistance network between microgrooved surfabase
and ambient fluid

The estimation of heat losses from the top part of the heatema/ was
based on the simplified resistance network applied from the gnaweed surface to

the fluid and is shown in Figure 5-11. Here the surface temperdtyréluid
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temperatureT,, , total heat inputQ and thermal resistance values are measured or

calculated and are assumed to be knowan @sori. The amount of heat transferred to
each of the resistive branches needs to be determined to evatuhtat losses. The

remaining thermal resistance values can be defined as follows:

tA|Ni tA|Ni

P = = (5-1)

A AAINi kAINi I'EleaterkAINi

R 1 1

= = 5_2
' Ahlhf”m (4tAINi Lheater+ Lzheater_ Lzmg) h film ( )

650 er 650 er
Rsolder = . . (5_3)

Y
A%olderksolder L mg}( solder

where o6, IS the solder layer thickness,,, is the aluminum nitride substrate
thickness, L., is the width of the square heater aing is the width of the square

microgrooved surface. Writing the energy balance between eachré&turpenode

reveals a set of four linear equations with four unknowns:

Q -~ Quy =1 (5-4)
R

Qun =TRi (5:5)

Q. —T“F;—li"f (5-6)

Qu —Qd:ﬁ (5-7)

The solution of the set of equations results the film resistor temperature as:
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where

? = RoerRs + Ry Runit Roger Bin (5-9)

For a knownT, value, heater surface temperatilifeand heat transfer values Qf,,
and Q. can be evaluated using equations (5-4),(5-5),(5-6), and (5-7).

THuid T3

Figure 5-12. Thermal resistance network between the microgrooved surfabdase
and the fluid in the microchannel and manifold channel

The thermal resistance network for heat that flows through tbeognooved
surface base is shown in Figure 5-12. Two thermal resistaiges can be assumed

to be in parallel and working between temperatures differenceg -of,,, and
T,-T,. The first one R ) is the thermal resistance of the heat that is transfesred

the fluid through the microchannel base and fin surfaces of the moongy surface.
The second thermal resistanck, () is associated with the heat that is conducted
through the contact surfaces of the fin tips and manifold channeldepDae to the
angled geometry of the finned surface this contact is theofgtacéihe contact with

no area. However, due to the compression forces the fin tips and tifelcéop

surface may deform and create small contact areas. Due to uniggrtainty
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associated with this contact, tiR,  values were measured experimentally for each

tested microgrooved surface.

To evaluate theR resistance values and to eliminate the convective effect
of R,,, the working fluid in the test setup was discharged and the wholrsysis

vacuumed using a vacuum pump. The vacuum level was below 1 kPa to zminimi
convection heat transfer. Then the heater was set up to a cordtage, usually
between 1W-4W, and the microgrooved base surface temperatyirangd manifold

surface temperaturely) were recorded with respect to time. When the steady state

condition was reached the thermal resistance value was calculated by:

(5-10)

The R, values calculated for the three surfaces experimentallgdt@stthis study
are shown in Figure 5-13. The graph plots tRe, values versus temperature

difference between the microgrooved surface and the manifold. Fdearcase, the
thermal resistance is independent of temperature diffemoeat flux, and therefore
the almost constant variation shown in the figure was expectetheQnther hand, it
can also be concluded that the contact resistance decreabesfiasdensity of the
microgrooved surface increases. On other words, the increase in dosger unit
heat sink area decreases the contact thermal resistanamaléidation purposes the

R, values for Surface 12, Surface 17 and Surface C were averagesbas/W,

4.19 K/W and 2.92 K/W, respectively.
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Figure 5-13. Experimentally measured R, values
5.4.1.Heat Loss Evaluation and Calculation for a Sample Case
To be able to calculate the heat transferred to the working fluithe

microchannels, one needs to calculate the total amount of heas.|d3se this
calculation, the measured and known variables are: total heatQnpuotass flow rate
&, fluid temperature in the chamb@, , header temperaturg and average surface
temperature T, = (T, + T, + Tg)/3. The calculation procedure has the following
steps:

1. Calculate the thermal resistance values using Equations B3))5(

(5-10) and (9-2)
2. Evaluate resistive film temperatufg based on Equations (5-8) and

(5-9)
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3. Calculate the total heat loss to the ambient flQid=Q - Q,; + Q,

by evaluatingQ,,; andQ, using Equations (5-4)-(5-7)

4. Estimate the heat losses through the contact surfaces of ravegd

surface fin tips and manifold top face usiQg,, =

TS_T3
Rom

5. Calculate the total heat that was transferred to the workung fl

through microgrooved surface microchannels by subtractingothé t

heat loss from the total heat inpQf, = Q — Q; — Q-
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Figure 5-14. Percentage of parasitic heat loss distribution and boikincurve for
FFMHS using microgrooved Surface #17 at G=1000 kg/rs constant mass flux

The distribution of the incoming heat for one of the tested dasgsown in

Figure 5-14. In the selected case the microgrooved Surface #ltestad for

saturated boiling with a microchannel mass flux of G=1000 fgy/ffhe base heat
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flux in the boiling curve was calculated based on the heat traedféhough

microgrooved surfacesQ,, and the base area of microgrooved surface. The

percentage of heat losses is shown on the top of the boiling curvedof@hdeat
losses were less than 4 % of the total input heat and they detnedk increased

system heat flux.

5.5.Uncertainty Propagation Calculations

The calculated values, such as heat transfer coefficient arflo®a are

functions of measured values. For example, if the valugisfcalculated based on

several measurex values, it can be represented s f (X, %, X..). Each of the

measured; values is associated with a random variability, which is redeto as its
uncertainty. When the calculated valyeis evaluated, the propagation of the
measured variable uncertainties needs to be calculated.thienancertainty of each
of thex; variables is assumed to be random and uncorrelated. The ungestainé

measured valudy is then calculated based on:

oY

U, = iz[a—xijuii (5-11)
All calculations were performed using Engineering Equation $o(EES)

software, which has specific subroutines that can numericdtiylage and evaluate

Equation (5-11). EES allows inputs of measurement uncertainty vajuasissalutes

or as percentages of the full scale.
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5.6.Summary

An experimental test setup have been designed and fabricatedsiTbette was
equipped with thermocouples, pressure transducers and flow measuringetows
that can accurately measure the fluid and flow properties atugaheat flux and
mass flux inputs. R245fa was selected as the working fluid dues ttavbrable
physical properties. The heat losses were evaluated basedhennel resistance
concept and for a typical set of two phase experimental datatéhééat losses were
predicted to be less than 4% of the total heat input. This tegt weis used to collect

the experimental results presented in next chapter.
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CHAPTER 6: EXPERIMENTAL RESULTS ON FFMHS

THERMAL PERFORMANCE

This chapter explains the experimental procedure and experintestdis
obtained for FFMHS operating in single phase and two phaserheafer modes.
The first part of the chapter discusses experimental procéuatrevas employed to
conduct the experiments, followed by the second part of the chalpiten axplains
results for different microgrooved surfaces with different geometnd flow
conditions and the findings obtained as a result of a comparativesian&ipally, the
chapter concludes with the critical heat flux observation and tpéaretion of

possible mechanisms that can lead to CHF condition.

6.1. Experimental Procedure

The experimental procedure began by a system leakage tesbhisésted of
three steps, which were repeated for each heater assembig. finst step, the test
setup was connected to a vacuum pump and evacuated until the sysssorepre
dropped below 1 kPa. Then the system was closed and the vacuum pump was
disconnected. The second step was to record the system presdarevacuum
conditions for no less than 10 hours. The system was considerefrtedkif the
system pressure remained constant with respect to time.sén afaleakage, leak
detectors were used to find the leakages in the system. Adilerges were fixed,
steps one and two were repeated until the pressure in test satipe® constant for

at least 10 hours. The third step was to charge the systéna working fluid. The
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refrigerant R245fa, used in current experiments, has a saturatiperegure of 14.9
°C at atmospheric pressure; therefore the system can besateplyunder pressure,
even at non operating conditions. There was no need to degas the systethere
was no possibility of air leaking inside the system.

The experimental tests were performed by fixing the flatg and increasing
the heat flux gradually. The mass flow rate was controlleddjpysang the DC power
of the gear pump. Saturation pressure of the system was kept cdnystamying the
chiller water temperature passing through the condenser. Thevegstperformed at
inlet fluid pressures of 220 + 20 kPa. The heating power was tedubty the DC
power supply that was controlled using a GPIB card connected@o AtReach heat
flux, data were recorded after the system reached steady-stateormndit

For single-phase tests, the heater temperature was kept belsatanation
temperature of the incoming fluid to prevent boiling. Since singleghaat transfer
coefficients are not a function of heat flux, for each flow thee heat flux was
adjusted to create a temperature difference between theesarfddluid of more than
2°C to keep uncertainty of experiments at low values. The tests peeformed by
increasing the flow rate until these conditions could not be kept any longer.

Two-phase heat transfer experiments were performed for teatubailing
conditions. To maintain similar boiling conditions in all microchannets a all heat
fluxes, a two-phase test initiation procedure was performed. Baforedata were

taken, the system was set to desired flow rate. Heater peoagegradually increased

until boiling incipience occurred. This phenomenon could be visually olzkerve

through the glass of the test chamber or by real-timgasrtemperature
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measurements. When boiling initiated, the vapor and liquid mixture widnevat the
outlet of the heat sink, and a significant sudden temperature drogbs@sed in the
surface temperatures. The heat input was then dropped to the dedirecind the
data collection process was initiated. It should also be noteththatirrent test setup
was not designed for testing critical heat fluxes (CHF).riflaé mass of the heater
assembly in the setup was extremely small; therefore, inabe of critical heat flux,
the temperature jump in the heater assembly was high enoughrtwydkestassembly
in a split-second. Therefore, data were first taken up to a fimgdce temperature
that was sufficiently far from the critical heat flux for given mass flux. The
procedure was repeated by increasing the limiting surfaceerature for each data
set until the CHF condition occurred.

Control of fluid conditions before the inlet to the microgrooved surfeas
difficult to achieve. Although the inlet fluid temperature at th&eti to the test
chamber could be controlled by the system pre-heater and subcoofes, observed
that the temperature in the inlet feed channel could be sewgaad higher, closer
to the saturation temperature of the fluid outside the heat sink in the testechdime
energy gain was a result of the temperature differenceekatwhe fluid passing
through the inlet tube, mixing chamber, feed channels and the satuestiperature
in the test chamber. In most cases, the inlet to the testbelamas subcooled, and
vapor in the test chamber condensed on the walls of the flow distritheimher,
supplying enough heat to increase the enthalpy of the refnigeféne porous
structure inside the mixing chamber also increased surfaaeaad thus increased the

heat transfer to the fluid. Since the tests were performezhatant inlet pressure, the
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test chamber pressure varied depending on the pressure drop in thgrooces, as
did the saturation temperature. The final fluid temperature atirtle¢ to the
microgrooved surface was also a function of fluid flow rate, whichdcobnge the
energy carried in and out of the system, and the fluid velocitycghwtould change
the convective heat transfer. Since controlling the inlet feed chémidetemperature
was not practical, tests were performed with varying subapetiues. Under these
conditions, all tests were performed at subcooling values varyimgéet0.5°C and
9.0 °C, and all recorded two-phase outlet qualities were gréaterzero, suggesting

that saturated boiling mode was present.

6.2.Data Reduction

The data reduction was performed based on the microgroovedesafal
manifold schematic shown in Figure 6-1, which is the extended veddidhe
computational domain shown previously in Figure 3-1. For a heat sinkawitise

area ofL xL,, the number of microchannel systems running in paraNg|Xis the

number of channels under the footprint of manifold walls:

Ls — 2tman

Nch =2N an
W, +t

(6-1)

m
fin

where N, ., is the manifold number. The measured mass fluareng the heat sink is

1 , therefore the mass flow rate in each microchaisnel

#

N{.&

By =

(6-2)

and the microchannel mass flux is calculated basethe cross section area of each

microchannel:
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(6-3)

Liquid inlet channels

Figure 6-1. Schematic of microgrooved surface and manifold configuration

The total heat transferred to the working fluidhie difference between total
heat input to the heater and the heat loss cagmliladsed on the approach described
in Section 5.4. The heat generated by the heatbeiproduct of voltage and current
passing though the heater; therefore:

q=VI— Qs (6-4)
The base heat flux is calculated based on baseaarea

" qa_29q
Opase = K = F (6'5)

Similarly, the heat flux based on the heated mitanoel walls can be defined as

follows:
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q:)ase( Wch+ t fin)
W, +2H,

(6-6)

wall —

In case of two-phase flow, the outlet quality can dalculated based on energy

balance as:

_ A (6-7)

where h,, h, and h, represent inlet, saturated liquid and evaporaéinthalpies

respectively.
In order to evaluate the heat transfer coefficiémtdoth single-phase and two-phase
flow tests, temperature information is needed. Jimace temperature was averaged

by the three surface thermocouples shown in Figt8e

3

2T (6-8)

i=1

T, =

wlkF

The thermocouples were located at the center flaheeen the bottom face

and microchannel base and the half distance iset¢fiss, = H,,../2. Then the base

bas

temperature can be evaluated as:

Tbase = -Ts+ qb;c_seé‘t (6'9)

Then, the heat transfer coefficient defined forebhgat sink area and for

single-phase heat transfer is calculated as:

_ q:)ase
Phase T o7 (6-10)

where T, is the inlet fluid temperature measured in thetiféed channel. A similar

heat transfer coefficient can be defined for twagehheat transfer as:
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_ q;)ase _
Mhse T T (6-11)

ase | sat

whereT.

« IS the average saturation temperature. This veduebe evaluated using
the assumption that the saturation temperature gesanlinearly along the

microchannel:

.]Tsat _ Tsat( Pch i) -; Tsat( Pch 0) (6-12)

To calculate saturation pressures at the inletaurikkt of the microchannel, defined

asP,; and P,

no respectively, the absolute pressure values ae tloestions need to
be calculated. Pressure measurement in the testbenawas performed at two
locations. The first pressure port was locatechataf the inlet manifolds as shown in

Figure 6-1, and it measures the static pres8ug this location. The second pressure

port was located at the bottom of the test charahdrit measures the static pressure

of the fluid B, in the test chamber. Two factors contribute tspuee change between

the measurement points and points where the peesmads to be evaluated. First,
pressure losses are created at the inlet and odiletto area contraction and
expansion. These kinds of losses are irreversibte aae dissipated into heat. The
second factors are the reversible pressure chamgated due to flow area variation
and can which be calculated using Bernoulli’'s eigumatBased on this discussion,

P, andP,

ch,o

can be defined as:

2

V2,
P.i=R+p °2“v'(02—1)—AFg (6-13)

and
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V,
PhO:F’z—p%+AP (6-14)

. . . W .
where the area contraction ratio is defined (ﬁ&t ¢ The single-phase
fin+Wch

pressure loss due to contraction is:

2

AV
AR = K p =2 (6-15)

where V,, ; is the fluid velocity at the inlet of the microcheel and K is the

contraction coefficient defined as:

1 2
K, :[5_ j (6-16)

(o

Here, C, is the jet contraction coefficient calculated as:

C.=0.650% 0.2093 + 0.38G8 (6-17)

where area ratia is defined betweeh2< o < 0.(Webb, 2006).
The outlet pressure loss due to flow expansion si@edbe calculated

separately for single-phase and two-phase flowscdser single-phase the loss is

modeled as:
VZ
AR, = Ko (6-18)
whereV,, , is the fluid velocity in the microchannel befotetexpansion, and the

expansion loss coefficient is:

K,=(1-0) (6-19)
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For two phase flows, the expansion pressure drofpeaalculated using following
relation: (Ghiaasiaan, 2008)

P..=P —ZG—;(l— 0'2){1+ x[/% —~ 1ﬂ (6-20)

The heat transfer coefficient can be also calcdléi@sed on the wet microchannel
area. For this purpose, the temperatures at tHeaBe are calculated based on thermal

resistance of the copper base as:

T T quas
Tbase fin — Ts_ijé‘t (6'21)
and the fin efficiency is defined as:
_ Os  tanhmH
b A, 22
wherem is a constant evaluated as:
P 2H 2
m2 _ hNaII _ hNaII ch __ h/vall (6'23)

kcu A: kcu H cht fin kcut fin
The two-phase heat transfer coefficient based aratihannel wall area is

then calculated as follows:

q;ase( Wch+ t fin)
y = _ _ 6-24
h‘"’ ” (ZH chlin T Wch) (Tbase fin Tsa) ( )

6.3.Single Phase Heat Transfer and Pressure Drop

The heat transfer coefficients and pressure drepslting from single-phase
experimental tests are shown in Figure 6-2 andrBigd3. The experimental results

were compared with numerical simulations perforrfmgdeach microgrooved surface.
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The numerical simulation procedure described irti®e&.3 was applied here except
that refrigerant R-245fa was used instead of wasethe working fluid. Also the fin
tips selected were angled with a sharp edge, aadinthshape was slightly bent,
similar to the profile pictures shown in Figure 2-2

The heat transfer coefficient curves calculated tfee base area and the
pressure drop values for all three surface samiplésnv a monotonic and linear
increase with mass flux on a log-log plot. Thisntterepresents a power law
dependence on flow rate. Similar observations weperted by (Copeland, 1995a)
and (Ryu et al., 2003). The numerical and experiademlues match reasonably well
with most of the points lying in the uncertainty ngia of experimental data, while
better matching is achieved at high flow rates.

One important result that the figures imply is thkative dependence of mass
flux on heat transfer coefficients and pumping powaealues. For example, the
FFMHS utilizing microgrooved Surface #12 had a laydic diameter and flow area
almost twice higher than Surface #C. When both $esnpere tested at a mass flux
around 1000 kg/fs the pressure drop resulting from FFMHS with Sief4C was an
order of magnitude higher than the values obtafieedSurface #12. For the same
given mass flux, when comparing for heat transfefficients, the difference was
much smaller, with an increase of about only thiees for Surface #C. This in turn
also confirms the trend of Pareto fronts obtaimednfthe single phase optimization
study, where the pumping power changed over a rfarger range compared with

heat transfer coefficients.
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Another interesting observation that was noticed rfomerical simulations
results was the different characteristic of flowd#terent mass fluxes and channel
geometries. In order to explain this effect for therently selected microgrooved
surfaces, velocity and static pressure distribuitomg the channel center plane for
each surface at low mass flux of G=200 kgrand at high mass flux of G=1000
kg/n's is presented in Figure 6-4 (a)-(f). This rangenaks flux is the approximate
range used for each microgrooved surface in twagkaperimental tests. The inertia
of fluid that flows in a channel is proportionaldquare of velocity while the pressure
drop is proportional to channel length and masg #ad reversely proportional to
channel hydraulic diameter. At low mass flux anev lbydraulic diameter case
(Figure 6-4 (c)) the inertia forces of the incomifigid is smaller comparing to
viscous forces. Therefore the fluid favors flowithgough the path having the least
flow resistance. In this case, this path is theimim length between inlet and outlet
feed channels, right under the manifold. This shoypass of the fluid creates a
velocity stratification with higher velocities ome top of the channel and lower
velocities close to the bottom region. The statespure distribution for this case is
more uniform with maximum pressure located at thietiof the channel. When
keeping the mass flux constant and increasing ydeallic diameter (Figure 6-4 (a)
and (b)), the inertia forces remain the same bstots forces and flow resistance
decrease significantly. Therefore the flow regirhéts to inertia dominated regime
where the inertia forces can push the incomingidicdown to the bottom of the
channel creating an impingement zone. The impingérzene is located at the

bottom of the microchannel and under the inlet felsghnel

166



wm g

075
0.65
0.55
0.45
0.35
0.25
015
0.08

1800
1600
1400
1200
1000
aon
600
400
200

(d) (e)

ym[ms]

P[Pa]

6529
5588
4647
706
765
1824
ae2

-1000

(f)

m [rs]

pressure
18000
17000
15000
13000
11000
5000
7oo00
5000
3000
1000
-1000

Figure 6-4. Velocity and static pressure distribution in the center lane for (a)
Surface #12, G=200 kg/ifs, (b) Surface #17, G=200 kg/fs, (c) Surface #C,
G=200 kg/nfs, (a) Surface #12, G=1000 kg/ms, (a) Surface #17, G=1000 kg/s,

(a) Surface #C, G=1000 kg/1s,
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The effect of the impingement can be observed tapkio the static pressure
distribution map. When the incoming fluid flows takds the impingement zone, it
starts to decelerate, it is forced to turn the BBAd and it accelerates by moving
toward the straight part of the microchannel. Dgitine deceleration, the momentum
of the fluid is conserved by rising up the statiegsure which creates a secondary
maximum pressure zone in the impingement zone.s@ihee effect can be observed
by keeping the hydraulic diameter constant andea®ing the mass flux (Figure 6-4
(f). With the increase in flow velocity, the iniextforces start to become dominant
and overcome the viscous forces by pushing thel ftlawn to the bottom of the
channel and creating the impingement zone. Ovehalflow conditions at mass flux
of G=1000 kg/rfs looks to be inertia dominated for all microgrodweirface while at
mass flux of G=200 kg/fs the Surface #12 is inertia dominated while Serf4€ is

viscous dominated flow. Surface #17 looks to beansition between two regimes.

6.4. Two-Phase Heat Transfer and Pressure Drop

The heat transfer coefficients and pressure drdp @& two-phase heat
transfer in FFMHS were collected for each of théecded three microgrooved
surfaces. The experimental test conditions and rtaingy values for FFMHS
utilizing microgrooved Surface #12, Surface #17 &utface #C are given in Table
6-1, Table 6-2 and Table 6-3, respectively. Fortedits the subcooling was kept
below 10 °C and the outlet quality was maintainetieen zero and unity, indicating
saturated boiling flow. The experimental tests weedormed in the following order:
Surface #17, Surface #12 and Surface #C. As notéord) the test section was

mainly designed for collecting heat transfer cagfit and pressure drop data and
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was not feasible for testing CHF conditions. Prelany tests showed that the heater
assembly has a high risk of burnout at CHF, dulewothermal mass of the system
and low response frequency of the control loop.c8ssful CHF data was obtained
only for Surface #17 for several flow rates and td presented in later sections. For
the rest of the chapter, the heat transfer coeffisi (h) are based on and calculated

for the base heat sink arela, () unless otherwise specified.
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Table 6-1. Experimental test conditions for FFMHS utilizing microgroove Surface #12

Test number Nominal Tested Inlet Static Su_b 0" base raNGE q%l;tlli?; Uncertainty | Uncertainty
Mass Flux | Mass Flux Pressure cooling ase range of N pase of N yai
[kg/m2s] [kg/m2s] [kPa] [C] [W/cm?] [-] % %
Test #1-S12 300 311-318 200.3-204.4 0.1-2.3 16.0-392.9 0.01-0.43 3.1-6.1 5.0-7.6
Test #2-S12 400 397-403 202.5-206.9 0.1-2.0 32.2-468.4 0.01-0.41 3.0-6.3 4.9-7.8
Test #3-S12 600 601-611 204.0-207.1 0.9-2.1 48.5-541.5 0.01-0.31 3.4-6.5 5.3-8.0
Test #4-S12 800 796-804 204.8-207.9 1.1-1.7 65.9-588.5 0.02-0.25 3.6-5.3 5.5-6.9
Test #5-S12 1000 990-1003 202.0-206.3 1.5-2.7 81.6-508.5 0.01-0.16 3.6-5.3 5.5-6.9
Test #6-S12 1200 1214-1228 202.5-204.4 2.5-4.2 81.4-666.8 0.01-0.16 3.9-6.0 5.8-7.7

Table 6-2. Experimental test conditions for FFMHS utilizing microgroove Surface #17

Test number Nominal Tested Inlet Static Su_b q range (gjl::i%t, Uncertainty | Uncertainty
Mass Flux | Mass Flux Pressure cooling base range of h pase of hyan
[kg/m2s] [kg/m2s] [kPa] [C] [W/cm?] [-] % %
Test #1-S17 200 199-202 199.0-205.4 2.4-3.4 25.2-462.2 0.01-0.67 2.6-17.1 4.7-21.0
Test #2-S17 300 296-302 200.2-205.3 1.2-1.8 24.0-572.0 0.01-0.57 3.3-16.0 5.3-18.8
Test #3-S17 400 393-402 199.1-203.6 1.2-2.1 32.2-728.2 0.01-0.54 3.9-11.1 5.8-13.3
Test #4-S17 500 495-503 200.0-2006.2 1.3-34 65-9-806.9 0.03-0.45 4.3-10.2 6.3-12.2
Test #5-S17 600 593-605 196.2-205.1 1.2-2.4 65.97-720.3 0.02-0.34 4.5-7.8 6.6-9.7
Test #6-S17 700 694-705 197.3-204.7 1.4-3.7 98.5-963.7 0.03-0.39 4.9-8.4 7.0-10.5
Test #7-S17 800 794-804 197.4-205.3 1.6-4.6 66.0-1021.8 0.01-0.35 5.0-8.6 7.2-10.6
Test #8-S17 1000 954-988 202.1-211.8 2.6-5.6 230.5-1099.8 0.05-0.31 5.1-5.2 7.1-7.4
Test #9-S17 1200 1190-1209 200.2-206.9 3.1-7.4 228.0-1154.3 0.03-0.24 5.3-5.4 7.7-8.1
Test #10-S17 1400 1396-1438 199.2-207.6 5.4-8.5 264.1-1229.9 0.02-0.20 5.5-6.9 7.9-9.1
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Table 6-3. Experimental test conditions for FFMHS utilizing microgroove Surface #C

. . Outlet . .
Nominal Tested Inlet Static Sub R ) Uncertaint Uncertaint
Test number Mass Flux | Mass Flux Pressure cooling 9 base fANGE ?Zﬁgg of N pase Y of N yai Y
[kg/m2s] [kg/m2s] [kPa] [C] [W/cm?] [-] % %
Test #1-SC 200 195-205 192.3-201.9 1.8-3.4 65.5-354.4 0.08-0.57 5.0-12.0 7.2-18.6
Test #2-SC 300 296-306 200.6-207.0 2.6-7.2 49.7-602.9 0.02-0.58 4.1-14.8 5.9-21.3
Test #3-SC 400 394-407 204.9-221.8 3.8-10.1 97.8-760.3 0.05-0.58 4.3-11.9 6.4-18.2
Test #4-SC 500 493-510 207.9-214.2 5.3-12.3 65-5-916.6 0.01-0.53 45-13.7 6.7-19.5
Test #5-SC 600 595-614 210.8-236.9 5.9-13.3 97.8-926.4 0.01-0.42 5.9-12.4 8.3-18.9
Test #6-SC 700 697-710 203.9-210.2 3.6-6.1 98-2-855.2 0.01-0.33 6.4-12.9 9.3-19.8
Test #7-SC 800 804-815 201.5-213.9 3.3-8.4 165-6-900.5 0.04-0.28 6.8-9.7 10.0-13.8
Test #8-SC 1000 1027-1082 201.2-217.9 5.6-9.9 196.8-831.9 0.01-0.17 7.6-10.6 11.4-15.6
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6.4.1.Surface #17

The two-phase experimental tests for FFMHS utigamicrogrooved Surface
#17 were performed at ten different mass flux cimd$ ranging from 200 kg/fa to

1400 kg/ms, as shown in Figure 6-5 (a) and (b). The boitingves are plotted for

the base heat fluxg,,., versus wall superheahT,,, which is the temperature

at?
difference between average base surface temperatnde average saturation
temperature.

The trend of the curves can be summarized as fselléwr low to medium

heat fluxes ofq;,.. < 300 W/cnt, the boiling curves show almost a linear incregsin

trend with slightly different slopes. In this regiathe wall superheat increases when
going to higher mass fluxes at a constant heat flins implies higher heat transfer

efficiency at lower mass fluxes. On the other hamden heat fluxes increase above

Oh.ee > 300 W/cn?, the trend is reversed, and departures from thia tnend are

observed, for low to medium mass fluxes 280< G < 60C kg/nfs. The departing
curves have a smaller slope on the chart, whicicanels less heat transfer for a given
wall superheat; therefore the heat transfer efiyeis expected to decrease
compared with the main trend. The slope will camtino decrease until reaches CHF
conditions. As shown in the figure, the heat fl@atuwes where the CHF was obtained
are shown with the black arrow, denoting a largaperature jump for a small

increase in heat flux.
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Figure 6-5 Boiling curves for FFMHS Surface #17 for (a) 200 < G <600 kgfm

and (b) 700 < G < 1400 kg/As
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For medium to high mass fluxes and heat fluxesGof 600 kg/nfs and
Ok > 600 W/cnT, the boiling curves are almost overlapped anceimse in a linear

fashion. In contrast to the low mass flux cases,@HF condition here is achieved

along the straight overlapping part of the boilogve and does not show an early

performance degradation. The maximum achievable fea was q,.=1.23

kW/cn¥ corresponding to a wall superheat/F,., = 56.2 °C.

sat

For the same set of data, the heat transfer ceaffebased on heat sink base
area versus base heat flux variation are giverigar€ 6-6 (a). This classification is
more convenient for heat sink designers since dfiailons are based on the targeted
cooling area and are not dependent on enhancedparameters such as channel
aspect ratio or fin efficiency. Figure 6-6 (b) stsothie heat transfer coefficients based
on wet channel area versus outlet quality. Thisnd&fn is useful in comparing the
hydraulic and thermal performance of different matrannel geometries of
microgrooved surfaces. It is important to note thiase two graphs are not
independent because for a fixed heat flux and rflasghere exists only one outlet
guality. In other words, for a constant mass flage; to change the outlet equilibrium
guality the heat flux needs to be changed andwecsa.

As shown in Figure 6-6 (a), at mass fluxes beldw 500 kg/nfs the heat
transfer coefficient curves show a bell-like cumstarting with initially increasing
trend and then decreasing gradually until the CEe¢urs. Here, the increase in heat
transfer coefficients for all mass fluxes has ailainslope, while the decreasing trend
is more dependent on mass flux. The increase irs fhas decreases the slope of the

decreasing part of the curve, indicating an impnoaet in heat transfer and less
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severe performance degradation. The maximum peahkt pemains between

190,000< h,, < 200,00 W/mPK and shifts towards higher heat fluxes with

increasing mass flux. It is interesting to notarir&igure 6-6 (b) that the maximum

heat transfer coefficients at these flow rates reraémost constant ak,, ~0.15.

Here the steep increasing trend of heat transfefficents may suggest a flow
regime mostly dominated by nucleate boiling whiglaifunction of surface heat flux.
The decreasing trend observed after the maximumbmaaie result of local dryouts
which become less severe as the mass flux increases
For heat transfer coefficients obtained for higheass fluxes ofG > 500

kg/nfs, the trend is shifted as seen in Figure 6-6Ag)the mass flux increases, the
peak previously seen at lower mass fluxes furtterehses and diminishes after
G=1000 kg/nis. At the same time, the previously decreasingltierlso eliminated,
and for high mass fluxes, both effects create a ¢lat monotonically increasing
trend. More interestingly, all curves collapse gédtther, forming a single line on the
graph. This trend may suggest a convective boiliogtinated heat transfer regime
since the heat transfer coefficients are slighdpahdent on heat flux but are more
dependent on outlet quality and mass flux (Figu6e(B)). Another observation that
results from these graphs is the trend of heastearcoefficient before reaching CHF.
For low mass fluxes and the bell curve-like trehd CHF always occurs when the
heat transfer coefficients have a decreasing tr&mdthe other hand, at high mass
fluxes, the boiling crisis phenomenon occurs ondhese shown in Figure 6-6 (a)
where all the heat transfer coefficients are oypgdal and have a slightly increasing

trend.
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Figure 6-6. (a) Heat transfer coefficient based on base area versus basat flux

(b)

and (b) heat transfer coefficient based on wetted area versus outletaity for

FFMHS Surface #17
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Figure 6-7. Pressure drop values versus outlet quality for FFMHS Surfac#17

The pressure drop variation versus outlet equilriquality are shown in
Figure 6-7. As expected, the pressure drop of #MHFS is a function of both mass
flux and outlet quality. For a constant mass flthe pressure drop values show an
exponential-like increase at low outlet qualityued and a linear trend at higher
outlet qualities. At the lowest tested mass fluxGsf200 kg/ms the system pressure
drop reads less than 10 kPa, corresponding toueasiah temperature change of less
than 1.5°C. On the other hand, when the system swvatkhigh mass fluxes the
saturation temperature change can be significastshould be carefully considered
in the design stages. A very large saturation teatpee difference can increase the
surface temperature non-uniformity of the heat $iake. For example, for G=1400
kg/ms the maximum pressure drop was 60.4 kPa, whiatesponds to a saturation

temperature variation of 7.8 °C.
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6.4.2.Surface #12

The second set of experimental tests was perfoondeFMHS microgrooved
Surface #12. As shown in Table 2-1, all testedas@d$ had similar microchannel
heights and had the same fin-thickness-to-micraoblawidth ratio of 2. The fin
thickness and microchannel width of Surface #12ewadout 1.5 times larger than
those of Surface #17, which decreased the activarmed surface area created by the
microgrooved surface. To protect the heater assembl CHF tests were performed
for this set of data. The wall superheat was kefuiv 45 °C for all tests.

For Surface #12, boiling curves for the tested nflages are shown in Figure
6-8. For a given mass flux, the general trendéseiased wall superheat with increase
in heat flux. At heat fluxes below 300 W/ethe boiling curves show little deviation,
and for a constant heat flux, slightly higher waliperheats are achieved at higher
mass fluxes. Above 300 W/érthe curves come closer again, and starting witkefo
mass fluxes, separation from the trend occurs. Eache departs from the main
trend, making a smaller slope on the boiling curusdicating performance

degradation, which will eventually lead to CHF ciieeshs. The maximum heat flux
achievable for this data set wgs,, = 666.7W/m’ corresponding to a wall superheat

of 43.8 °C.
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Figure 6-8. Boiling curves for FFMHS Surface #12

The heat transfer coefficients defined for the basea and for the wet
microchannel area are given in Figure 6-9 (a) dndHKirst, for the tested mass flux
range, all heat transfer coefficient curves shasinalar trend. As seen in Figure 6-9
(a), the general trend of heat transfer coefficgenth increase in base heat flux is a
gradual increase until a mild decrease begins. clirees have very similar slopes,
and heat transfer coefficient values do not devimateh from each other. Also, the
heat transfer maximum points observed for Surfacé that occurred at low outlet

gualities were not so distinguished here.
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Figure 6-9. Heat transfer coefficient based on base area versus base haat fl
and (b) heat transfer coefficient based on wetted area versus outletaity for
FFMHS Surface #12
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The heat transfer coefficients versus outlet qualitrves shown in Figure 6-9
(b) indicate that the heat transfer coefficientvegrare almost similar in trend but
start to shift to higher values when going to higheass fluxes. For example, the
corresponding heat transfer coefficient at qualftt0% for G=300 kg/ffs is 23,000
W/m?K, while increasing the mass flux to G=1200 kggrat the same outlet quality
generates a heat transfer coefficient of h=30,000%. This may be the result of an
increase in convective boiling due to the increimsgapor velocity. The effect of
velocity increase is more pronounced in pressuo@ durves given in Figure 6-10.
Interestingly, the curves tend to show an almaosdr trend with increase in outlet

quality. Also, as expected, the slope of the cunareases as the mass fluxes

increase.
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Figure 6-10. Pressure drop values versus outlet quality for FFMHS Stace #12
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6.4.3.Surface #C

The last FFMHS that was tested experimentallyagdimicrogrooved Surface
#C, which is the surface with the highest chanisgkat ratio and smallest channel
width. As seen in Table 2-1, the channel width &ndhickness for Surface #C is
about twice as small as that for Surface #17 arektimes smaller than Surface #12.
The corresponding boiling curve for the tested nfass range is given in Figure
6-11. For low to medium base heat fluxes, lessréigae is needed at low mass fluxes
to achieve the same heat flux. In other wordshigk mass flux values in this region
are shifted to the right on boiling curve, whiclpnesents a decrease in heat transfer
efficiency. By increasing the heat flux to highedues, two trends are visible. First,
the boiling curves will start to come closer anceraually overlap at high mass
fluxes. This trend is similar to the results obéairfor FFMHS utilizing Surface #17
at high mass fluxes and Surface #12 at all majossnfauxes. The second trend
departs from this trend starting from lower massdk. The departing curves have a
lower slope, indicating higher wall superheat fesd base heat flux. Although no
CHF tests were performed for the current case,déx@ease in curve slope may
indicate CHF conditions were aproached. The maxirbase heat flux achieved with
this configuration wasg,,..=926 W/cnt, which was obtained for a mass flux of
G=600 kg/ms at a wall superheat of 41.4 °C. It should beddtewever, that higher
heat fluxes are expected to be achieved with higress fluxes. All tests performed
for mass fluxes exceeding G=600 k@nwere stopped before reaching a pressure

drop value of about DP=60 kPa to protect the pressansducer.
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The heat transfer coefficients are given in FigghE2 (a) and (b) versus base
heat flux and outlet quality values, respectiveMgain, two different trends are
present. For most of the tested mass fluxes thettaesfer coefficients show a bell-
like shape with a sharp increase at lower heate#itand then a decreasing trend after
reaching a maximum. The maximum heat transfer asme with increasing mass
flux until G=500 kg/mis and then starts to decrease for higher massstikee
monotonic decrease in heat transfer coefficient mgyresent a partial dryout
condition in the microgrooves which deteriorates treat transfer efficiency. The
second trend is visible at the highest mass flugs1000 kg/rfis. With the increase
in mass flux, the maximum point of the bell shapetve decreases and at the highest
tested mass fluxes it is not present anymore. Héee heat transfer coefficients
increase slowly with increase of heat flux, similar heat transfer coefficients

obtained for Surface #12.
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Figure 6-11. Boiling curves for FFMHS Surface #C
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Figure 6-12. Heat transfer coefficient based on base area versus base haat fl
and (b) heat transfer coefficient based on wetted area versus outletaity for
FFMHS Surface #C
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The pressure drop values are shown in Figure 6Slilar to previous
geometries, pressure drop curves exhibit a limeadtat high outlet qualities, and the
pressure drop increases with an increase in massafhid outlet quality. Due to
smaller hydraulic diameter, pressure drops for &ef#C is significantly higher
compared to other microgrooved surfaces at sirolglet qualities and mass fluxes.
One important observation is that the highest heanhsfer coefficients that
technology currently provides, registered at lonssnluxes between G=300 kg/m

and G=500 kg/ffs can be obtained with moderate pressure drogsstthan 15 kPa.
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Figure 6-13. Pressure drop values versus outlet quality for FFMHS Suate #C

6.5. Comparison of Experimental Data with Convective Satrated

Boiling Correlations

The experimental data presented in the previousosecevealed different

trends of heat transfer coefficient for differeneéah fluxes, mass fluxes and
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microgrooved surface geometries. For small hydcauliameter microchannels
(Surface #C) at low to medium mass fluxes the traasfer coefficients start to rise
rapidly with increase in heat flux and outlet gtyalOnce the maximum heat transfer
coefficients are reached, they start to drop skaapl the heat flux increases. The
difference in heat transfer degradation is sigaiiic The maximum wall heat transfer

coefficients present at outlet qualities betwéér: x , < 20% can drop from 50,000
W/m?K below to 15,000 W/AK for outlet qualities higher thar,,, >50%. At higher

mass fluxes, the increase in mass flux decreasadréimatic variation in heat transfer
coefficients by lowering down the maximum point ammdating a increasing trend at
high heat fluxes. If the hydraulic diameter of thecrogrooved surface is increased
about four times (Surface #12), a different heatgfer trend is present. For most of
the experimentally tested data, the heat trandfaracteristics are similar, with
slightly increasing trend with increase in heafland slightly dependent on mass
flux. No maximum peaks and no sharp increase/dseseare present in this case.
Heat transfer coefficients are generally lower cared with the maximum points
observed for microgrooved Surface #C but highen tha minimum values at the end
of the decreasing trend of Surface #C. For annmeliate microgrooved Surface #17,
having microchannels with hydraulic diameters twase large as Surface #C and
twice as small as Surface #12, both heat transfads$ are visible. At low mass and
heat fluxes the curves have a bell shape with leisitaximums and sharp increase
and decrease in heat transfer coefficient, whilta wicrease in mass and heat fluxes
the trend shifts to an almost monotonically slightrease in heat transfer

coefficients. This trend suggests that the heatsfeat characteristics for different
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microgrooved surfaces, mass fluxes and heat flaxag be controlled by different
heat transfer mechanisms.

The first step in analyzing the possible heat feangend and heat transfer
characteristic of FFMHS was to compare the curexgerimental data with heat
transfer correlations. Since no appropriate caicela were available to predict the
two-phase heat transfer in FFMHS, five differentreations developed for saturated
flow boiling were tested for this purpose. The stdd correlations were developed
by (J. C. Chen, 1966), (Kandlikar, 1990), (Tran, nitfaganss, & France, 1996),
(Lazarek & Black, 1982) and (Warrier, Dhir, & Monmend2002) and they will be
discussed in next section. All of these correlatiamre proposed to predict saturated
flow boiling heat transfer and they are developede used with refrigerants. The
objective of this part of the study was to compiiae heat transfer trend of current
experimental data with correlations developed f@ight channels and to analyze the
resulting trends.

Since the convective flow in a FFMHS can be coupl@tt several complex
phenomena such as flow turns, secondary flows mpihgement effects, an exact
prediction of two-phase heat transfer may not besipte. In order to be able to use
the selected heat transfer correlations in thig,cas assumption needs to be made.
Here, the flow in the FFMHS shown in Figure 6-13 (&s assumed to be as in a
straight microchannel similar to the schematic shamvFigure 6-14 (b). With this
assumption, the selected correlations can be eagplied without any complexity.

However, the validity and error generation of gésumption need to be evaluated.
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:

(a) (b)
Figure 6-14. Flow schematic in (a) an FFMHS (b) a straight microcharel

The convective boiling heat transfer correlatiorsevdeveloped based on the
heat transfer mechanisms that authors believea tominant in their experimental
data. For example, Chen correlation uses the corafepddition of heat transfer
coefficient of macroscopic convection and the nscapic nucleate boiling. The
Kandlikar correlation predicts local heat transfeefficients on the basis that the heat
transfer is dominated by either nucleate boilingconvective boiling. The Tran,
Lazatek and Black and Warrier correlations wereetigped for nucleate boiling-
dominant heat transfer. In the nucleate boiling-thamt heat transfer regime, the
convection effects are less pronounced, and mdsedieat is removed by the bubble
growth and ebullition process. On the other handhé convective boiling-dominant
regime the bubble nucleation is suppressed and ibeamoved mainly by liquid
convection and thin film evaporation. Therefore,asguming a well distributed flow
in FFMHS, the convective effects of flow turningcendary flows and impingement
can be less effective in the nucleate boiling-d@mirregime. The convective heat
transfer regime is usually modeled by including lijaid single-phase heat transfer

coefficient and multiplying it with a correctiondir (J. C. Chen, 1966), (Kandlikar,
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1990). For capturing the effects of single phasevective part, the heat transfer in
both FFMHS and straight microchannel design wesgete and compared. The

effective heat transfer ratio between an FFMHS astraight microchannel defined

as Pecws was plotted against channel mass flux in Figurgs6for all three
C

microgrooved surfaces. As seen in the figure, $witg from an FFMHS to a straight
microchannel flow with same dimensions can eithena@ce or reduce the heat
transfer coefficient depending on microchannel getoyn and flow condition.
However, even at extreme conditions, the additiaoalvective effects incorporated
by the FFMHS did not exceed *40% difference. Orother words, both flow
configurations can give similar convective heahsfar performances at high mass
fluxes for Surface #C, at medium mass fluxes faféde #17, and at low mass fluxes
for Surface #12. Therefore, it may be concluded ahsimilar difference in the same
order can be expected from the heat transfer @biwak that incorporate single-phase
convective heat transfer coefficients.

For the correlations that predict local heat transfoefficient h,, vapor
quality distribution needs to be known. For thisrgmse, the microchannel was
divided into ten equal division channels, and bsuasng equal heat flux on fins and
microchannel bottom, the quality in each divisibiaignel was averaged between inlet
and outlet. The average heat transfer coefficieah twas calculated by integrating

the local heat transfer coefficients based on Iqaality as:

h= jox‘“‘ h, dx (6-25)
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Figure 6-15. Heat transfer coefficient comparison for single-phase convae
heat transfer for selected microgrooved surfaces

6.5.1.Chen correlation

The Chen correlation (J. C. Chen, 1966) is fornedldiased on additive heat
transfer coefficients of macroscopic component Itegu from convective heat
transfer and the microscopic component, which taglese during the bubble
nucleation and growth process. It was developegredict saturated flow boiling in

conventional channels with no liquid deficiencydahe applicable quality and heat
flux ranges were defined a6 < x< 71% and 6.2<q < 240C kW/n?. The two-
phase heat transfer coefficient is calculated as:

h = Eh,+ Sh, (6-26)

The macroscopic component is defined as a modiitds—Boelter correlation as:

190



n, =002 Re)"’( R)**F & o0

The coefficient F represents the ratios of the pwase Reynolds number to the liquid

Reynolds number and is defined as:

1 ,i< 0.1

tt

F= . . (6-28)

t t

where Martinelli parameter is based on turbulerilent flow:

X, :(]___one(&] | (ﬂ] | (6-29)
X pl :uv

The microscopic heat transfer component is caledlas:

k|0.79 0.45p 0.49
hnb=0.0012{ L A A}ATO'Z“APOJSS (6-30)

0.5, 0.29, 0.24 _ 0.2 sat sat
o lul Ehv pv

where AT, =T,—- T, and AP,

sat sat =

P

sat

(T,)— P. The coefficient S is the nucleate

boiling suppression factor and is correlated as:

S:[1+(2.56 10°)( Re F1-25)1'”} (6-31)

6.5.2.Kandlikar correlation

Kandlikar correlation (Kandlikar, 1990) was oridiya developed for
saturated convective boiling in conventional chémrfer water, refrigerants and
cryogenic fluids. The correlation was validated cassfully for a range of
experimental data obtained from different publwasi. The correlation predicted the

heat transfer coefficient well for a range of ddta mass fluxes between
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50< G < 458€ kg/nts, channel hydraulic diameter betwe@r210< D, < 2.2¢ mm
and heat fluxes betweeh< g’ < 600 kW/m* (Kandlikar & Steinke, 2003),(Peters &
Kandlikar, 2007). However it should be noted theg torrelation was not validated
for microchannels with hydraulic diameter less tH&)0 microns with wall heat
fluxes exceeding 1000 kW/m

The Kandlikar correlation calculated the two-phagat transfer coefficient
differently for nucleate boiling dominant flow armdnvective boiling dominant flow

and suggested taking the maximum value as theldwaatransfer coefficient:

h, = max(h,, 1) (6-32)
h,=0.668%0°*( 1+ x)*° hh,+ 105887(  ¥"° F (6-33)

and
h,=1.136C0%°(1- %) ° h,+ 667.8B87( ¢+ ¥° F Iy (6-34)

where the convection numb€o and boiling numbeBo are defined as follows:

8

Co=(p,/p) " [(1- /%] (6-35)
Bo=d'/( Gh) (6-36)
For calculation of single-phase heat transfer ociefft h, the Dittus-Boelter
equation is suggested. The coefficiéqt is the fluid-surface parameter that includes

the effect of surface tension and is defined féledent surface materials and fluids.
Kandlikar did not present the value for R245fa-aapp his list in (Kandlikar, 1990).
Since most of the refrigerant-copper couples havevahie ranging between

1.0< F, < 3.2 the value off; was selected as 1.0 for this study.

192



6.5.3.Tran correlation

Tran correlation (Tran et al., 1996) was develofeedsaturated flow boiling
in microchannels and was validated with Refrigesd®12 and R113 for rectangular
channels with hydraulic diameter of 2.4 mm. Ther@ation predicted the data for
quality of x<94% and heat flux betweeB.6< q" < 12¢ kW/n. The correlation was
developed with the concept of convective boilingepdmena being dominated by

nucleate boiling and is defined as:

~0.4
h=8.4-10 Bozwe)“(ﬂJ (6-37)
P,

where the Webber number for the liquid phase is

G°D
pPo

We =

(6-38)

6.5.4.Lazarek and Black correlation

Lazarek and Black (Lazarek & Black, 1982) testeturséed convective
boiling of R-113 in a single tube witlD, =3.15 mm for mass fluxes ranging
between125< G < 75C kg/nfs and heat flux betweebd< q" < 380 kW/m?. They

concluded that the dominant heat transfer mechawasnnucleate boiling, and based
on their data, they suggested the following coti@bato predict the two-phase heat

transfer coefficient:

h=30(Rg, )™’ Boo'”“g (6-39)
h
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6.5.5.Warrier correlation

The Warrier correlation was proposed by (Warriealet2002) to predict the
experimental data they obtained for saturated fmning of FC-84 in rectangular
channels with 0.75 mm hydraulic diameter. The erpemtal data were collected for
a mass flux betweerb57<G< 160 kg/nfs and for a heat flux range of
0<q"<59.9 kw/n. The two-phase heat transfer correlation is basethe single-
phase heat transfer coefficient multiplied by arection factor that accounts for the

effect of convective and nucleate boiling. :

h, = Eh, (6-40)
E=1.0+ 6Bd"°+ f( Bg X* (6-41)
f (Bo)=-5.3(1- 8580 (6-42)

6.5.6.Results

To test the selected heat transfer correlations, éperimental data sets at
constant mass flux were selected for each micregsurface. Each data set was
selected to represent the specific characterist@t tiansfer trend previously reported
in this chapter.

For microgrooved Surface #12, experimental datartak G=300 kg/fs and
at G=1200 kg/rfs were compared with selected correlations in Eigu8 (a) and (b).
As discussed earlier, for Surface #12 the heastearcoefficient curves have a slight
increasing trend with no visible sharp increasefise with increased mass and heat
fluxes for all range of tested data. Therefore, hieat transfer coefficients have a

similar trend for both low and high mass flux cas&slow to medium heat fluxes,
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the correlations of Warrier and Lazarek and Blaek @redict the heat transfer
coefficients better than other correlations. Thisynsuggest that for the given data
set, the heat transfer at low heat fluxes may Ipemnigent on nucleate boiling. Since
the nucleate boiling is dominant, the convectivathensfer in the microchannel, as
well as the impingement and flow turning effect® dess effective, and their
contribution to overall heat transfer coefficientaynbe low. As the heat flux
increases, heat transfer coefficients start to tidpam the heat transfer trend given
by the Warrier and Lazarek and Black correlatidrss, in turn may suggest that the
nucleate boiling heat transfer mechanism is no dondominant or that the
correlations are no longer valid. Indeed, bothhafse correlations are developed for
nucleate boiling-dominant heat transfer regime arelvalidated for heat fluxes of

Qo <38 W/cn?. Extrapolating the correlations for higher heaixéis may present

guestionable results. Another interesting obsesmats that Kandlikar correlation
seems to predict the heat transfer coefficientg anivery low heat fluxes. At higher
heat fluxes, the correlation largely over-predidieel experimental results. Hydraulic
diameters and heat fluxes of FFMHS tested in thidysare much different from the
conditions for which the correlations were validat&@he Tran correlations show a
different trend by always under-predicting the heansfer coefficients. This may be
because the coefficients of the correlation weneeldped for a database including
only two refrigerants. It looks like the correlati@ould match the trend of other
correlations if the correlation multiplier were niloell. Chen correlation most
successfully to predicted the trend of heat transtefficients at high heat fluxes.

The difference between the experimental results @hdn correlation seems to
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decrease as the heat flux increases. This in taynsaggest that at high heat fluxes,

the two-phase heat transfer characteristic couldsibglar to the conventional

channels.
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Figure 6-16. Comparison of saturated convective boiling heat transfer
correlations with experimental data of FFMHS Surface #12, (a) G=300 kg/s
and Re=100, (a) G = 1200 kg/fa and Re=400

The heat transfer prediction curves of selectedetairon in comparison with
experimental data obtained at low and high mas®$dor microgrooved Surface #C
and Surface #17 are shown in Figure 6-17 (a)-(bj &mgure 6-18 (a)-(b),
respectively. For both surfaces, at low mass flusegarticularly interesting
phenomenon is present. For the increasing trerfidrebthe heat transfer coefficients
reach the maximum point, the heat transfer coefiiis can reach high values,
surpassing almost all results predicted by heatsfea correlations. Only the
Kandlikar correlation seems to predict the valuedow heat fluxes, but later it

largely over-predicts the rest of the data. Aftee tmaximum occurs, a sudden
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decrease in the heat transfer occurs, which dezsghag experimental heat transfer
values to lower points, where all correlations gtd¢he Tran correlation over-predict
the results. This trend is present for both miavoged surfaces and cannot be
explained by the selected heat transfer correlatidiis can be the result of heat
transfer being dominated by a heat transfer meshmatiat the correlations did not
account for. A possible heat transfer mechanismtlier sharply increasing trend

could be the thin-film evaporation process. In tieat transfer mode the fluid creates
thin liquid films on the microgrooved surface finghich in turn creates very low

thermal resistance. The evaporation process of guonhfilms on large surfaces is

very effective and can significantly enhance heandfer. On the other hand, the
decreasing trend can be partial dryout, in which tlny area can increase with
increasing of heat flux. However, such mechanismsdnto be clarified by other

means.

For the high mass fluxes, all microgrooved surfgesent a similar trend. At
low heat fluxes the heat transfer coefficients eose to Warrier and Lazarek and
Black correlations, while increasing the heat fifts it to the Chen correlation. In
this region, the heat transfer is expected to bmimlated by nucleate boiling in
microchannels at low vapor qualities and later glwib fully annular flow where the

heat transfer is dictated by thin film evaporation.
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Figure 6-17. Comparison of saturated convective boiling heat transfer
correlations with experimental data of FFMHS Surface #17, (a) G=300 kg/®
and Re=70, (a) G = 1400 kg/fs and Re=320
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Figure 6-18. Comparison of saturated convective boiling heat transfer
correlations with experimental data of FFMHS Surface #C, (a) G=400 kg/fs
and Re=50, (a) G = 1000 kg/fs and Re=130
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6.6. Critical Heat Flux Results

Critical heat flux is one of the limiting factors a two-phase system that
utilizes boiling heat transfer. For a system cdtgtbby heat flux, the CHF occurs
when a slight increase in heat flux creates a larg® in surface temperature. This
effect is not desirable since it can damage batctoling system and the electronics
that have been cooled. Therefore, the design okat kink for high heat flux
components is mostly dependent on the CHF, andcateful evaluation. For
convective boiling in channels, the CHF mechanisnbélieved to result from two
different mechanisms. The first mechanism is pladigout, which can occur from
the depletion of the liquid layer at flow regime&hwhigh vapor qualities such as
annular flow. The creation of a solid-vapor integasignificantly increases the
thermal resistance and forces the surface temperapurise rapidly. The second
mechanism is departure from nucleate boiling arsinislar to the critical heat flux in
pool boiling. At very high heat fluxes, the bubbfesmed close to the heated wall
can coalesce and rapidly form larger bubbles thatform a vapor blanket that will
prevent the liquid from wetting the surface. Instltase the thermal resistance is
significantly high and heat transfer occurs agatwieen the solid surface and the
vapor in the vapor blanket.

For FFMHS, the flow in the microchannel is more gtex, and the
understanding of CHF with conventional straight refel mechanisms could be
challenging. Nevertheless, the CHF needs attenéind,the forces that can lead to
these phenomena need to be addressed. As meniio@thpter 6, the current test

setup was not designed to study CHF due to lowntakemass of heater assembly.
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However, one effort has been made to collect reddendata with one of the
microgrooved surfaces, Surface #17. The CHF data el#ained after the heat

transfer data with the selected microgrooved serfeas successfully collected.
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Figure 6-19. Critical heat flux based on wet channel area versus channel rsas
flux data obtained for Surface #17

A total of nine CHF values at different mass fluxesre experimentally
obtained and the resulting graph is shown in Figui®. The CHF values display an
increasing trend with mass flux with the decreaslogpe at higher mass fluxes. The
decreasing slope with increase in mass flux alggests that at higher mass fluxes
the outlet quality is lower due to less vapor gatien. For example, at the lowest
mass flux of G=200 kg/fs the outlet quality corresponding to CHF ig=64%,
while at the higher mass flux of G=1400 kgénit drops to ¥, = 20%. The shift in
the CHF curve slope may indicate the change in tneasfer mechanism which was
observed at the middle mass fluxes (500-800 kg)inThe shift in the dominant heat

transfer mode may affect both the heat transfdopaance and the critical heat flux.
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However, additional studies need to be conductedcdoform or reject this
presumption.

An interesting observation was made during CHF datiection process and
will be explained here. The test setup includesntibeouples to measure fluid inlet
and microgrooved surface temperatures. Two inied flhermocouples are located 1
mm below the contact interface of the manifold facel microgrooved surface fin
tips (Figure 5-6 (b)). Three surface thermocouptesasure microgrooved surface
base temperature (Figure 5-8). All thermocouple anessure transducers were
connected to a data acquisition system, makingiragouiis data collection possible.
When achieving CHF condition, two major effects evg@resent. First, the surface
thermocouple read a sudden temperature jump, ysaladlve 300 °C. After sensing
the temperature jump the control system immediagblyt down the heater to protect
it from burnout. During this time, the pump wadl stinning, sending liquid to the
microgrooved surface and eventually cooling it dowlnse to the inlet liquid
temperature. The second effect was observed fet liguid thermocouple. As the
surface experienced a jump in temperature, a sifuifap in inlet fluid temperature
was also present. After the maximum, since theeneeds shut down, the inlet liquid
temperature that flows in the manifold was not oafed by the saturation
temperature at the outlet of the heat sink anymane, the temperatures started to
decrease gradually. The variations of surface at liquid temperatures with time
are given in Figure 6-20 at conditions of mass 800 kg/mi, critical heat flux of
q"wai = 72.1 W/cm and ATsupcoo= 2.6 °C. Interestingly, the temperature jumphia t

inlet fluid temperature is close to the subcoolamgount which indicates that some
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amount of vapor in the microgrooved surface oveeothe inertia effects and was
pushed back into the manifold. In this case, ewerafshort period of time, the inlet
manifold might be blocked by the vapor and the leatsfer surface can be partially
or totally dry. This in turn may create the largenperature jump that creates the CHF
conditions. The same effect was also present fgr imass fluxes, as shown in Figure
6-21 mass flux of 1200 kgfmcritical heat flux of gjan = 157.9 W/crfi andATsupcool

= 8.5 °C. The temperature jump in inlet fluid temgiare was less severe in this case,
probably due to the mixing effect of vapor and sudbed liquid or due to the low data
sampling frequency of 0.8 Hz, which might not captihe maximum peak.
Nevertheless, the increase in inlet fluid tempeeatwas present, which indicates
vapor back flow into the inlet manifold that may the main reason for CHF. While
some of the effects mentioned above were detectddrbperature measurement, a

more fundamental explanation of the initiation amelchanism of CHF in FFMHS is

needed.
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Figure 6-20. Variation of surface temperature and inlet fluid temperatire with
time at critical heat flux condition for Surface #17, G=300 kg/ffs and Qi =
72.1 Wient, AT subeool = 2.6 °C
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Figure 6-21. Variation of surface temperature and inlet fluid temperatire with
time at critical heat flux condition for Surface #17, G=1400 kg/ffs and q"wai =
1549 W/Cﬁ%, ATsubc00|: 85 OC

6.7.Performance Comparison of FFMHS with Other High Hed Flux

Cooling Technologies

As shown in previous sections, the highest critivaht flux obtained for
Surface #17 was q"=1230 W/émeasured for average wall superheat of 56.2 °C and
subcooling of 8.5 °C. The corresponding pressune dras measured as 60.3 kPa and
pumping power was calculated as 1.13 W. As a géwdesagn rule, a heat sink is
desired to perform at high heat fluxes, with lowllvgaperheat, low subcooling, low
pressure drop and low pumping power. Thereforéemihtly than single phase study,
comparing cooling technologies for two phase heaisfer mode is more challenging
due to the heat sink performance being dependentmany more parameters.
Nevertheless, a quantitative comparison can dithlade by plotting the data over the
two most important parameters. For this purposewio parameters were selected as

maximum heat flux and pumping power over coolingpacity ratio. For these
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parameters, when comparing FFMHS with cooling tetdgies previously reviewed
in Table 2-4 , the resulting graph is shown in Fegé-22. It should be noted however
that the comparison parameters were selected basetheir importance to the
objective of the study. For example, for a commaridbased on heat transfer

efficiency, one of the axes should be replaced téht transfer coefficiert.
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Figure 6-22. Thermal performance comparison of different high heat flux
cooling technologies
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The technology comparison shown in the figure tyeardicates that the
FFMHS technology can remove much higher heat fluxgls less pumping power
per cooling capacity ratio than any other inveséidacooling system. More
importantly, this feature is accomplished by a oeable wall superheat, low
subcooling and medium pressure drop. In fact, iimtisresting to see that the current
pressure drop value of FFMHS was significantly ld#san the values reported for
other technologies, although it performed at muafhdr heat fluxes. Another
important point for the comparison chart is that ta@ phase optimization was
reported for any of the heat sink designs. Fomaptn conditions, the sequence and
location of points on the graph may be significardifferent. Therefore, for next
studies of technology comparison, it is recommentdethclude and consider the

effect of optimum designs on thermal performance.

6.8.Conclusions

Three different microgrooved surfaces were expertaily tested to evaluate
the thermal performance of FFMHS'’s in single-phase two-phase heat transfer
modes. For single-phase heat transfer, the hewtféracoefficients followed a linear
trend when plotted versus mass flux on a log-laplgr Variation in mass flux and
hydraulic diameter has more impact on pressure thap heat transfer coefficients.
For two-phase heat transfer, two different andimtistheat transfer trends were
observed. At high hydraulic diameter, high mass fund high heat flux, the heat
transfer coefficients have a slowly increasing drevith increase in heat flux and
outlet quality. The heat transfer coefficients lstregime more or less follow the

Chen correlation, which was developed to prediduraged flow boiling in
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conventional channels. At low hydraulic diametéosy mass flux and low qualities
the heat transfer coefficients had a bell-like ghajth a sharp increase at low vapor
qualities until it reached the maximum peak po#itter this point heat transfer
coefficient started to decrease until the critloaat flux condition was achieved. The
heat transfer coefficients at maximum point were tighest obtained along the
experimental test range. None of the convectivdingpiheat transfer correlations
could capture this bell like trend. The valuesha intermediate hydraulic diameters
and heat and mass fluxes showed a transition relgatveeen two trends. In terms of

system performance, FFMHSs have demonstrated sived a HFC fluid, the present

heat sink configuration can cool a heat fluxcpf.. =1.23 kW/cnt with a superheat
of AT, =56.2 °C and pressure drop &P =60.3 kPa. These values also indicate

that FFMHS, with its current geometrical configimat can cool higher heat fluxes
and perform at lower pumping power levels compatmgeveral currently used and
proposed high heat flux cooling systems.

Critical heat flux was tested for a single micragred surface, Surface #17.
The results indicate that CHF values increase miiss flux while the outlet qualities
have a decreasing trend. It was determined thairvagckflow in the inlet manifold
is correlated with CHF and could be the reasoritjued supply line become clogged
and create partial or complete dryout that led FQondition. However, a more
detailed study would be necessary to support iisry.

Although the experimental results revealed someoitapt aspects of heat

transfer characteristics and CHF in FFMHS, the dami mechanisms are still not
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well understood. Therefore, a visualization stugijch will be discussed in next

chapter, was performed.

207



CHAPTER 7: VISUALIZATION STUDY

The visualization study was conducted to improvdeustanding of the two-
phase heat transfer mechanism in FFMHS. The viatan test section was
designed as a cross-section of a single elemdffEldHS with visual access and with
the most realistic recreation of the heat trangfecess. The visualization test section
design and the test procedure are described irchiagter. The visualization results
are explained with close reference as possiblewtmphase experimental results

presented in the previous chapter.

7.1.Introduction to Visualization Study

The FFMHS two phase heat transfer results present&€hapter 6 revealed
several heat transfer trends that are differemhftibe conventional micro-and mini-
channels and which did not follow the trend of &lde saturated boiling heat
transfer correlations. In particular CHF mechanantwo-phase flow in FFMHS is a
challenge to understand and needs to be invedligaige fundamentally. This
visualization study was conducted to address tlssses and to determine the flow
regimes that are present in force-fed microchariloel and dominate the heat
transfer mechanism. However, such a visualizatidndys possesses several
challenges.

First of all, the flow pass in FFMHS is not as gjind as in traditional
microchannels and incorporates several turns andsbthat require the flow to be

distributed in a 3D space. In traditional microahals, the flow often enters the
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microchannel from one side, flows all the way te #nd, and exits. In other words,
the direction of velocity vectors at the inlet, tile channel and at the outlet is
generally the same. In this configuration the buttof the heat sink is flat and is
attached to the heat source, and a transparent seaks the top of the microchannel
fins. Such design readily allows for visualizatioh two-phase flow in traditional
microchannels and several publications explain @taitl the test procedure. In
FFMHS, this setup is not usually possible due ttesence of the inlet and outlet
feed channels that feed the microchannels fromtajp@nd require additional vertical
spacing. This generally interferes with the optigaitations associated with the lens
of the high-speed camera, since the camera caneopléced close to the
microchannel. Another limitation with this configtion is that looking from the top,
the flow under the feed channels is not easy toalise, due to the large amount of
liquid in the feed channels. This is a major drasibaince the part of the
microchannel between the inlet and outlet feed wbBnwhere the flow is straight
occupies less than 60% of the total heat transéz. & he rest of the area is under the
inlet and outlet feed channels. Also, the high espatio of microgrooves would
make flow visualization from the top of microgroowery difficult.

While the visualization of the actual heat sink wex feasible due to the
complexities mentioned above, one potential saluti@s to select one or a few unit
cells and visualize the two-phase phenomena far ghrticular configuration. This
approach would be similar to the selection of thé oell computational domain in
the single-phase study (Figure 3-1). In this casevisualization could take place on

the fin surface of the microchannel by eliminatioge side of the heated
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microchannel surface and replacing it with the gpament cover. This configuration
would also allow the formation of inlet and outfeed channels on the same plane
with the microchannel fins. However, this configioa could generate results based
on only one heated surface, provided the transpacaer were not heated by other
means.

Finally, although selecting and testing a singlét aell appears to be an
effective method, the main challenge arises froenfliw control and energy balance

of the short channel test section. For exampleylsitimg a single unit cell of Surface
#17 for a base heat flux af,,.,=1000 W/cnt at a mass flux 06=1000 kg/ms

requires a heat input of 0.47 W and a mass floe/ 0&t0.02 gr/s. These values are
very small, and control of heat input for such ceseld be very challenging because
of uncertainty associated with heat losses andsgaam various sources that cannot
be controlled during experimental tests.

Based on the above discussion, the most practbatian for the current case
was to select and scale up two of the unit charcwisected to a common inlet. All
geometrical dimensions were scaled up by a fadtéwe for the current study. The
scaling of the heated area and flow area will tasuheat fluxes and mass flow rates
that can be practically controlled and monitorelde Trade-off of this scaling process
could be the decreasing effect of hydraulic diameted variation of other forces
dependent on geometry. Unfortunately, to the begteoauthor’'s knowledge, there is
no publication that presents a similar techniquecessfully applied to a comparable
two-phase flow visualization case. The approacthis study was to capture mainly

the possible two-phase flow patterns and CHF masimenthat can explain the
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experimental data presented in previous chaptegreftre, the visualization study
should not be considered as a perfect solutionesgmting alignment between a
prototype and model, but rather as an effort toeustdnd to the extent possible the
heat transfer mechanisms in the special configuradt hand based on parametrical

studies of significance in a real-scale FFMHS.

7.2.Visualization Test Section

In order to perform the visualization tests a wsttion was designed and
fabricated. The schematic of the test section dslyeisishown in Figure 7-1 (a) and
(b) for front and back isometric views, while thepded view of test section
components is given in Figure 7-2. The technicawilngs and dimensions of all
components are given in Appendix A. The test sacti@s built around a base
machined from brass and later nickel-plated. Theel®as a liquid inlet port and a
vapor-liquid mixture outlet port, both with conniects from the back side. The third
opening on the base was a 2.42 mm x 7.75 mm radtanigole, which was used to
insert and install the heat conductor. The arearardhis opening was machined in
order to decrease the base thickness and redudetéinal heat losses. On the front
side, the base has a 0.8 mm high and 2.2 mm-widehgeal groove where an O-ring
was placed. The test section was sealed with sgemant glass cover of 12.5 mm
height compressed over the test section base. Teltedb aluminum frames
sandwiched the test section and produced the ferpéred for compression.

The heat to the system was provided through thé d¢waductor. The heat
conductor was a copper element machined in a Teshajph a larger area on the

bottom and a smaller area faced to the top. Thefdop is the test surface and
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simulated the microchannel fin and had same dimessas the base opening (2.42
mm x 7.75 mm). It was inserted in the base opemiity the face plane 0.40 mm
above the test section face plane, and the twegpia@re soldered altogether. The
larger area of the conductor had a 10 mm x 10 neaa and was also soldered to a 9.5
mm x 9.5 mm thin film resistive heater that prowldéhe heat used in the

experiments.

50 mmr
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Figure 7-1. Schematic of visualization test section (a) front isometrigew (b)
back isometric view

Two layers of PTFE Teflon sheeting were used fowflistribution and the
gap adjustment between the top of the heat condantbthe glass cover. For the first
layer, Teflon Layer #1, parts were cut out of el to form the inlet and outlet feed

channels. This layer conducted the inlet fluid aggnirom the inlet port located on
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the test section base to the test surface of thedonductor, which was the area of
interest. The generated vapor-liquid mixture irs thart was connected to the outlet
port by two larger outlet feed channels formed ba same Teflon sheet. The
thickness of this component was gt and was the same as the height of the test
surface. The second Teflon sheet, Teflon Layerw#s used to increase the gap
between the test surface and the glass cover andi@lprovide thermal insulation.
Two different layers with different thicknesses wersed in this study: a thin layer
with thickness of 7Qum and a thicker layer with thickness of 22&. Combining
each of these layers with the rest of the tesi@ecesulted in test surfaces with gaps

of 70 um and 225um, respectively.
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Figure 7-2. Exploded view of visualization test section components

The final configuration of the test surface is show Figure 7-4. The inlet
feed channel provided the liquid, which was fordet the test surface where it
experienced an area contraction at the inlet regionthe test surface, the fluid was
heated by the surface, thus initiating convectio#iny flow. The flow was separated
in to streams, each leading to an opposite owtkst thannel. The flow experienced

an area expansion at the entrance to the outletcfegnnels.
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The visualization test section was integrated & tést loop used previously
for system performance tests (Figure 5-2). Heretélse chamber was replaced with
the visualization test section. A high-speed camapured the flow patterns and the
two-phase phenomena along the test surface. Arpidiuthe test setup showing the
high-speed camera and test section is shown irrd=igr8. The camera was able to
capture 15,000 frames per second with a resolubibr256 x 128 pixels. This
resolution captured one turn completely and halthaf second turn, as shown in
Figure 7-4. Since the flow was symmetric, only doen was analyzed and, the

second turn was assumed to have a similar floveatunless otherwise specified.

Figure 7-3. Picture of the visualization test section
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Figure 7-4. Test surface and area of interest for the visualization study
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7.3.Heat Loss Calculations and Data Reduction

The heat supplied to the test section was genetiateh the resistive heater
soldered to the heat conductor. While the primdnjedive of the heat conductor was
to transfer this heat to the working fluid along tiest surface, some part of it was
transferred to the ambient through parasitic hessds. Therefore, the heat losses
needed to be evaluated to determine the amouneaff thansferred directly to the
fluid. The test section was equipped with thermdesi located at the inlet and outlet
ports. Two thermocouple at the inlet port)(fheasured the inlet fluid temperature,
while two thermocouples at the outlet port)(ineasured the two-phase vapor-liquid
mixture saturation temperature. Another thermoo®jl) was located in the heat
conductor, 0.5 mm below the test surface (Figus(@)).

To evaluate the heat transferred directly to th&lfh, , the heat gains/losses
had to be evaluated first. The heat generated éyé¢later was conducted to the heat
conductor and flowed in the direction of the tasface (Figure 7-5 (a)). The surface
of the heat conductor was not insulated, and tbeze$§ome part of the heat was
transferred to ambient by convection and radiafiqq). The second source of heat
loss was the heat conduction through the base ialat€he interface between the
heat conductor and opening on the test sectionwaseightly fit and later filled with
solder. Some part of heat was conducted throughriterface to the test section base
(q,). Beside heat losses, heat gains also neededdmnise&lered. The major source of

heat gain ,) was the radiation from the lighting source thaswnecessary to

capture successful images.
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Figure 7-5. (a) Heat conduction paths in the test set section, (b) Locatiof
thermocouples
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Controlling the heat gains and losses was not ipedctherefore, the net heat
q, transferred to the fluid was calculated based eat tbalance performed for
preliminary single-phase tests. The approach isedasn single-phase data,
calculating the total heat losses at various sartamperatures ofsTThen the heat
losses in the two-phase heat transfer mode canstimaged based on the same
surface temperature. In the single-phase heatféramode, for any givenglsurface

temperature, the total heat loss can be calcuésed
D o =qi_P:iECP( a_T_;:' (7-1)
where # is the measured mass flow rate,is the specific heafl, is the average

inlet temperature and], is the outlet fluid temperature. The resultingadait different

surface temperatures for gaps of (ffd and 225um are given in Figure 7-6 and

Figure 7-7, respectively.
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Figure 7-6. Calculated total heat losses for the test surface with a gap of it
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Figure 7-7. Calculated total heat losses for the test surface with a gap of 328

The dependence of heat loss on the surface terapemgj, = f (T,), was

correlated using a linear approximation as showthénfigures. For two phase tests,

the heat transferred to the fluid was calculated as

Ui = 4 — Qpss

(7-2)

The single-phase heat transfer was calculated basetie temperature difference

between the inlet liquid temperature and saturatebt temperatures. The tests were

performed by setting the flow rate to a constatievaand increasing the heat flux

regularly. For each heat flux value, after the eyysteached steady state, the high-

speed camera was used to collect the visualizatioleos. A summary of

experimental tests performed in this study isdisteTable 7-1.
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Table 7-1. Summary of parameters used for visualization tests

Gap Mass Flux Nominal Heat T; To Ts
Mass Flux Flux
[um] [kg/m“s] [kg/m“s] [W/em? [°C] [°C] [°C]
225 199 200 3.1 29.3 32.6 37.7
225 196 200 4.6 29.3 33.5 39.1
225 196 200 9.3 31.6 36.0 42.9
225 198 200 155 32.1 36.5 45.1
225 198 200 23.9 32.6 36.7 47.8
225 188 200 32.8 33.0 36.9 49.8
225 193 200 46.2 33.3 37.1 52.9
225 193 200 88.9 29.6 31.7 59.2
225 195 200 103.0 30.1 31.9 67.7
70 242 240 9.8 26.8 34.0 37.9
70 239 240 13.4 26.5 34.1 39.7
70 246 240 15.1 26.7 34.2 40.9
70 245 240 18.2 26.9 34.4 42.6
70 241 240 40.9 26.0 35.1 52.9
70 784 780 17.7 26.5 29.7 39.7
70 794 780 24.1 27.1 34.1 43.6
70 793 780 31.8 27.4 34.6 46.1
70 791 780 46.7 27.8 35.1 50.4
70 786 780 61.9 28.1 35.1 54.1
70 794 780 81.4 28.2 35.1 57.7
70 789 780 92.0 28.4 35.0 60.5

7.4.Visualization Results for Gap of 225um and G=200 kg/nis

Before presenting the two-phase visualization tesiilis useful to determine
the single-phase velocity field and static pressdistribution for the given
conditions. As shown in Figure 7-8, in single-ph#se flow is dominated by inertia
forces, which push the liquid from the entrance ddw the bottom of the channel.
Close to the bottom, the flow impinges and creatbggh pressure zone, makes a 90°
turn, flows in the straight microchannel part, &alves the test section after making
the second turn at the exit. Due to the sharp rolahé&nd test surface corners, a low-

velocity recirculation zone is formed on the toptpkeaving the high-velocity stream
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close to the bottom of the channel. Another intargsobservation is the high
velocity concentration after the second turn, closthe exit to the feed channel. Due
to centrifugal forces, the flow tends to move te #ide of the feed channel, creating
an area with higher velocities. This flow stratifiion implies that the centrifugal

forces can be important for flow distribution ag¢ thutlet of the channel.
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Figure 7-8. Single-phase velocity vectors and static pressure diftmtion in test
section for 225um gap and G=200 kg/rfis mass flux

The two-phase flow patterns and regimes observihdatitfluxes ranging from
3.1-9.3 W/cr are shown in Figure 7-9 (a)-(c). At low heat flaxawo different flow
regimes are present: large vapor slug and bubbly. flThe large vapor slugs are
present directly under the manifolds and closeh#oinlet feed channel. These large
slugs have a transient behavior, resulting fronréoerculation zone in the flow field,
which creates a low-velocity, high superheatedamghat favors early nucleation.
The bubbles in this region rapidly grow and colaps form larger bubbles and
eventually one major vapor slug. The rotationaiflieeld around the large slug also

traps the small bubbles in the main flow, closeth® bottom of the channel. The
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slugs grow continuously, and once they grow langeugh they are swept away by
the inertia of the main flow, and a new cycle afgstlevelopment starts in the same
region. The second flow regime observed was thélgdtow in the main flow with
nucleation sites closer to the end of the test mblaibefore the outlet channel. This is
because the highest wall superheat in the regiolose the end of the channel, where
the liquid received sufficient heat though the vehiting the flow along the channel.
Increasing the heat flux to higher levels (Figur® Tb)-(c)) has several
impacts on flow regimes. First, superheat of wall &quid increase due to increased
heat transfer, which shifts nucleation towardslitpgid inlet. The small bubbles are
carried away by the main stream while they incraaseize gradually. Once the
density of relatively large bubbles is high enoutjey will start to coalesce to form a
slug flow with very large vapor slugs separatedtig liquid columns. In addition,
the bubble growth and expansion due to the vapoergéon process also affects the
flow field in the channel. The large vapor slugeviously present at low heat fluxes
become less evident and have a smaller hydraw@meter and skewed shape. This in
turn may suggest that the recirculation zones ass Isignificant, their effect
becoming negligible when the flow field is mostlpndinated by expansion and

coalescence of bubbly flow.
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Figure 7-9. Two-phase flow regimes for gap of 22bm and mass flux of G=200
kg/m?s at () q"wai= 3.1 W/ent, (b) q"wai= 4.6 Wicnf, (€) q"wai= 9.3 Wicnf

Two-phase flow patterns and regimes observed dtfheas ranging from
15.5-32.8 W/crh are shown in Figure 7-10 (a)-(c). First of alle imcreases in heat
flux shifts the initial nucleation sites closer tiee inlet region. In addition to the
nucleation sites on the test surface, startindhathieat flux of 23.8 W/cf it was

observed that a second nucleation region initiatethe interface between the inlet
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feed channel and the test surface, where the ligjeid is supplied into the test
channel. This additional bubble generation reg®rcaused by the liquid trapped
under the small region in the forward-facing ste&gwfwhere the velocity is low,
allowing the superheat to build up. This effechat expected in the actual FFMHS
where there are no such “dead zones,” but nevedhelt these conditions the initial
nucleation sites are closer to the inlet regionretiee flow regimes can be similar.
As the heat fluxes increase, the region dominatethé slug flow is shifted
closer to the center of the channel. The liquiducois between the vapor slugs
become thinner and eventually collapse to form eyweanular flow shown in Figure
7-10 (c). Also the large vapor slugs under the fioéds seem to occupy less area and
are almost compressed to the manifold wall. Ag#me, inertia created by vapor
expansion overcomes the forces creating the rdatron zone, therefore creating a
more uniform channel flow. At this point, the flawgimes starting with bubbly, then
continuing with slug flow and ending with annuléow, look similar to well known
flow regimes in conventional channels, although tifamsition between these flow
regimes seems to be strongly influenced by the t@mitow field in the channel.
Another important observation is that although flbe is inertia-dominant and the
fluid can reach to the bottom of the channel, thbbte coalescence and expansion
process creates small flow disturbances, whichatemge slightly the flow regime
transition lines. These transitions could be lésarty defined than two-phase flow in
straight channels. The reason for such fluctuatisrthe strong coupling of inertia,
bubble coalescence and expansion, and centrifogeg¢d that act on the fluid along

the channel.
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The two-phase flow patterns and regimes observedeat fluxes of 46.2
W/cn? and 88.9 W/crhare shown in Figure 7-11 (a)-(b). For high heakds the
bubbly flow regime is present only at the very oarrregion close to the inlet and it
rapidly transforms into slug flow. The slug flowgmme is also present only for a
short region, as the bubble coalescence is moeresender high heat fluxes. After

this short slug flow dominant regime, most of tirammnel resembles a wavy annular
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flow with liquid wetting most of the heat transfarea. However, it should be noted
that this annular flow regime may include smalulajchunks which are carried to the
bottom of the channel by inertia of the fluid ahe wapor expansion at inlet region.
As the heat flux reaches 88.9 Wrtinhlooks like most of the flow becomes wavy
annular, with liquid waves present on the chanra@lsvThe thickness of the liquid

waves and the liquid film under the vapor was netsureable with the equipment
used in the current experiments but it is beliei@the changing along the channel

and to be strongly dependent on geometry and flowditions.
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Figure 7-11. Two-phase flow regimes for gap of 23%m and mass flux of G=200
kg/m?s at (a) q"wai= 46.2 W/cnt (b) " wai= 88.9 W/cnf

As the heat transfer progressed to a value 103criMdn instability mode
was observed in the test channel. For this congitite pictures taken at several time

steps are shown in Figure 7-12, and the sequenegenits will be discussed here.
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First, it was observed that the inertia forces wagh and they could push a large
amount of liquid to the bottom of the channel. As tiquid was slightly stratified,
nucleation was initiated in this region and bublgtsted to grow in the liquid layer.
At this point, the bubbles were trapped in the itigiayer and could not be swept
away from the bottom channel region. The reasorthigr effect could be the high-
inertia liquid-vapor stream flowing from the topdacovering the bubbly liquid layer,
preventing it from escaping and flowing towards thelet feed channel. Another
impact on liquid layer trapping could be the cdagal forces that act differently on
the liquid and vapor phases. As the liquid-vaportore makes a sharp turn under the
inlet feed channel and at the bottom of the teahnRl, the liquid in the mixture can
be pushed on the already present liquid layer tioggadditional flow resistance to
bubbles to escape. As the bubbles are trappedeirighid layer, they are fed by
liquid evaporation and, after reaching a certame sireate sufficient momentum to
push incoming fluid and escape the trapping zort@s Tapid vapor-expanding
process happens very vigorously, such that it ssveg@y all liquid present between
bottom and outlet feed channel. Formation and esiparof this vapor blanket also
affects the incoming liquid flow by creating an ta#zde that increases the flow
resistance and slows down the liquid inlet velaocityhen the liquid input slows
down, the vapor generation decreases, which leadslecrease in pressure built and
resistance to the liquid flow, after which liquidld the channel again, starting the

second cycle.
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The period between two cycles was measured at drBumilliseconds and
the phenomenon was consistent during the videordewp time period of 0.3
seconds. Visualization at higher heat fluxes waspedormed in order to protect the
heater from the high temperatures that build orhtreg conductor element. However,
the dynamic flow instability observed at given ciiodis is believed to occur more
drastically at higher heat fluxes where the mommntenerated by the vapor blanket
can grow significantly enough to push the vaporkbato the inlet manifold and
eventually disturb the flow supply, which will leaol CHF conditions in an FFMHS

working in two-phase heat transfer mode.

7.5.Visualization Results for Gap of 70um and G=240 kg/nis

For this configuration, the velocity vectors anditist pressure distribution in
single-phase are shown in Figure 7-13 (a)-(b),eetyely. Here, the gap between the
test surface and the glass is about three time#iesmand the mass flux (G=240
kg/nfs) was kept close to the value of previous case(Bkg/nfs). Although the
mass flux values were close, the decrease in dgapedlthe flow characteristics in
this case. The high flow resistance resulting flomer hydraulic diameter created a
flow regime dominated by viscous forces. Thereftie, inertial forces in this case
are less effective and do not push the liquid dawrhe bottom of the channel.
Instead, the flow tends to bypass the channel ligwiong the path of least resistance,
which is the shortest length between the inlet @ikt feed channels. Therefore the
static pressure curves aligned more uniformly altheglongitudinal direction of the
channel, and since the flow is not impinging thisreo high-pressure zone under the

inlet manifold and close to the bottom of the clenis shown in the figure, the

230



velocities are higher at the top of the channéhenbypass zone, while at the channel
bottom velocity magnitudes have minimum values. flt\ recirculation zone at the
top of the channel and close to the inlet feed chhis also very small and appears

not to affect the uniformity of the flow significtin
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Figure 7-13. Single-phase velocity vectors and static pressure distrifoan
in test section for 70um gap and G=240 kg/rfs mass flux

The flow regimes observed at different heat fluseesging from 9.8 W/cfm—
18.2 Wi/cnf are shown in Figure 7-14 (a)-(d). At heat fluxé9®@ Wicnf the two-
phase flow regime was observed to consist of bullbly. The nucleation sites are
closer to the bottom of the channel due to slowmr felocity and larger superheat.
It was observed that the bubbles first depart ftbenheated surface and continue to
flow with the fluid stream. When moving in the fliiyithe bubbles grow due to the
evaporation sustained by superheat of the liquiterAhe bubbles grow to the size of
the gap, they start to be confined by the chanralswThis bubble confinement
effect forces the bubble to grow in lateral direct, parallel to the heated surface
plane. Heat supplied from the liquid superheat vedheated wall generates a large

amount of vapor that leads to a dynamic bubble esipa process. While the bubble
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expands in the channel it creates a thin film @il underneath the vapor core. This
thin liquid film zone results in low thermal resiste which can enhance significantly
heat transfer. As the bubble grows, the liquid film also depleting and the
accumulating vapor in the bubble further accelsréte bubble velocity. After the
bubble leaves the test area, the liquid in therapst wets the surface, and a similar
cycle is initiated again. It is important to not&t the bubble dynamics observed in
this case are different than those observed prsljidar 225um gap in terms of flow
regimes. For 22m gap the individual small bubbles grew in the iigbefore they
coalesced and formed bigger bubbles. FonmOgap, the bubble expansion is usually
the results of individual bubbles, and not a comtom of multiple bubble
coalescence.

The visualization results obtained for heat flués)”wa= 13.4 W/cm and
q"wari= 15.1 W/cnd are shown in Figure 7-14 (b) and (c), respectivAly the heat
flux increases, liquid superheat and vapor germraluring evaporation increase as
well. Therefore the bubble expansion process besanme and more vigorous, with
single bubbles pushing the flow in all directioi$he process is generally very
chaotic due to the high inertia of vapor expanswshich affects the flow field and
can alter the nucleation sites. When the heatifitiRcreased to gu= 18.2 W/cm
the forces created by bubble expansion completelyimate the inertia of the
incoming fluid and vapor back-flows into the infeed channel are observed. At this
point, the bubble expansion at regions closeredritet usually block the liquid from
rewetting the bottom area of the channel, and dadu surface remain mostly dry.

Also, the increased heat flux hastens the evaporatif the thin liquid film,
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increasing the time between initialization of driyamd rewetting. Therefore for the
given conditions, a decrease in heat transfer pagnce is expected.

When the heat flux was increased tq 2 40.9 W/cn a dynamic instability
mode was observed. The sequences of the two-plaserdgimes are shown in
Figure 7-15. The cycle starts with liquid havingthiinertia coming from the inlet
feed channel entering the almost completely drynobh The incoming liquid wets
the heated surface and the bubble expansion proutates. First the nucleation of
the small bubbles at the region close to the botbbrthe channel is initiated. The
bubbles grow until the diameter of bubbles reach gap dimension and are
geometrically confined. Then the heat transfer te bubble rapidly expands it,
pushing the fluid in all directions and slowing do¥he incoming liquid. When the
fluid flow slows down, the nucleation of the liquitbse to the inlet region is initiated
and the same bubble expansion phenomena occlgdjni@ creating a large vapor
slug that pushes the incoming liquid back intoitilet feed channel. While the inlet
liquid is blocked, the remaining liquid in the cin@h is evacuated either by
evaporation or nucleation of liquid bubbles. Afteost of the vapor is depleted in the
test channel, the resistance previously createdapygr generation is eliminated and
the incoming liquid wave starts the second cycléegeyling it into the channel. In this
case, the incoming liquid has a higher velocityntirathe case of lower heat fluxes
with no observed flow instabilities. The reasorths pressure build-up in the inlet
manifold when the mass flow rate decreases dutegdiynamic cycle. Here, the

period of each cycle was around 12 milliseconds.
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7.6.Visualization Results for Gap of 70um and G=780 kg/nis

The third set of visualization tests was performgdeeping the gap at 70n
and increasing the mass flux to G=780 KgnThe objective of these tests was to
observe the effects of mass flux on the flow reginfier same channel gap. The
single-phase velocity vectors and static pressigeitwlition in the test channel are
shown in Figure 7-16 (a) and (b), respectively.shswn in the figure, the high mass
flux has increased the inertia of the incoming iliguand the flow impinges on the
bottom of the test channel, creating a high sfatssure zone. Therefore, the current

low configuration is more inertia-dominated, anslcaus forces have less effect.
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Figure 7-16 Single-phase velocity vectors and static pressure distritoan in test
section for 70um gap and G=780 kg/rfis mass flux

The two-phase flow regimes observed for heat flweasying from quai=
17.7 W/cnf to q'war= 46.7 W/ci are shown in Figure 7-17 (a)-(d). At the low heat
flux of q"war= 17.7 W/cni the flow regime was observed to be bubbly flowe Th

bubbles were generated close to the channel aanlgtgrew as they moved along
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with the flow. However the growth of the bubblesswaot as dramatic as was
observed in the previous case with low mass fluk similar heat flux, primarily due
to the lower liquid superheat at higher mass flewes and increased flow intertia.
Another important observation is that the bubblerdéters that nucleated from the
surface are much smaller than the channel gap ofiéfbns, indicating that bubble
nucleation could occur also at smaller channel dsimms. As the heat flux increases
(Figure 7-17 (b)), the transition to bubbly flonge moves closer to the center of
the channel. As the bubbles progress in the floey grow bigger than those of the
previous heat flux due to increased liquid supdrbezated by higher heat flux and
length of flow path. Close to the exit area thelideb coalesce and form large vapor
slugs surrounded by liquid columns.

An increase in heat flux to @)= 31.8 W/cm shifts the flow regime
transition curves to the center of the channel. @munt of liquid separating big
vapor slugs in the slug flow diminishes, and a wamyular flow regime is observed
at the end of the channel. Similarly, when the lileatis set to gja= 46.7 W/cm
the flow transitions occur much closer to the imgion and the wavy annular flow
regime occupies a larger area. At this heat fluhkibe nucleation was observed at the
inlet region, similarly to the previous case at g&®225um and mass flux of 200
kg/mfs. Additionally, at this heat flux and mass fluxtieé coolant, the liquid trapped
between the face side of the heat conductor andimeayer #2 becomes sufficiently
superheated, and nucleation starts in this gapblBslcreated at this location are
usually much larger and when entering the testmélacan disturb the flow and the

flow regime transition regions. These high-volunubliles usually create disruption
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in the bubble and slug flow regimes and can semqddidroplets and slugs into the
annular flow regime.

When heat flux increases to higher values (Figwk8 71a)-(c)) the flow
regime transitions occur mostly at the narrow regitmse to the inlet to the channel,
while the frequencies and diameters of bubbles rgéed by secondary nucleation
site increase too. At the highest heat flux testeq’..= 92.0 W/cri the secondary
bubble nucleation becomes very dramatic, and th& fegime was observed to be
mostly annular with large liquid slugs spread itite channel. In the actual FFMHS
working mode the secondary nucleation sites arexypécted to be present due to the
fluid continuously wetting the entire fin surfacepesed at inlet and eliminating the
possibility of creating any dead zones. Anothereokstion is that for given test
conditions no dynamic instability mode was observéds in turn may explain why
the channel blocking phenomena discussed in pregeations is a function of mass

flux as well as heat flux and channel hydraulicwiter.
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7.7.Conclusions

Three different cases with specified gap dimensiomass fluxed and heat
fluxed were investigated by visualization meanshwiite goal of explaining the
possible two phase flow regimes and CHF mechanisiaBEMHS.

First, it was found that the two-phase flow regimaes strongly dependent on

flow characteristic. For the flow field where thessous forces are dominant, fluid
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follows the path with the least flow resistancejahhis the minimum distance under
the manifold and between inlet and outlet feed nbbm In this case, the flow does
not impinge on the bottom of the channel; theretbeevelocities in this region are
much smaller. This in turn leads to larger liquigherheats and the first nucleation
sites appear close to the bottom of the channekh®mther hand, when the flow is
inertia-dominant, the flow impinges on the charbr@tom, and the first bubbles were
observed in the recirculation zone under the méhiémd along the flow stream,
close to the exit to outlet feed channel.

Second, it was found that for the given set of fland geometrical
configurations, the dominant flow characteristic ladso a significant impact on the
heat transfer. For a viscous dominated flow, tHecies are generally small, and the
bubble expansion mechanism is dominant over thelevhbannel. Bubbles that
nucleate on the heated surface first detach andsalimmediately grow to the size of
the channel gap. At this point the bubble is cadimand starts to grow rapidly in
directions parallel to the plane of heated surfd¢e heat supplied to bubble vapor
generation is believed to be transferred from lbéhhighly superheated liquid and
from the heated surface. This dynamic processteesultwo effects in the working
characteristics of FFMHS. When the bubble expaiiderms an elongated bubble
shape with a vapor core in the center and a tiguidi film on the wall. The thin
liquid film heat transfer zones drastically increale heat transfer coefficients at
very low qualities. However, when the heat flufusgther increased, the nucleation
sites are increased, and the expansion processaltple bubbles seems to affect and

obstruct the flow path of the bubbles. This creaesore chaotic flow regime with
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flow controlled by the inertia created by multifdabble expansion. For a specific
heat flux, the bubble expansion process become viggrous, with bubbles
expanding close to the inlet region where theyibegnding vapor into the inlet feed
channel. After this point, a dynamic instabilitgwl is dominant. It was also observed
that the heated walls for these conditions are filespiently wetted and stay dry for
longer periods of time.

The phenomena described here can explain the yapicleasing/decreasing
trend observed for low to medium mass fluxes in HFAVtwo-phase experimental
tests obtained for Surface #C and Surface #17.eAs s Figure 6-4 (b) and (c), at
low mass fluxes, both surfaces present a viscousraded flow regime with no
significant impingement on the channel bottom. Eirggle bubble expansion flow
regime starts at very low qualities, and the hemisfer is enhanced mainly by the
thin liquid film formed underneath the elongatedble. Therefore, the heat transfer
coefficients have a rapidly increasing trend insthiegion. The heat transfer
coefficients increase until a point where furtherease the heat flux creates multiple
bubble expansion processes that obscure the budntidelslock the incoming liquid to
wet the dry areas. The increase in dry areas felbioy vapor back flows decrease
the system overall performance, and heat transtefficients start to drop
significantly.

For high mass fluxes, the inertia forces are dontin@nd the incoming fluid
can send the liquid down to the bottom of the clegrereating an impingement zone
with a presence of secondary maxima in static pressThe increase in mass flux

also decreases the liquid superheat, therefore aangpto low mass flux case with
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similar hydraulic diameter and heat flux, the faroeeated by bubble expansion are
less severe and the inertia of incoming fluid ighhienough to prevent large
fluctuations and vapor backflows in the inlet festthnnel. Therefore in these cases,
the flow regime is observed to be similar to thewflregimes indicated for
conventional channels. The first flow regime is lbiytflow, which shifts later to slug
flow and finally to the wavy annular flow. In thisase, the formation of large
elongated bubbles is suppressed, therefore, thettaesfer at low mass fluxes is
mainly controlled by bubble nucleation, which geigrcreates lower heat transfer
coefficients than the thin film evaporation processlier observed at lower mass
fluxes. Therefore, the general trend of heat temebefficients follows a less steep
monotonic increasing trend with no maximum peakss Tnay explain the similar
heat transfer trend shown generally at higher mtsses during FFMHS
experimental tests (Figure 6-4 (d)-(f)). When corepato saturated boiling heat
transfer correlations, the similarity of flow reg with those in conventional
channels seems to explain why heat transfer comite approach the values
predicted by Chen correlations.

Third, two instability mechanisms were observedirduvisualization tests.
The first mechanism is present when the inerti@eerare dominant over viscous
forces. As the flow regime become mostly wavy aanutucleation in a small liquid
layer in the impingement zone is blocked by higartia of incoming fluid, most
likely by the liquid that is accumulated by cenigél forces during the flow turning.
Therefore the bubbles are trapped and start to gmotiv the evaporative forces

overcome the flow inertia forces. At this pointe tbreated vapor blanket pushes the
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liquid in all directions by expanding it towardsetbutlet of test channel and creating
a disturbance in the flow. Although tests at higheat fluxes were not performed due
to the test section limitations, the phenomenaeapected to behave vigorously and
at some point to push the incoming liquid back itite inlet feed channel, creating
back flows. This effect may explain the CHF obsdri@ FFMHS at high heat and
mass fluxes where the heat transfer coefficientamasicreasing trend and the flow
regime is expected to be wavy annular. At low nfasses, where the flow field is
dominated mostly by viscous forces, the main meshaf dynamic instabilities is
observed to be a similar channel vapor blockageveyer, in this case, the blockage
of incoming liquid is created by the bubble expansprocess occurring all around
the test channel, which eventually becomes domiaant eventually sends vapor
slugs back into the inlet feed channel, creatinmuisating flow. The chaotic rapid
movement of the bubbles and the suppression ofrimmp liquid create large dry
areas, and the heat transfer coefficients in #ugon decrease. This effect can in turn
be related to the CHF condition created in FFMH®Bwatheat and mass fluxes where
the heat transfer coefficients decrease.

The vapor backflows and the dynamic two phase fiestability observed
here in form of pulsating flow, can explain the g&sing heat transfer trend resulting
from large dryout periods and flow maldistributiorhese effects are present when
the evaporative forces created during boiling of ftuid in the microchannel
overcome the inertia forces of the incoming liquid. define the flow parameters at
stable working conditions, a stability criterionshi@een developed. The parameier

given in Equation (7-3), was derived based on erap@ and inertia force balance in
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the FFMHS and the detailed derivation of this patmis given in Appendix D.
This parameter represents the ratio of liquid iaetd the vapor expansion in the
microchannel. A large number &f represents a liquid inertia dominated flow, where
the two phase flow regimes are expected to resethbfe in conventional channels
(i.e. bubbly flow, confined bubble flow, annularoW) and the heat transfer
coefficients are expected to increase slightly witlrease in heat flux.

P2, o,

c=5

B g +1 [ﬂﬂ. +ﬂ] (7-3)
g&me(wc.& m) o W o

Variation of parameteC with respect to heat experimental heat transfeffictent
for Surface #12, Surface #17 and Surface #C arersho Figure 7-19, Figure 7-20
and Figure 7-21 respectively. As shown in the ggurfor values o > 0.05 the heat
transfer coefficients have a monotonic decreasiegdt This region represents the
increasing trend of heat transfer coefficients viitbrease in heat flux at low heat
fluxes, which in turn results in hig values. At lowerC values, the evaporative
forces start to become comparable to inertia foecebsthe heat transfer coefficients
follow a decreasing trend due to backflow and dtyonachanisms mentioned before.
This transition criterion can be a useful paramigtelesign stages of FFMHS.

Fourth, for each visualization test where the flowvstabilities were not
present, it was observed that the inlet channebmegras in liquid phase for low to
medium heat fluxes, and the initiation of nucldadding was suppressed up to high
heat fluxes. This is expected since the liquid twaters the microchannel is few
degrees subcooled and the highest wall superhetdrisway from this region.

However a closer look to the nucleation incipieicéhis region can give additional
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useful information regarding the liquid superheaéiatt can be expected for

microchannels with different hydraulic diameters.
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Figure 7-19. Variation of experimental heat transfer coefficients wittstability
criteria for Surface #12
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Figure 7-20. Variation of experimental heat transfer coefficients wittstability
criteria for Surface #17
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Figure 7-21. Variation of experimental heat transfer coefficients wittstability
criteria for Surface #C
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Figure 7-22. Schematic of flow model in the inlet region for (a) Half FFMHS nit
cell (a) Flow between parallel plates with constant wall heat flux

For example, consider the inlet region shown irufgg7-22 (a). Assuming that the

fluid inertia is high, the liquid will enter fromheé top and it will flow towards the
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bottom of the channel where it will create an inggiment zone. To further simplify

the case, this region was assumed as flow betweerparallel plates as shown in

Figure 7-22 (b), with same channel widthi{wand channel length/height ¢l In

this case the flow will not create an impingemeamte, instead it will be directed out

from the bottom of the channel. Constant heat #as applied to parallel plate walls.

For this analysis, Surface #12 and Surface #C waelected since they represent the

extreme geometries in terms of hydraulic diaméter.the flow configuration shown

in Figure 7-22 (b), the local heat transfer coéfit along the inlet region for Surface

#C and Surface #12 are calculated and shown inrd-igi23 (a) and (b) respectively.

For both cases, the flow is thermally developingl due to lower hydraulic diameter,

the local heat transfer coefficients of Surfacea¥€ higher than those calculated for

Surface #12. In fact, for fully developed flow, tloeal heat transfer coefficients are

reversely proportional to hydraulic diameter; tliere they are almost three times

higher for Surface #C comparing to Surface #12.
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Figure 7-23. Local heat transfer coefficients versus non dimensionaltesince

length for (a) Surface #C, (b) Surface #12
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The wall superheat required for onset of nucleaiénlg can be calculated based on
principles given in Section 2.4.3, using Equati@28) and local heat transfer
coefficients given above. For a constant heat flilme bulk temperature can be
calculated as a function of distance from the inlet

29"z

AT, —— -
° P Wch\/i Cp (7 4)

ulk,z = i

Using Equation (7-4), the wall superheat and licgugerheat are evaluated as:

q”
ATsat, wall, z — (Tbulk .+ h_j - Tsa (7'5)
ATsat,liq, 2= ATbulk, z Tsa (7'6)

The variation of Equations (2-23), (7-5) and (7vé}h non dimensional distance
from the entrance are shown in Figure 7-24 (a) (@ydor Surface #C and Surface
#12 respectively. The blue curve represents théenmim wall superheat required to
initiate nucleation, by assuming saturated liquiet and that all size of crevices are
available on the heated surface. The red curveesepts the actual wall superheat
and the green line denotes the liquid superheat Arset of Nucleate Boiling (ONB)
will occur when the wall superheat (red curve) exiethe theoretical minimum
required wall superheat of ONB (blue curve). Defgnithe ONB location will also
determine the amount of liquid superheat at thees&nation. For example, for

Surface #C, the ONB will occur az/H, =0.28 down the inlet which also

corresponds for a wall superheat of 4.5 °C. At tpa@nt, the liquid is also
superheated to a value of 2.0 °C, due to suppress$ioucleation upstream the ONB

point. For larger hydraulic diameter microgroovedi@ces with same heat flux, mass
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flux and saturation temperature, the initiatiorbofling is much earlier. For example,

for Surface #12 the ONB was calculated to occur zatH, =0.15 and the

corresponding wall and liquid superheats were 8&nfAd 0.3 °C respectively. With

this, it was demonstrated that for similar flow dreht input conditions, the hydraulic

diameter has a significant impact on liquid andlwaperheat values present in the

system prior to nucleation. For smaller channdls,lbcal heat transfer coefficient is

much higher and the amount of thermal mass cabiethe fluid is much less at

constant heat flux, mass flux and saturation teatpegs. Therefore the ONB will

occur further downstream of the channel, whichum twill lead to building large

amounts of liquid and wall superheat. As the hylitadiameter is increased, this

effect becomes less pronounced. This effect, comdbimvith smaller bubble

confinement at higher hydraulic diameters, expldhes decreasing effect of rapid

bubble expansion phenomena when going from smalayic diameter of Surface

#C to higher hydraulic diameters of Surface #12.
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Figure 7-24. Onset of Nucleate Boiling (ONB) and wall and liquid supegats
calculated for (a) Surface #C, (b) Surface #12
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CHAPTER 8: CONCLUSIONS AND FUTURE WORK

RECOMMENDATIONS

8.1.Conclusions Summary

The present research is the first of its kind teeflep a better understanding of
single-phase and phase-change heat transfer in BF¥rbugh flow visualization,
numerical and experimental modeling of the phen@nesnd multi-objective
optimization of the heat sink and its comparisothwivo widely known cooling
technologies, namely jet impingement and tradiiomaro channels.

From an overview of the work conducted in the pnestudy, a number of
conclusions can be drawn which can be summarizeddban the single-phase and
phase-change studies in the present work. Forespighse heat transfer, a numerical
study was performed to investigate the thermalgoerdnce and to optimize the
geometry and flow of FFMHS. The main findings ofstipart of the study are as
follows:

o The geometry and Reynolds number have a signifieffiect on both flow
regimes and heat transfer characteristics. At l@yrields numbers, the flow is
viscous-dominated, which results in velocity sfiedition by creating a bypass
zone between the inlet and outlet feed channeilseatop of the microchannel.
This effect in turn creates inefficient dead zonéh low fluid circulation and
low heat transfer.

o When the Reynolds number is increased, usuallynbseasing the hydraulic

diameter or mass flux, the flow becomes inertia-thated and the velocity
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stratification reverses with a higher fluid coreos# to the bottom of the
microchannel and with fluid recirculation zonesseoto the top part. The
increase in fluid velocity also initiates secondfioyvs manifested in the form
of vortex pairs in the microchannel cross-sectidhe vortices and flow
impingement in turn reduce the convective therreaistance and create local
heat transfer maximums.

The geometrical parameters that most strongly affiee heat transfer and
pressure drop were microchannel height, microcHawidth and inlet/outlet
feed channel dimensions.

An optimized FFMHS can operate much more efficieml the parametrical
range investigated in this study compared to TMH8 alHS. For constant
pumping power and a 1 x 1 érhase cooling area, FFMHS can achieve 72%
more heat transfer compared to TMHS and 306% ccedptar JIHS. For a 1 x
1 cnf base cooling area and constant heat transferrpeafae, the pumping
power required by FFMHS is only 8.5% of the pumppawver required by
TMHS and 0.4% of the pumping power required byHSII

When going to larger cooling areas, the performadiffierence of FFMHS
compared with TMHS is even more significant. Theniftdding system that
forms the short parallel microchannel structurd=FMHS allows cooling of
large areas without the penalty of heat transfgrattation due to a rise in fluid

temperature and increase in pressure drop anddiogth.
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J With the observed superior performance, FFMHS teldgy has the potential
to replace TMHS technology that is currently widelked for cooling of high

heat fluxes.

To investigate the thermal performance of FFMH®no-phase heat transfer
mode a two-step experimental approach was considieréhe first step, a parametric
study was performed to study the effects of miawoged surface geometry, heat flux
and mass flux. The heat transfer characteristissltreg from this study were later
explained by a visualization study performed ingbeond step. The main findings of
this part can be summarized as follows:

o FFMHS have demonstrated that with an HFC fluid, gnesent heat sink

configuration can cool a heat flux of,..=1.23 kW/cn? with a superheat of

ase

AT, =56.2 °C and pressure drop &P = 60.3 kPa.

J At high hydraulic diameter, high mass flux and higdat flux, the heat transfer
coefficients have a slowly increasing trend withiacrease in heat flux and
outlet quality. The flow is dominated by inertiairées, and the flow regimes
and transitions are expected to be similar to cotiweal microchannels. The
heat transfer coefficients in this regime follove t6hen correlation, which was
developed to predict saturated flow boiling in cemwonal channels.

o At low hydraulic diameters, low mass flux and lowatjties the heat transfer
coefficient curves have a bell-like shape with arphincrease at low vapor
gualities until they reach the maximum peak pditdére the flow is dominated

by the viscous forces, and a single bubble expar@@nomenon is observed.
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The thin liquid film under the elongated bubble cagate an annular-like high
heat transfer regime at low qualities. Howeverhigh heat fluxes the bubble
expansion becomes more chaotic, having a negatigadt on heat transfer by
blocking liquid inlet and creating vapor backflows.

o The CHF of FFMHS increases with mass flux, while tlutlet qualities have a
decreasing trend. The vapor backflow in the inleinifold correlates with
CHF, and this mechanism results from the vaporkatnthat block the inlet
liquid that wets the heated surface. At high masset the vapor is generated
at the bottom of the channel, while at low masgdtuthe vapor is generated
along the channel with bubbles close to the irdending vapor into the inlet

feed channel and creating vapor backflows.

8.2.Future Work Recommendations

This is the first comprehensive study of the inniwea force-fed micro
channel heat sinks for high heat flux cooling. Ascuimented in this study, the
technique has demonstrated significant advantagesr ather technologies
conventionally used for high heat flux cooling. ydrigh heat transfer coefficients,
yet low pressure drops, make the technique atyatti other areas of heat transfer
applications such as thermal energy conversionastie heat utilization.

Energy conversion and management are at the coreodern technology
research; however, the applications of force-feat hansfer in these areas will have
many specific applications beyond the high heat dooling. For example, HVAC or
ocean thermal energy conversion (OTEC) systemsatpet very low temperature

difference intervals. Heat has to be transferread mtinimum temperature difference
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to make those processes efficient. In this casarduwork should focus on low heat

fluxes and minimum temperature differences thaewet explored in this study.

The future work recommendations are divided into 8gctions based on heat
transfer mode: single-phase and two-phase. Forlespitase heat transfer the
following future work research is recommended:

. The current optimization was performed based oe frarameters. Four of
these parameters were geometrical and one wasldhe plarameter. The
geometrical parameters were selected based on amemic study that
indicated the most important four out of eight ploies parameters. Future
research should extend the number of parametesedb@n the computational
limitations and capabilities. The next importantgmaeters, which were not
included in this study but are suggested for theréuwork, are fin aspect ratio
and manifold thickness. Using these recommendatiotiee optimal
performance of FFMHS could be further increased.

o The current optimization was based on copper miomged surfaces and
water as the working fluid. The study could be gt to other material-
working fluid couples, such as refrigerants andcail-based microgrooved
surfaces, which are commonly used in current poelectronics cooling
systems. The resulting database would provide lanteal tool that will allow
selection of optimum working FFMHS geometries afffedent inputs and
materials.

o Another possible benefit of this work is the poignio perform an economical

feasibility analysis and to optimize FFMHS basedoost evaluations. Cost
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could be included as the third function in the rrolijective optimization
procedure. The optimization results then could tifiethe most economically
feasible heat sink design based on thermal perficenaharacteristics and/or
other criteria.

o The technology performance comparison study ingatd in this work was
performed on FFMHS and two well-established highath#ux cooling
technologies, TMHS and JIHS. The comparison studuldc be further
extended by including several other cooling tecbgi@ls such as spray cooling,

inline and staggered pin fins and offset stripfpis.

The future research recommendations for two phasae transfer of FFMHS
are summarized as follows:

o The parametrical study needs to be extended foargedl selection of
microgrooved surface geometries and working fluidis will lead to
formation of a larger database of heat transfeffica@nts and pressure drop
data. The heat transfer performance trends obsenvéiis study should be
compared to the trends observed at difference geimale FFMHS
configurations, and the consistency or deviationtro$ trend needs to be
addressed. The large database will also form thee ia allow building
correlations that can predict heat transfer caeffis and pressure drops.

o The current test section was not designed to test Que to the low thermal
mass of the heater assembly. A secondary test aramith hearers attached to

a larger copper heat distributor would solve thisbgem. This test section
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would increase the fabrication complexities but ldaallow testing CHF. The
test setup control could be enhanced by additiom ¢ést response control
circuit that could cut the power of the heater iwvemy short time after the
temperature jump is sensed.

The test section used in visualization tests ia ¢hidy was a scaled-up model
of the actual microgrooved surfaces. It was maidgsigned to generate
pictures and video images that can capture thecteffehydraulic diameter,
mass flux and heat flux on two-phase flow regimése results obtained for
parametric FFMHS experimental tests were explaimgedhe assumption that
similar phenomena occur at small scale too. Althotigese results were
satisfactory, it is recommended that they be véidiavith a test section that
can capture the flow regimes at the micro-scales st section needs to be
carefully designed to be able to control and marsignificantly lower heat
and mass fluxes. The heat gains and heat lossasgthiighting equipment,
conduction heat losses, and radiation heat losseagh the surface of the test
section also need special attention.

The two phase test section designed and fabrigatiuls study was developed
to accurately simulate two phase phenomena in FFiit5to understand the
flow regimes and heat transfer mechanisms in these sinks in laboratory
conditions. However, this flow configuration witbng straight feed channels is
not very practical for heat sink designs. A moractical and compact design
that utilizes the same force fed concept can beeldped using a zigzag

manifold design, as shown in Figure 8-1. This lawfite heat sink design is
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more compact and easier to manufacture. The flnidre the heat sink from
one side, flows into the feed channels, it is disted into the microchannels
and is directed out of the heat sink from the ofiposide. The manifold is
compressed between the microgrooved surface arfthth@ate located on the
top of the heat sink. The feed channels and themkions of the zigzag header
are designed based on the flow configuration. Worghase flow, the inlet feed
channels are smaller comparing to the outlet féxahicels to accommodate the
large vapor flow. Fabrication and demonstratioswth a heat sink will lead to

a more compact and yet efficient low profile heaks

Inlet Inlet Inlet

J 7/

Microgrooved
surface

Heat Flux

Figure 8-1. Low profile FFMHS with zigzag manifold design
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CHAPTER 9: APPENDICES

9.1.Appendix A

The technical drawings and dimensions of the pssexl in the experimental
test chamber and visualization test section arengin this appendix. All dimensions

are in mm unless otherwise specified.
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9.1.1.Test chamber assembly
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9.1.2.Test Chamber Flow Distribution Header
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9.1.3.Test Chamber Top Flange
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9.1.4.Test Chamber Bottom Flange
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9.1.5.Test Chamber Heater Assembly
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9.1.6.Test Chamber Microgrooved Surface
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9.1.7.Visualization Test Section Assembly
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9.1.8.Visualization Test Section Base
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9.1.9.Visualization Test Section Heat Conductor
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9.1.10.Visualization Test Section Teflon Layer 2
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9.1.11.Visualization Test Section Teflon Layer 1
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9.2.Appendix B

The computational domain shown in Figure 9-1 is gnarter of the actual
heater assembly. Therefore symmetry boundary dondwas applied at specified
faces. Three different components considered i $hidy are the composite base,
PTFE layer and the alumina substrate. The thermadwctivity values for each of
these substrates were selected as 1 W/mK, 0.5 VémakL8 W/mK respectively. The
thin film resistor was modeled as a 2D layer onttigesurface of alumina substrate.
The contact resistance between each layer wasategdlby assuming perfect contact
condition. The final meshed geometry consists d®143tetrahedral cells and is

shown in Figure 9-2.

_Alumina
" substaral
. — PTFE
layer
..................... Composite
"‘1 base
Thin film -

resistor

Figure 9-1. Boundary conditions and computational domain
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Figure 9-2. The meshed geometry used in numerical model

The thermal resistance from the surface to thel fisiia function of convective
heat transfer coefficient. After exiting the matdfothe gravitation forces pull the
fluid down and fluid flows downward wetting the sidurfaces of the heater and the
heater assembly. The convective heat transfer iceeff was evaluated based on
evaporative falling film heat transfer mode. Forageration over a uniformly
distributed falling liquid film in a vertical tubehe average heat transfer coefficient

was estimated using the correlation given by (Sebarg):

2 =1/3 0.
P 4?]
By =0821 -2 — il (9-1)
i {Eng] [ Jr
T =il

where 7 represents the mass flow rate per unit deetipendicular to flow
direction. Applying convective boundary conditionittw specified heat transfer
coefficient for surfaces in contact with fluid, themerical model was solved for a

range of mass flow rates. The values of total tlaérnesistanceR , , defined between

film temperature and ambient fluid temperature susrheat sink mass flow rate is
given in Figure 9-3. Thermal resistance valuesséightly lower at low mass flow

rates due to the thinning of the film thickness antlancing convective heat transfer.
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Figure 9-3. Total thermal resistance versus mass flow rate for the bottopart of
the heater assembly

The thermal resistance values given in Figure 88l fit into a power law equation

as a function of mass flow rate:

R, = 1463575010 (9-2)

where # s the total mass flow rate of the heat siitk the units of grams per
minute. The regression equation can predict theemngal results with a mean

absolute error less than 0.20%.
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9.3.Appendix C

9.3.1.TMHS Model Used in Optimization

The microchannel geometry used in the mathematmadel is shown in
Figure 9-4. It consists of a base material on ti#on, the single microchannel, two

side fins with half thickness and the adiabaticeran the top.

k»/

Hch

y L 7
t g L ch
Lo ~

Figure 9-4. Mathematical model of TMHS

Due to high the axial conduction of the copper,lihse surface was assumed
to be at constant temperature. For a given inlet lamse temperature the outlet

temperature can be calculated as:

%

a5 _T;u:r

1
Toe T, Exp[_ »ﬁzdc,.,ﬁ,] ®-3)

are
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Where ™# s the mass flow rate in the microchanoglis the specific heat

of water andR is the total thermal resistance from base surfacthe water.R

includes the conduction through the base wall dedforce convection resistance
from the microchannel wet surface:

tbase + ]_'
kCu (tfin + Wch) Lch nOhA

R= (9-4)

where A = H, L +w,L, is the total wet area arfd is the average convection

coefficient. 7, is the overall surface efficiency defined as:

A 2H,
Uozl—x(l—ﬂfFl—m(l—m) (9-5)

Here, the fin efficiencyy, for straight rectangular fins needs to be caledlat

For a given mass flow rate the fluid velociy and Reynolds number are calculated

as:

F¥en

Vs (9-6)

2 H i Wen

Re= AVen Dy

u (9-7)

where D, is the hydraulic diameter defined as:

4H cthh

D, =—_— ¢ch’ch
" 2(Hg,+w,)

(9-8)

For thermally developing flow, the overall heatnster coefficient can be

calculated as a function of dimensionless thermai/dength:
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o Lo 0.0
RePD, (9-9)

The average Nusselt number for laminar thermallyetiping flow at constant

temperature boundary condition can be calculat fiLian-Tuu & Chu, 2002):

(Nu,). ={ gl(x*)“i 0.005< X < 00 (9-10)
0,+0;/ X , X >0.01
where
g, =2.038- 2.206+ 2.738 - 1.1gi (9-11)
g,=7.554- 17.287+ 23.533 - 10.7% (9-12)
and
g, =0.0229+ 0.0546- 0.04%7 - 0.0L4 (9-13)

Here y is the aspect ratio which takes a value betweem aed one and is

defined as:

r= H, (9-14)

From here the average heat transfer coefficiecdlisulated from definition of

Nusselt number:
h=2"7T (9-15)

where k represents the thermal conductivity of water. gsthe heat transfer

coefficient, the average fin efficiency can be okdted as:

m{ hP ] [h(thn+2Lch)

1/2

(9-16)
kCu Afc kCutfin Lch
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and

- tanh(mH,,) ©017)
' mH,,

where k., is the thermal conductivity of the copper. Withokm inlet and outlet
fluid temperatures the total heat transfer is tnluated as:

g =rge, (T, - ) (9-18)
and the heat transfer coefficient based on fodtfaiea and defined between base

surface temperature and inlet fluid temperature is:

= ¢ =H.2‘*EF L-5 =.??.2¢&£'F [1_ Tmf—f:,]=
e (Tree =) Aowe Toe= T A \ Tome— T
: (9-19)
_ oy - exp [_ . 1 ]
Aﬁﬂ‘*’ mﬂ.&':pR:

For a square TMHS with heat sink dimensionslgfX L., ) the total pumping

power can be calculated as:

Wp Lch
W, + t

fin

P

pump — (9'20)
where W, is the pumping power for a single microchannel @ndefined as the

product of volumetric flow rat¢’  and total pressdiference AR between inlet
and outlet manifolds.

W,=V. AR (9-21)

V=t (9-22)
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and the total pressure drop is the sum of chanmimiohal pressure drop, inlet and
outlet local entrance pressure losses caused loesumbntraction and expansion.

AR =AP, +AR+AR (9-23)

The friction pressure drop is calculated usingdkierage friction coefficient

for laminar hydrodynamically developing flow:

L, V2
AP, =4f —fp 2°h (9-24)
h

where the friction coefficient is defined as (Capel, 1995a):

-0.57 2 12
fappRe=[(3.2(+ ) +(f Re)id} (9-25)

Here x* is nondimentional hydrodynamic entrance lengthiarglculated as:
X = i 9-26
ReD, (9-26)

For fully developed flow the(f Re)fd term is a function of aspect ratio only

and is calculated as:

(f Re)fd = 23.922 30.204+ 32.897- 12.43 (9-27)

The inlet local pressure loss is calculated as emddntraction between two

channels with different dimensions:

V2
AR = KoY (9-28)

and the contraction coefficient is:

2
1
K. =| —- 9-29
E 020
whereC, is the jet contraction coefficient calculated \a&pb, 2006):
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C.=0.6501 0.2093 + 0.38G3 (9-30)

where area ratia is defined betweeh2< o < 0.C.
The outlet pressure loss due to flow expansion asleted as sudden flow

expansion and is calculated as:

V2
AP, =K p- (9-31)
and the expansion coefficient is:
K.=(1-0)’ (9-32)

9.3.2.TMHS Optimization Results

The numerical values obtained from the optimizatsdndy of TMHS and
JIHS are listed below.

Table 9-1. Optimum results obtained for the 1 x 1 cMTMHS

Optimized geometry and flow

Normalized variables variables Objective Functions
x1 x2 x3 x4 He tin Weh Re h Poump
- - - - [mm] | [mm] | [mm] - [W/m2K] [W]

0.8236 | 0.4450 | 0.8939 | 0.0148 | 4.153 | 0.439 | 0.341 44 32059 1.02E-04
0.8355 | 0.4147 | 0.9961 | 0.0171 | 4.211 | 0.422 | 0.312 49 37000 1.77E-04
0.7581 | 0.3699 | 0.8896 | 0.0209 | 3.839 | 0.406 | 0.277 58 41601 3.44E-04
0.7385 | 0.2894 | 0.8958 | 0.0201 | 3.745 | 0.395 | 0.228 56 47085 5.93E-04
0.7054 | 0.3430 | 0.8369 | 0.0358 | 3.586 | 0.390 | 0.252 92 51544 | 1.17E-03
0.5214 | 0.3150 | 0.8276 | 0.0298 | 2.703 | 0.296 | 0.180 78 59591 2.25E-03
0.5343 | 0.3224 | 0.8862 | 0.0379 | 2.765 | 0.293 | 0.181 97 65472 3.50E-03
0.4900 | 0.2889 | 0.8486 | 0.0411 | 2.552 | 0.276 | 0.159 104 72506 | 5.99E-03
0.4641 | 0.2598 | 0.9718 | 0.0374 | 2.428 | 0.246 | 0.132 96 81045 | 9.23E-03
0.5002 | 0.2125 | 0.9865 | 0.0424 | 2.601 | 0.262 | 0.125 107 88884 | 1.43E-02
0.4246 | 0.2313 | 0.8740 | 0.0597 | 2.238 | 0.239 | 0.120 147 98461 2.93E-02
0.2578 | 0.2940 | 0.9561 | 0.0491 | 1.437 | 0.147 | 0.086 122 109597 | 5.43E-02
0.3043 | 0.2098 | 0.9359 | 0.0569 | 1.661 | 0.172 | 0.081 140 121693 | 8.70E-02
0.3529 | 0.1436 | 0.9938 | 0.0574 | 1.894 | 0.190 | 0.073 141 131690 | 1.26E-01
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0.2709 | 0.1623 | 0.9027 | 0.0684 | 1.500 | 0.158 | 0.065 167 145324 | 2.43E-01
0.3580 | 0.1208 | 0.8896 | 0.0978 | 1.918 | 0.203 | 0.072 234 153746 | 3.58E-01
0.2614 | 0.2059 | 0.8897 | 0.0997 | 1.455 | 0.154 | 0.072 238 154380 | 3.61E-01
0.2432 | 0.2193 | 0.9378 | 0.1324 | 1.367 | 0.141 | 0.068 313 173033 | 7.47E-01
0.2260 | 0.1621 | 0.9002 | 0.1185 | 1.285 | 0.135 | 0.056 281 187932 | 1.12E+00
0.1346 | 0.2210 | 0.8302 | 0.1168 | 0.846 | 0.092 | 0.045 278 201680 | 1.89E+00
0.1486 | 0.1856 | 0.8930 | 0.1418 | 0.913 | 0.096 | 0.043 335 225302 | 3.44E+00
0.0856 | 0.2154 | 0.9137 | 0.1271 | 0.611 | 0.064 | 0.031 301 249949 | 7.28E+00
0.1075 | 0.1645 | 0.9591 | 0.1694 | 0.716 | 0.073 | 0.030 398 282025 | 1.40E+01
0.1318 | 0.1244 | 0.9052 | 0.2177 | 0.833 | 0.087 | 0.032 509 292797 | 2.04E+01
0.0762 | 0.2003 | 0.9807 | 0.2141 | 0.566 | 0.057 | 0.026 500 319225 | 3.35E+01
0.0554 | 0.1752 | 0.9345 | 0.2105 | 0.466 | 0.048 | 0.021 492 347748 | 6.61E+01
0.0777 | 0.1690 | 0.9304 | 0.3905 | 0.573 | 0.059 | 0.025 904 370843 | 1.33E+02
0.0595 | 0.1247 | 0.9071 | 0.3743 | 0.485 | 0.051 | 0.018 867 416197 | 2.99E+02
0.0366 | 0.1218 | 0.9388 | 0.3341 | 0.376 | 0.039 | 0.014 775 452389 | 5.57E+02
0.0161 | 0.1883 | 0.8667 | 0.3920 | 0.277 | 0.030 | 0.013 908 468249 | 8.28E+02
0.0257 | 0.1039 | 0.8867 | 0.3993 | 0.323 | 0.034 | 0.011 924 495415 | 1.38E+03
0.0147 | 0.1547 | 0.8813 | 0.5061 | 0.270 | 0.029 | 0.012 | 1169 | 516888 | 2.13E+03
0.0203 | 0.0758 | 0.9113 | 0.4608 | 0.297 | 0.031 | 0.009 | 1065 | 543168 | 3.55E+03
0.0088 | 0.1028 | 0.9946 | 0.6006 | 0.242 | 0.024 | 0.008 | 1385 | 595246 | 9.31E+03

Table 9-2. Optimum results obtained for the 2 x 2 cAMTMHS

Optimized geometry and flow

Normalized variables variables Objective Functions

x1 X2 x3 x4 Hcn tiin Weh Re h Poump

- - - - [mm] | [mm] | [mm] - | [W/m2K] [W]
0.7812 | 0.7915 | 0.7208 | 0.0185 | 3.950 | 0.459 | 0.564 52 15605 | 1.08E-04
0.9648 | 0.6377 | 0.8057 | 0.0215 | 4.831 | 0.535 | 0.551 59 18577 | 1.61E-04
0.8573 | 0.5796 | 0.7100 | 0.0240 | 4.315 | 0.505 | 0.481 65 20549 | 2.83E-04
0.9565 | 0.4272 | 0.9638 | 0.0196 | 4.791 | 0.488 | 0.369 55 25507 | 5.15E-04
0.8328 | 0.4654 | 0.8417 | 0.0340 | 4.198 | 0.456 | 0.367 88 30106 | 1.28E-03
0.9476 | 0.3035 | 0.9317 | 0.0286 | 4.749 | 0.492 | 0.292 75 34915 | 2.04E-03
0.9468 | 0.3224 | 0.9401 | 0.0420 | 4.744 | 0.489 | 0.303 106 39586 | 3.69E-03
0.8735 | 0.2287 | 0.8364 | 0.0419 | 4.393 | 0.478 | 0.238 106 45124 | 7.47E-03
0.8251 | 0.2766 | 0.9050 | 0.0687 | 4.160 | 0.437 | 0.244 167 53174 | 1.79E-02
0.6799 | 0.3420 | 0.9490 | 0.0866 | 3.464 | 0.355 | 0.229 208 59032 | 3.36E-02
0.8025 | 0.2132 | 0.9602 | 0.0910 | 4.052 | 0.413 | 0.197 218 67894 | 6.15E-02
0.5389 | 0.2191 | 0.8890 | 0.0763 | 2.787 | 0.295 | 0.143 185 76023 | 1.08E-01
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0.3623 | 0.2913 | 0.7609 | 0.0963 | 1.939 | 0.220 | 0.127 230 82827 2.17E-01
0.4746 | 0.1952 | 0.9237 | 0.1060 | 2.478 | 0.258 | 0.117 253 96888 3.83E-01
0.5492 | 0.2333 | 0.9340 | 0.1781 | 2.836 | 0.293 | 0.148 418 97073 5.45E-01
0.2733 | 0.2967 | 0.8989 | 0.1184 | 1.512 | 0.159 | 0.093 281 109712 | 8.70E-01
0.3860 | 0.1595 | 0.9362 | 0.1143 | 2.053 | 0.212 | 0.086 272 117935 | 1.11E+00
0.2963 | 0.2883 | 0.9608 | 0.1827 | 1.622 | 0.165 | 0.095 428 127966 | 2.02E+00
0.1843 | 0.2635 | 0.9176 | 0.1295 | 1.085 | 0.113 | 0.061 307 140228 | 3.67E+00
0.2617 | 0.1714 | 0.9330 | 0.1864 | 1.456 | 0.151 | 0.064 437 162922 | 7.18E+00
0.2180 | 0.1263 | 0.9132 | 0.1582 | 1.246 | 0.130 | 0.047 372 176476 | 1.26E+01
0.2224 | 0.2542 | 0.9736 | 0.3236 | 1.268 | 0.128 | 0.068 751 182351 | 1.77E+01
0.1726 | 0.1947 | 0.8732 | 0.2677 | 1.029 | 0.110 | 0.050 623 203183 | 2.96E+01
0.1347 | 0.2054 | 0.8083 | 0.2875 | 0.846 | 0.094 | 0.044 668 217291 | 4.83E+01
0.1660 | 0.1165 | 0.9203 | 0.2814 | 0.997 | 0.104 | 0.036 654 243659 | 8.75E+01
0.1607 | 0.1213 | 0.9329 | 0.3723 | 0.971 | 0.100 | 0.036 863 265802 | 1.62E+02
0.1056 | 0.1419 | 0.9127 | 0.3744 | 0.707 | 0.074 | 0.028 867 295116 | 3.19E+02
0.1075 | 0.1108 | 0.8910 | 0.4980 | 0.716 | 0.076 | 0.026 | 1150 | 328739 | 7.44E+02
0.1038 | 0.1109 | 0.9151 | 0.5931 | 0.698 | 0.073 | 0.025 | 1368 | 348674 | 1.20E+03
0.0696 | 0.1595 | 0.9454 | 0.6331 | 0.534 | 0.055 | 0.022 | 1460 | 373638 | 1.89E+03
0.0712 | 0.0843 | 0.9525 | 0.5433 | 0.542 | 0.055 | 0.017 | 1254 | 400412 | 3.18E+03
0.0640 | 0.0937 | 0.9607 | 0.6079 | 0.507 | 0.052 | 0.017 | 1402 | 416367 | 4.36E+03
0.0595 | 0.1298 | 0.9930 | 0.9592 | 0.486 | 0.049 | 0.018 | 2206 | 443964 | 8.82E+03
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9.3.3.JIHS Optimum Results

Table 9-3. Optimum results obtained for JIHS

Normalized variables Optimized geometry and flow va  riables Objec_t|ve
Functions
x1 X2 X3 x4 x5 H W, tman Wy Regp h P” pump
- - - - - [mm] [mm] [mm] [mm] - | Wim’K] | [W/m?]
0.8772 | 0.9699 | 0.3264 | 0.9488 | 0.0004 0.182 0.364 0.231 0.357 1 3386 2.52E-03
0.8145 | 0.8597 | 0.1785 | 0.9508 | 0.0007 0.172 0.326 0.171 0.358 2 4412 4.23E-03
0.6366 | 0.8445 | 0.0765 | 0.7554 | 0.0013 0.145 0.321 0.131 0.289 2 5681 1.14E-02
0.2701 | 0.9264 | 0.0614 | 0.7245 | 0.0013 0.091 0.349 0.125 0.279 2 6523 2.12E-02
0.5047 | 0.8788 | 0.1999 | 0.7647 | 0.0025 0.126 0.333 0.180 0.293 4 7684 2.95E-02
0.4734 | 0.9198 | 0.0636 | 0.7518 | 0.0035 0.121 0.347 0.125 0.288 4 8700 4.67E-02
0.4520 | 0.8314 | 0.0963 | 0.7441 | 0.0041 0.118 0.316 0.139 0.285 5 9745 7.20E-02
0.4730 | 0.8405 | 0.1099 | 0.7437 | 0.0047 0.121 0.319 0.144 0.285 6 10208 | 8.93E-02
0.2723 | 0.8149 | 0.0964 | 0.7291 | 0.0056 0.091 0.310 0.139 0.280 7 12311 | 1.99E-01
0.0959 | 0.6183 | 0.1270 | 0.6805 | 0.0103 0.064 0.241 0.151 0.263 11 18175 | 1.31E+00
0.0546 | 0.6478 | 0.0176 | 0.6905 | 0.0125 0.058 0.252 0.107 0.267 14 20822 | 2.06E+00
0.0380 | 0.5204 | 0.0129 | 0.6630 | 0.0172 0.056 0.207 0.105 0.257 18 24356 | 4.25E+00
0.0491 | 0.6160 | 0.0331 | 0.7245 | 0.0290 0.057 0.241 0.113 0.279 30 27169 | 1.16E+01
0.0516 | 0.4188 | 0.0107 | 0.6746 | 0.0297 0.058 0.172 0.104 0.261 31 29536 | 1.39E+01
0.0403 | 0.4877 | 0.0071 | 0.6331 | 0.0433 0.056 0.196 0.103 0.247 44 35609 | 3.10E+01
0.0371 | 0.4136 | 0.0139 | 0.6428 | 0.0521 0.056 0.170 0.106 0.250 53 38924 | 5.08E+01
0.0513 | 0.4019 | 0.0060 | 0.6302 | 0.0653 0.058 0.166 0.102 0.246 66 42022 | 8.02E+01
0.0378 | 0.3059 | 0.0572 | 0.6143 | 0.0749 0.056 0.132 0.123 0.240 76 45523 | 1.65E+02
0.0297 | 0.3454 | 0.0014 | 0.6536 | 0.0966 0.054 0.146 0.101 0.254 97 51213 | 2.56E+02
0.0379 | 0.3036 | 0.0155 | 0.5970 | 0.1080 0.056 0.131 0.106 0.234 109 54017 | 4.04E+02
0.0496 | 0.4515 | 0.0070 | 0.6425 | 0.1766 0.057 0.183 0.103 0.250 177 68992 | 8.28E+02
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0.0467 | 0.5471 | 0.0235 | 0.5764 | 0.2373 0.057 0.217 0.109 0.227 238 73745 | 1.45E+03
0.0900 | 0.3413 | 0.0657 | 0.5738 | 0.2634 0.063 0.144 0.126 0.226 264 75288 | 2.25E+03
0.0413 | 0.3212 | 0.0766 | 0.5734 | 0.2666 0.056 0.137 0.131 0.226 267 79857 | 2.94E+03
0.1002 | 0.3990 | 0.0788 | 0.4990 | 0.3536 0.065 0.165 0.132 0.200 354 91418 | 4.03E+03
0.0636 | 0.2365 | 0.1535 | 0.4864 | 0.3537 0.060 0.108 0.161 0.195 354 | 108291 | 6.71E+03
0.1149 | 0.2810 | 0.1263 | 0.5531 | 0.4898 0.067 0.123 0.151 0.219 490 | 112765 | 1.20E+04
0.1753 | 0.2300 | 0.1042 | 0.4213 | 0.5044 0.076 0.105 0.142 0.172 505 | 126117 | 1.61E+04
0.0655 | 0.1489 | 0.1202 | 0.5009 | 0.4896 0.060 0.077 0.148 0.200 490 | 130817 | 2.45E+04
0.1510 | 0.1124 | 0.1283 | 0.4294 | 0.6468 0.073 0.064 0.151 0.175 647 | 159376 | 6.20E+04
0.0564 | 0.1393 | 0.1372 | 0.5117 | 0.8206 0.058 0.074 0.155 0.204 821 | 167361 | 9.14E+04
0.1428 | 0.0791 | 0.1677 | 0.4060 | 0.9137 0.071 0.053 0.167 0.167 914 | 214502 | 2.24E+05
0.1518 | 0.0203 | 0.1185 | 0.3494 | 0.9146 0.073 0.032 0.147 0.147 915 | 237451 | 4.80E+05
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9.4. Appendix D

As observed in visualization study discussed inpB#ra7, the pulsating flow
and the two-phase flow instabilities in FFMHS résnlsubsequent decrease in heat
transfer coefficients. Therefore, a simple flowbdity criterion has been developed
for two phase flow in FFMHS. The criterion is basau the balance between the
inertia forces of the incoming liquid and the evagtive forces of vapor generated in
the microchannel. The flow is assumed to be nosgtulg when the liquid inertia
forces can suppress the evaporative forces. When etraporative forces are
dominant, the incoming flow will be pushed backatieg flow pulsation and very
large dryouts, therefore decreasing the heat wansiefficients and heat transfer
efficiency of the heat sink.

For two phase flow in the single unit cell showrFigure 3-1 one can define
the liquid velocity in straight section of the machannel as:

P?%ﬁ

Ol W

Lé:

(9-33)

where " is the mass flow rate in the unit cell,is the liquid density andd ,, and
w,, are the microchannel height and width, respegtivEhe vapor velocity for the

same microchannel cross-section area can be defed

2 (9-34)

W= C

\

/)vrmv HchVVch

"
base

where g, is the heat flux applied at the base of the miwoged surfacet, is the

fin thickness,w, is the inlet feed channel widthy, is the outlet feed channel width,
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t ., 1S the manifold thicknessp, is the vapor densityh, is the latent heat an@ is

a parameter that accounts for the vapor escaporg the outlet feed channel. By

considering a balance between these two forcesedhnéibrium is assumed to be

satisfied when:
V,
v 1 -
v (9-35)
By substituting Equations (9-33) and (9-34) intau&tipn (9-35) the stability criteria

can be defined as:

P2 e,

o=

rr ’ 9-36
B (ch +zjh][w—;+zm +W€] (9-36)
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