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Abstract

Facility location problems have always been studied with the assumption that the edge lengths in
the network are static and do not change over time. The underlying network could be used to
model a city street network for emergency facility location/hospitals, or an electronic network for
locating information centers. In any case, it is clear that due to traffic congestion the traversal
time on links changes with time. Very often, we have some estimates as to how the edge lengths
change over time, and our objective is to choose a set of locations (vertices) as centers, such that
at every time instant each vertex has a center close to it (clearly, the center close to a vertex may
change over time). We also provide approximation algorithms as well as hardness results for the
K-center problem under this model. This is the first comprehensive study regarding approximation
algorithms for facility location for good time-invariant solutions.



1. Introduction

Previous theoretical work on facility location typically has addressed situations in which we want to
locate facilities in a network and optimize an objective function. The edge lengths in the network
(or the distance function) are typically assumed to be static. In practice however, edge lengths are
not static. For example, in emergency facility location, the transit time may be a function of the
traffic load at the current time. The same is true for locating information centers in networks. In
this paper, we define a model of dynamic distance functions and study approximation algorithms for
the K-center problem, a fundamental facility location problem, under this general model. Although
in reality edge lengths may behave unpredictably, we often have estimates as to how they behave
as a function of time at the macro level. In particular, the transit times in a city may oscillate
periodically during the day. We will therefore assume that we have some knowledge of the behavior
of the edge lengths.

Our objective in this paper is to study the problem of placing facilities in such a way that at
all possible times we meet our objective criteria effectively. We have to choose placements for the
facilities, to minimize the distance d so that each node has a facility within distance d at all possible
times.

The dynamic edge length model is a much more realistic model for studying many fundamental
network problems. In this paper we initiate this study for the facility location problem and leave
open a host of other problems. For example it is natural to study the problem of finding a spanning
tree of the network whose maximum weight over time is minimum. Ravi et. al. [18] studied this
problem in the context of bicriterion approximation and their results imply a 1 + ¢ approximation
for this problem when there are only two “time-slots”. Similar bicriterion approximation results
are known for the shortest path problem [6]. Some of the other fundamental problems, such as
finding a matching whose maximum weight over time is minimized, are completely open. Our
experience with this general model has convinced us that even the simplest network problems are
quite complex when studied under this model. For example, many of the problems which can be
solved in polynomial time on a static network are NP-complete in the general model even when
there are two time-slots. In addition, the techniques used for solving these problems on a static
network do not easily extend to the general model.

We first discuss the basic K-center problem and then discuss our specific model and results.
K-Center Problem:

The basic K-center problem is a fundamental facility location problem [20, 5, 10, 8, 9] and is
defined as follows: given an edge-weighted graph GG = (V, F) find a subset S C V' of size at most
K such that each vertex in V is “close” to some vertex in 5. More formally, the objective function
is defined as follows:

min max min d(u, v)

SCV ueV ves
where d is the distance function defined by the underlying edge weights and hence staisfies the
triangle inequality. For example, one may wish to install K fire stations and minimize the maximum
distance (response time) from a location to its closest fire station. Some applications are mentioned
in [14, 15]. The problem is known to be NP-hard [4].



1.1. Basic Notation

An approximation algorithm with a factor of p, for a minimization problem, is a polynomial time
algorithm that guarantees a solution with cost at most p times the optimal solution. Approximation
algorithms for the basic K-center problem [5, 8] that achieve an approximation factor of 2 are
known to be optimal [5, 10, 8, 9]. Several approximation algorithms are known for interesting
generalizations of the basic K-center problem as well [3, 9, 17, 1, 13, 12, 2, 11]. The generalizations
include cases when each node v has an associated cost ¢(v) for placing a center on it, and rather
than limiting the number of centers, we have a limited budget K [9, 17]. In this case we want to
find a subset S C V' with the property ¢(5) = 3" cgc(s) < K, with the objective function

min max min d(u, v).

SCV ueV wes
Other generalizations include cases where each node v has a weight w(v) associated with it and we
want to minimize the weighted distance from a node to its closest center [3, 17]. More formally we
want to find a subset S C V of size at most K, where the objective function is

min max min w(u)d(u, v).
SCV weV wes

For the basic K-center problems, w(v) = ¢(v) = 1 for every node v. For the weighted (cost)
problems ¢(v) =1 (w(v) = 1) for every node v.

The K-suppliers problem [9] is a variant of the K-center problem in which we are given an
edge-weighted bipartite graph G = (U,V, F), and we are required to find a subset S C U of size
at most K such that each vertex in V is “close” to some vertex of 5. More formally, the objective
function is defined as follows:

min max min d(u, v).

SCU weV wves
Generalizations of the K-suppliers problem involving costs and weights are defined analogously to
those given above, where the cost function is now defined on U and the weight function is defined
on V. We discuss the other generalizations studied in this paper in Section 2.

We address the case when the distance function changes with time. Assume that d'(u,v) is
the distance from u to v at time t. We assume that this function is specified in some convenient
manner (for example, it could be specified as a piecewise linear function, or as a step function).
The function d'(u,v) could also be specified simply as a set of points (¢, d'(u,v)). These could be
obtained for example by “sampling” transit times at different times of day. Our objective function
(for the basic K-center problem) is

min max max min d*(u, v)
SCV uweV t weS

such that |5 < K.

1.2. Our Results

We study the basic K-center problem and the K-suppliers problem, as well as several variations
of these problems under this model. We provide constant-factor approximation algorithms for all
these problems when there are two time-slots (this models the situation of “rush hour” and “non-
rush hour” travel times). For example, we could declare 7am to 9am and 4pm to 6pm as “rush



hour” and all other times as “non-rush hour”. (The rush hour could happen many times during
the day. What is important is that there are only two distinct graphs to consider, one for rush
hour and one for non-rush hour.) We provide best-possible approximation algorithms for variants
of the K-suppliers problem under this model.

We also provide approximation algorithms for several variations of the K-center problem and
the K-suppliers problem for arbitrarily many time-slots, including weights and costs, with factors
that are close to the best possible unless P = N P. These results are summarized in the table
below. The only known lower bound for any of the K-center problems is 2, the lower bound for the
basic K-center problem. A lower bound of 3 due to Karloff for the K-suppliers problem appears
in [9]. It can be shown that the K-center problem with weights and costs is a generalization of the
K-suppliers problem, which implies a lower bound of 3 for this problem. For two time-slots with
costs, all factors achieved in this paper match the best known factor for static distance functions.

2 time-slots T time-slots

Problem factor | lower bound | factor | lower bound
Basic + weights 3 21 1475 max(2, 3)
Basic + weights + costs 3 3| 14+28 max(3, 3)
K-suppliers 4+ weights + costs 3 31 1+25 max(3, 3)
a- K-suppliers + weights + costs 3 31 1+25 max(3, 3)
a-all-neighbor 4 weights + costs 3 3| 14+28 max(3, 3)
a-neighbor + costs 4 2

Capacitated + costs 13 2

* B is the maximum ratio of an edge’s greatest length to its shortest length

We can solve all of the above problems in a unified manner using matching techniques. The
algorithms for arbitrary time-slots are based on an extension of the Hochbaum-Shmoys method [8,

9).

We also apply the matching approach to obtain a bicriteria approximation for the asymmetric
K-center problem, in which G is a directed graph. For this problem d'(u,v) = d*(v,u) may not
hold. We give an algorithm that, for any nonegative integer v, uses at most K {1+ % centers

and covers all nodes within distance clog™ n+ v times the optimal distance, where ¢ is the constant
from the set cover phase of the algorithm in [22].

Recently, we have learned that Hochbaum and Pathria [7] motivated by [19] have obtained a
factor 3 approximation for the basic K-center problem as well (for 2 time-slots).

2. Preliminaries

The a-all-neighbor K-center problem with weights and costs [11, 2] is defined as follows: Given
an edge-weighted graph G' = (V, ) with weight and cost functions defined on the vertices, find a
subset 5 C V of total cost at most K so that every vertex is “close” to at least a vertices in 5.
More formally,

min max () (u, )

SCV ueV

where

(@) — '
' Nu, ) Aggﬁ%:a max w(u)d(u,a).



The a-neighbor K-suppliers problem with weights and costs [11, 2] is defined as follows: Given
an edge-weighted bipartite graph G = (U, V, F) with a weight function defined on V and cost
function defined on U, find a subset S C U of total cost at most K such that each vertex in V is
“close” to at least a vertices in 5. More formally,

min max () (v, §).
SCU veV

The (unweighted) a-neighbor K -center problem with costs [13, 11, 2] is defined as follows: Given
an edge-weighted graph G = (V, F) with a cost function defined on the vertices, find a subset S C V'
of total cost at most K so that every vertex in V — 5 is “close” to at least a vertices in 5. More
formally,
min max 8 (u, S)
SCV uev=s

where

8 (u,8)=min maxd(u,a).
ACS,|Al=a a€A

The (unweighted) capacitated K -center problem with costs [1, 12] requires us to place centers
of total cost at most K and assign at most L vertices to each center so that (1) all nodes are
assigned to a center, and (2) every vertex is “close” to its assigned center (not its closest center).
More formally,

min max d(u, (u))

such that
{ul]p(u) =2} <L YvoeSs

where

¢p:V — 5.

A time-slot is defined to be those instants of time over which all edge lengths are constant. We
assume that time can be partitioned into T time-slots. Note that each time-slot ¢ can be associated
with a static distance function d?, which is assumed to be distinct for each time-slot. Let 3 be the

smallest value such that for any edge e;, %Clt(e")) < 4. (B is called the traffic-load factor.

min; d¥(e;

A dominating set in a graph (digraph) is a subset S of vertices with the property that every
vertex is either in S or is adjacent (has an edge) to some vertex in S. A matching M in a graph is
a subset of edges that do not share a vertex in common. An edge cover S in a graph is a subset of
edges such that every vertex is incident to at least one edge in S. A minimum-cost edge cover can
be found in polynomial time [21, pages 580-583].

3. Hardness of Approximation for 3 time-slots

Lemma 3.1: With three time-slots and no restriction on how the distance function can change
with time, no approximation ratio for the K-center problem is possible unless P = N P.

Proof. For contradiction let us assume that a polynomial time p-approximation algorithm exists,
for some constant p. We show that we can use this algorithm to solve the 3-dimensional matching
problem [4] in polynomial time.



Let the instance of the 3-dimensional matching problem (3D M) be the three sets A, B,C and
a set of m ordered triples over A x B x C, where |A| = |B| = |C| = K. For every triple u let
u(7) denote its ith component. Note that u(1) € A,u(2) € B and u(3) € C. We create a graph ¢
with m vertices, one for each ordered triple. G has an edge between every pair of vertices. We set
T = 3. In the following we use the term vertices and triples interchangeably, as there is a one to
one correspondence between them. We set:

; 1 if u(z) = vz

d'((u,v)) = { p+e oth((erivise g
First note that any solution to the 3D M instance corresponds to K centers which cover the
vertices of G at distance at most one, in every time-slot. Hence if the p-approximation algorithm
returns a solution of cost more than p then the 3D M instance has no solution. Let S be the solution
of cost at most p returned by the p-approximation algorithm. We show that S is also a solution
to the 3DM instance. Let a € A. Let u be a triple for which w(1) = a (if such a triple does not
exist then we already know that the 3D M instance has no solution). Since u must be covered at
distance at most p at time-slot 1, and since all the edges at any time-slot are of length 1 or p + ¢,
there exists a triple v € § such that v(1) = a. Similarly for any b € B (¢ € (') there exists a triple
uw € S such that u(2) = b (u(3) = ¢). Also since |5] < K, S is a solution to the 3DM instance. [

From the proof it is easy to conclude the following.

Corollary 3.2: Unless P = N P no polynomial time algorithm achieves a factor of  — €, for any
€ > 0, where 3 is the traffic-load factor.

4. Approximation for 2 time-slots

In this section we present algorithms that find approximate solutions for several generalizations of
the K-center problem with two time-slots.

We are given a graph ¢ = (V, F), and functions d', d? from the edge set E into R, which denote
the distances in the first and the second time-slots respectively.

High-Level Description:

We will use the standard approach of constructing a threshold graph as pioneered by Hochbaum
and Shmoys [8, 9]. We describe the algorithm for the most general case, when each node has a
weight and an associated cost to construct centers.

The algorithm operates as follows. Consider the following set of weighted edge lengths:
{w(ui)d (ui, uy), wlug)d (uj,u) |1 <1< 2,1 < i< j < [V]}

Let {q,45,...,{, be the sorted list of these weighted edge lengths in increasing order.

The algorithm fixes a distance threshold 6 = ¢; for increasing values of ¢, and then considers
the directed graphs G% one for each time slot ¢ = 1,2. The threshold graph G% includes only those
edges whose weighted length in time slot ¢ is at most the threshold §. More formally G% = (V, E}),
where Fl is the set of edges (u,v) with the property that w(u)d’(u,v) < 6. Note that if there
is a solution to the original problem with distance 6, then there is a subset of vertices 5, with



cost at most K, such that S is a solution for each graph G% under the distance function d*. The
algorithm independently finds two solutions one for each threshold graph. Note that since the
edge weights of the threshold graphs do not change with time, the algorithm can invoke existing
approximation algorithms for solving the static version of the problem, for each threshold graph.
The algorithm now uses the two solutions found above to reduce the problem to a minimum cost
edge cover problem in an auxiliary graph to find a solution with cost K. The last step increases
the approximation factor.

Note that the algorithm will search for the smallest threshold value for which it finds a solution
with cost at most K. This can be done by linear or binary search on the list of edge lengths.

We illustrate this general technique in the following sections.

4.1. Basic K-centers

We first find potential center locations in each graph G% for ¢ = 1,2, using the Hochbaum-Shmoys
method!. Assume that all vertices in G are unmarked initially and M; = (). We repeatedly pick
an unmarked vertex v with maximum weight and place a center on it, and also add it to M;. We
mark all vertices within weighted distance 26 from v. Specifically, we mark all vertices z such that
w(z)d(z,v) < 26.

We now construct a new auxiliary graph G’ on the vertex sets My and Ms. A vertex in each
set contributes to a distinct node in G.

We define neighborhood as follows: Vertex z is in the neighborhood of & € M, in time-slot ¢ if
w(z)d(z,z) < 6.

Note that by construction a vertex can be in the neighborhood of only one vertex in M; in a
time-slot. If it was in the neighborhood of two nodes in a time-slot, say of z and y, then the first
node to be added to M; would mark the other node. (If w(z) > w(y) then « is chosen before y and
since w(y)d(z,y) < w(y)d(y, z) + w(z)d'(z, z) < 26, y will get marked when x is chosen.)

If a vertex z belongs to the neighborhood of @ € M; and y € My, create an edge e, = (z,y) in
G'. If a vertex z belongs to the neighborhood of x € M; (M) but of no vertex in My (M), create
a self loop e, = (2, ) in G’. The cost of edge e, is ¢(z).

Find a minimum cost edge cover C' of this graph G’, and let Vi be the vertices corresponding
to the labels on the edges in C'. If ¢(V¢) < K, return Vi as the solution. Otherwise repeat the
above procedure for a higher threshold value.

Theorem 4.1: The above algorithm yields a solution of distance at most 3 times the distance for
the optimal placement of centers.

Proof. Assume there is a placement of centers with total cost at most K, such that every vertex
has weighted distance at most ¢ from its nearest center in either time-slot. Let the set of centers
be OPT. The placement of the centers has to be such that each center in O PT appears in the
neighborhood in G} (G%) of only one node in My (My).

For each center z € OPT, choose the edge e, in G’. This set of edges covers all the nodes in
(', guaranteeing the existence of an edge cover of cost at most K.

!Strictly speaking, their method does not address the case when nodes have weights, but can be easily extended
to handle node weights.
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Figure 1: Tight example for the 2 time-slot algorithm

The distance bound follows from the fact that in each time-slot ¢ and for every vertex v € V,
there is a vertex u in M; within weighted distance at most 26 from v (by the maximality of M,).
Since that node of M, is covered by some edge e, in ', it is at most weighted distance ¢ from the node
in Vi that corresponds to that edge. Thus w(v)d'(v,2) < w(v)di(v,u)+w(u)di(u,z) < 26+6 = 38.
Hence all the vertices in G are at most distance 36 from some node in V¢ in each time-slot. d

Fig. 1 gives an example that shows that the performance bound of 3 is tight for our algorithm.
In this example nodes a, b, ¢, h and j are chosen as potential centers in (7}. Observe that a natural
heuristic in practice would be to attempt to maximize the overlap between the independent sets
chosen in each graph, thus reducing the number of centers that must be shifted. However, in this
example the algorithm greedily tries to overlap the two independent sets, but is foiled anyway. In
G? the algorithm first selects node h as a potential center, thus preventing the selection of nodes
a, b and ¢. Now the edge cover step will cover nodes ¢ and f by placing a center at node v, which
means that the closest center to node g in time-slot 1 selected by the algorithm is v at distance 3.
However, the optimal solution has an objective function value of 6.

Remark. We showed above how to obtain a solution to the K -center problem with two time-slots
whose distance is at most 3 times the optimal. However, it is possible that one time-slot will have
many short edges, in which case the value of § that we use could be much larger than necessary for
that time-slot. For example, if one time-slot represents rush hour and the other represents non-rush
hour, then distances will be much shorter in the second time-slot. We cannot avoid long distances
during rush hour, but we would like everyone to have a center nearby (in terms of travel time)
during non-rush hour, since there is no reason not to.

We can guarantee this by using two different values 6; and d2, one for each time-slot, and
solving each time-slot separately as before. To combine the solutions, we make the definition of



neighborhood depend on the time-slot. That is, we say that vertex z is in the neighborhood of
x € My in time-slot ¢ if w(z)d(z,2) < ;. Thus in each time slot ¢ the distance is at most 36;.

4.2. K-suppliers

The above algorithm can easily be generalized to obtain a factor 3 algorithm for the K-suppliers
problem with weights and costs, using the approach of Hochbaum-Shmoys. We first pick vertex sets
M in each graph G% only among nodes in V using the same method as before. We now construct
G’ as follows: if a vertex v € U belongs to the neighborhood of z € M; and y € M,, create edge
ey = (z,y) in G'. If w belongs to the neighborhood of € My (M) but of no vertex in M, (M),
create a self loop e, = (2, 2) in G'. The cost of edge e, is ¢(u). We now find a minimum-cost edge
cover as before to obtain our approximate solution.

Theorem 4.2: A solution to the K-suppliers problem with weights and costs with distance at
most 3 times the distance for the optimal placement of centers, can be found in polynomial time.

4.3. Fault tolerant K-Centers
4.4. a-neighbor K-centers

In this section we show how to use the high-level approach given above to obtain an algorithm for
the a-neighbor K-center problem with costs for two time-slots.

In this case all node weights are equal to 1 and so the graphs ¢ are undirected. The main
difficulty is that the edge-cover approach used in the previous section does not work since a vertex
may be adjacent to more than one center in the set S;. (We can easily reduce this to a set-cover
instance, but that problem cannot be solved optimally in polynomial time.) We are finally able to
surmount this difficulty by a reduction to min-cost perfect matching in an auxiliary graph.

First construct approximate solutions Sy and S, independently for the graphs G} and G# using
the algorithm for the a-neighbor K-center problem given in [11]. (Each vertex either has a center
placed on it, or at least a centers within distance two.)

We now construct an auxiliary graph G’ using the vertex sets S and S5. The vertex set for G
consists of all the vertices in 57 and 55 as well as two copies of V', which we will call V; and V5. A
vertex appearing in multiple sets will have multiple instantiations in G’. There is also a vertex set

C with |S1] 4 | 92| vertices.

We introduce the following gadget for each vertex in V. For each v € V, let its two copies be
v; € V1 and vy € V5. Connect v, and vy by an edge e, of cost 0 in G.

We redefine neighborhood as follows: Vertex z is in the neighborhood of z € 5 in time-slot ¢ if
v = zorif d(z,2) < ¢ and the degree of z in G% is at least a. If a vertex z € V belongs to the
neighborhood of & € Sy, create edge e,. = («, #1), and similarly if =z belongs to the neighborhood
of y € 53, create edge e,. = (y, z2) in G’. Assign all such edges cost ¢(z) (see Fig. 2).

Finally, let C' be a clique with edges of cost 0, and connect each vertex x € Vy UV, to all vertices
in C' with edges of cost ¢(z). This clique guarantees the existence of a perfect matching. Find a
min-cost perfect matching in G’. The solution returned by the algorithm is the set of nodes in V4
(equivalently V5) that are not matched to their counterparts in V5 (V7).
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Figure 2: Gadget to replace edges

Theorem 4.3: The above algorithm yields a solution with distance at most 4 times the distance
for the optimal placement of centers.

Proof. A proof by induction shows the existence of a matching from 57 and 55 to the set of centers
in the optimal solution in V; and V5. By construction of G’, the cost of the perfect matching is
exactly twice that of the set of centers selected by the matching. Observe that any node in 57 (.52)
with degree in G} (G%) less than a must be in the optimal solution, and these nodes are matched
to their counterparts by the algorithm. Thus the cost of the solution returned is at most the cost
of the optimal solution.

To prove the distance bound, first note that the algorithm in [11] returns a solution to the a-
neighbor K-center problem with an approximation factor of 2. The solution returned by the above
matching procedure selects new centers in the neighborhoods of the original centers. Nodes which
were not chosen as centers in the first phase now have at least a centers at distance 36 rather than
26. A node v which was chosen as a center in the first phase but did not match to its counterpart
must have had at least one node which was not a center in its neighborhood. This node has at
least a centers within distance 36, implying that » has at least a centers within distance 4. O

4.4.1. a-all-neighbor K-centers

We can easily generalize the algorithm of Section 4.1 for the a-all-neighbor K-center problem with
weights and costs. In this case the existence of a solution guarantees the existence of an a-edge
cover (where each vertex has degree > «) in the graph G’. Such a cover will provide a solution
in which every vertex has at least a centers within a distance 3 times that of optimal. Since the
a-edge cover problem can be solved in polynomial time even with costs [21, pages 580-583], we can
find a minimum cost a-edge cover in G’ and obtain an approximate solution to the a-all-neighbor
K-center problem with weights and costs.

Theorem 4.4: A solution to the a-all-neighbor K -center problem with weights and costs with dis-
tance at most 3 times the distance for the optimal placement of centers can be found in polynomial
time.



4.4.2. a-neighbor K-suppliers

By combining the techniques of Sections 4.2 and 4.4.1, we can obtain a 3-approximation algorithm
for the a-neighbor K-suppliers problem with weights and costs.

Theorem 4.5: A solution to the K-suppliers problem with weights and costs with distance at
most 3 times the distance for the optimal placement of centers can be found in polynomial time.

4.5. Asymmetric K-centers

The asymmetric K -center problem requires us to place at most K centers on a directed graph so
that all vertices are “close” to some center, where distance is measured by the length of the edge
from the center to the vertex. Since we can try all possible threshold values (there are at most 2n?
distinct distances), we assume that we construct the threshold digraphs Gy and G5 for time-slots
1 and 2 respectively with the optimal radius.

We use a variant of the algorithm described in [22] to solve the asymmetric K center problem for
each time-slot that guarantees a factor of O(log™n). The algorithm developed by Panigrahy [16]
(also described in [22]) uses a set cover approach to obtain a solution with 2K centers with an
approximation factor of O(log™n). We refer to the vertices chosen to be centers for the two time-
slots as 57 and 55 respectively. We are left with at most 4K “candidate” centers.

Suppose each 5 satisfies the following property: for any pair of vertices z,y € 5%, there is no
vertex z s.t.(z,2),(2,y) € Gt (recall that G has self-loops as well). Then there is an easy way of
solving the problem. The existence of K centers guarantees that there are K nodes from which
these vertices are reachable in one step. Since a vertex has an edge to at most one candidate for
each time-slot, it can “cover” at most two candidates (one from each S;). In fact, in this case
clearly |9¢] < K.

We construct a graph G’ on the vertices S7 U S3. For each vertex » which can “cover” two
candidates, we join the candidates by an edge labeled e,. If some vertex v “covers” only one
candidate, we introduce a self loop labeled e,,. We now compute a minimum edge cover in G’. The
vertices corresponding to the labels of the edges chosen form the solution and all the nodes in each
time-slot are serviced within a distance of O(log® n) 4 1 times the threshold.

Hence the first part of the algorithm will be to modify the candidate sets so that the condition
is satisfied. The algorithm is shown in Fig. 3.

Lemma 4.6: At the end of Stage 3 we have (v + 1) - |T¢| 4+ |97 < |94/

Proof.  The proof of this lemma requires the observation that for each node at level j(< v), the
size of S} has decreased by at least j. This is easily proved by induction as follows. For j = 1 this
is trivial. Assume it is true for all j < m. Then for j = m + 1, let x and y be the two nodes who
were responsible for this node to become a member of 5%, and assume without loss of generality
that level(2) = m. Then the size of S} has already decreased by m because of 2, and in the current
iteration it decreases by one.

However, for each node z in T}, the size of 5} decreases by at least v + 1, since just previously
to the selection of z, the size of 5] has decreased by at least ¥ — 1, and when z becomes a member
of Ty, the size of S| decreases by two. Since the initial size of 5] was |9, the lemma follows. 0

We now prove the following theorem.

10



Stage 1. Fix a threshold § and construct the threshold graphs G} and G2. Let v be a nonnegative
integer.

Stage 2. Use a repeated set cover algorithm to find 2K centers for the digraph G}. Call this set of
vertices S7. Similarly for Gg find a set Sy of 2K centers.

Stage 3.

1 for eacht=1,2do

2 Set 57 = 5.

3 for all nodes v € 57, set level(v) = 0.

4 while there are two nodes z,y € 5} such that for some z, (z,2) € G and (z,y) € G}
5 S;— S, —A{z,y}.

6 level(z) = max(level(z), level(y))+ 1.

7 if level(z) = v then T} — T, U {z} else 5] — S;U {z}

Stage 4. Construct a graph on the vertices S7 U S5. We say that a vertex v covers a candidate
vertex ¢ € Sy iff v has an edge to @ in graph G%. For each vertex v which can cover two candidates,
we join the candidates by an edge labelled e,. If some vertex »' covers only one candidate, we
introduce a self loop labeled e,,. We now compute a minimum edge cover in this graph. Let §
denote the vertices corresponding to the edges in the edge cover of 5] U 55.

Stage 5. Our final solution is S U Ty U T5.

Figure 3: Algorithm for Asymmetric K -centers

Theorem 4.7: The above algorithm uses at most K (1 + 113?) centers. and every node has a

center within distance O(log™n) + v times the optimal, in each time-slot.

Proof. Using the above lemma, (v + 1)(|Ty| + |T2]) + |97 + [.95] < 51] + 92| < 4K, after stage 3.
We can find an edge cover in the graph on 57U .54 of size at most |.57] + 95|, (where |.5]] is the size
of 5] after stage 3). Plugging this inequality in the expression above,

(v+ V(T3] + |To) + |S] < 4K

Since |S| < K we have v|S| < vK. Adding the two equations and dividing by v + 1, we get
S+ 1T + 1) < K (14 527).

In time-slot ¢, every node is within distance O(log* n) times the threshold of some candidate
center x. After stage 3, z is reachable either within v — 1 steps from some node in S}, or within
v steps from a node in T;. If x is reachable within v — 1 steps from some node in 57, then z is
reachable within v steps from some node in 5. Thus z is reachable within v steps from some node
in S UT;. Hence every node is within O(log™n) 4 v steps from a node in 5 U T%. a

5. Approximation for bounded variance on edge-lengths

In this section we consider the case when there are arbitrarily many time-slots. We restrict our
attention to instances of the problem in which the ratio of an edge’s maximum length to its minimum
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length is bounded by some constant . This section considers the case of distinct time-slots with
edge lengths given by a step function.

5.1. Basic K-centers

For each edge e; we assume that

mgxdt(ei) <g- mtin d'(e;).

We first give an algorithm for the weighted version (weights on the nodes), and then show how
to modify it when there are costs associated with building centers as well. We note that getting
an approximation factor of 23 is trivial by a direct extension of the algorithm for the K-center
problem with static distance functions. We present a better algorithm with an approximation ratio

of 1 4 0.
List all the weighted edge lengths

{w(u)d" (ui, ), wlug)d (ug, ) | 1 <1< T << G < V]

Let {1,45,...,{, be the sorted list of these weighted edge lengths in increasing order. We will use
the standard approach of constructing a threshold graph as pioneered by Hochbaum and Shmoys
[8, 9].

The main idea behind the algorithm is to fix a distance threshold 6§ = ¢; for increasing values
of ¢, and to then consider the directed graph G%. For each time-slot ¢, let G% = (V, Ef), where E}
is the set of edges (v, u) with the property that w(v)d'(v,u) < é. (Note that by this definition, the
self-loop (v,v) is also included.) If there is an optimal solution with optimal weighted distance ¢,
then there is an optimal subset S* of K vertices that forms a dominating set for each graph G%.
(In other words, at any point of time, each vertex is either in the dominating set or has an edge to
some vertex in the dominating set.)

The algorithm works as follows: consider a vertex v. Assume that » has an edge to u € 5 at
time-slot t. If we place a center at » for time-slot ¢, we would like to “cover” all the vertices that
are covered by u during any time-slot. If we pick the heaviest unmarked vertex (at some time-slot
t) at each step, we can cover all unmarked vertices that can cover it. By our choice of v, all the
vertices covered by u can reach v by using at most two edges: one edge from E! and one edge from
Egl for any time-slot ¢'. So we “mark” v together with all vertices w such that w can reach v by
using at most two such edges. We mark the nodes for the time-slots during which they are covered:
the goal is for every node to be marked during every time-slot. This guarantees that we cover each
vertex within a distance of (14 )é. The algorithm is shown in Fig. 4.

Theorem 5.1: The above algorithm returns a solution to the weighted time-varying facility loca-
maxzd?(e)
minttdt(e) .

tion problem with an approximation ratio of 1 + (#, where § = max,
Proof. Consider a vertex @ ¢ 5. Let 1 <t < T and marked'(z) be set TRUE for the first time in
the WHILE loop when a center is placed at v € S by the algorithm. Note that w(z) < w(v). We
have to argue that for each vertex that is marked for time-slot ¢, we can guarantee that z is within
a weighted distance (1 + 3)¢ of v € S in time slot ¢. There are a few cases, and the proof for each
case is shown as part of the pseudo-code in comments.
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TIME-INVARIANT BOUNDED K-CENTERS(G, §).

1 S=0.
2 for1<t<T
3 for all v

4 marked*(v) = FALSE.

5 while Jv ¢ S, ¢ € [1,T] with marked’(v) = FALSE do

6 let v, ¢ be such a pair for which w(v) is maximized.
7 create center at v and set S =5 Uw.
8 for (v,u) € E}
9 for1<t'<T

10 set markedtl(u) = TRUE. (* w(u)dtl(u, v) < w(v)pd(u,v) < B6. %)

11 for (w,u) € EY

12 set marked'(w) = TRUE. (* w(w)d'(w,v) < w(w)d"(w, u) + w(w)d*(u,v) < 6+ 6. *)
13 set markedtl(w) = TRUE. (* w(w)dtl(w, v) < w(w)dtl(w,u) + w(w)dtl(u, v) <64 B8 %)
14 for 1<t <T

15 for (v,u) € EY

16 set marked*(u) = TRUE. (* w(u)d'(u,v) < w v)ﬁdtl(u,v) < B8 *)

17 set markedtl(u) = TRUE. (* w(u)dtl(u, v) < w(v)dtl(u, v) <6.%)

18 for (w,u) € E}

19 set marked'(w) = TRUE. (* w(w)d'(w,v) < w(w)d"(w, u) + w(w)d*(u,v) < 8§+ #5. *)
20 set markedtl(w) = TRUE. (* w(w)dtl w,v) < w(w)dtl(w,u) + w(w)dtl(u, v) < BE+6. %)

Figure 4: Algorithm for K-centers with bounded variance on edge lengths

Since when the algorithm terminates all nodes not in S5 are marked for every time-slot, 5
dominates all vertices, in every time-slot, within a weighted distance of (1 + ).

It remains to show that if |S| > K, then the optimal solution using K centers has weighted
distance strictly greater than 6.

Consider a vertex v € § and a vertex w in the optimal solution that covers v at some time ¢
(u could be v). We will show that the selection of vertex v as a center, along with the choice ¢
for time-slot, causes any node w covered by u at any time ', to be marked for t. We have edge
(v,u) € EX and edge (w,u) € EY. Therefore vertex w is marked for time-slot ¢’ (see Fig. 5). Since
the selection of vertex v as a center, along with the choice t for time-slot, causes all vertices that
are covered by u in any time-slot ¢’ to be marked for time-slot ¢', the size of the optimal solution
is at least |.S]. 0

5.1.1. The cost case

Here we assume that vertices have cost and we have a limited budget to spend on the centers. Our
algorithm for the cost case first runs the algorithm for the weighted case to get the set S of centers,
and then just shifts each center in 5 to a node with the least cost, among all nodes that it has
edges to (including itself). Let S be the resulting set of centers.

Theorem 5.2: The above algorithm returns a solution to the time-varying facility location prob-
maxzd?(e)

lem with costs, with an approximation ratio of 1 + 23, where 3 = max, Tt (e)

Proof.  Note that by the proof of Thm. 5.1, in every time-slot each node is within a distance
(1 + 3)é + Bé of some node in S”. Also by the proof of Theorem 5.1, for each v € S there is a
distinct optimal center w,, which is a neighbor of v in some time-slot. Hence if v is shifted to v’
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/:> Marked by v

Figure 5: Nodes marked by v

by the algorithm then ¢(v") < ¢(z,). Summing over all the nodes in 5 we get that the cost of the
nodes in S’ is a lower bound on the optimal cost. O

5.2. K-suppliers

The above algorithm can easily be generalized to obtain a factor 142/ algorithm for the K-suppliers
problem with weights and costs.

As before, we fix a threshold ¢ and try to find a solution with cost at most K. For each time-slot
t,let GL = (U,V, El), where E! is the set of edges (v, u) with the property that w(v)d'(v,u) < 6.
If there is an optimal solution with optimal weighted distance §, then there is an optimal subset of
K vertices chosen from U, such that for each graph G%, all nodes in V are dominated. (In other
words, at any point of time, each vertex in V has an edge to some vertex in the dominating set
chosen from U.)

The algorithm works as follows: consider a maximum weight unmarked vertex v € V (in some
time-slot ¢). Assume that v has edges to nodes in U at time-slot ¢. We pick the lowest cost node u
that v has an edge to in time-slot ¢ and place a center there. This is a lower bound on the optimal
solution’s cost to cover v at time ¢. The optimal solution may place a center at a vertex u’ to cover
v in time-slot t. We would like to “cover” all the vertices w that are covered by u' during any
time-slot. By our choice of v, such vertices w can reach u, where we placed a center, by using at
most three edges: one edge (w,u') from EY for any time-slot ¢/, and two edges from E! (from u’
to u). So we “mark” all nodes w such that (w,u) and (v,u) are edges in EL and Ef respectively.
We mark the nodes for the time-slots during which they are covered: the goal is for every node to
be marked during every time-slot. This guarantees that we cover each vertex within a distance of

(1+28)6.

Theorem 5.3: We can find in polynomial time a solution to the K -suppliers problem with weights
and costs with distance at most 1 + 23 times the distance for the optimal placement of centers

t
where 3 = max, 2ezed (€]

mingd®(e) *
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5.3. Fault tolerant K-centers
5.3.1. a-all-neighbor K-centers

We can extend the algorithm in Section 5.1 to provide a 1 4 23 algorithm for the «a-all-neighbor
K -center problem with weights and costs. Select an initial set of nodes as in the algorithm for the
weighted basic K -center problem. Then for each node » in the initial set, place a centers on the «
cheapest neighbors of v (including itself) in any time-slot.

Theorem 5.4: The above algorithm returns a solution to the a-all-neighbor K -center problem
t
with weights and costs, with an approximation ratio of 1 + 23, where (3 = max, mazed(e)

mingd’ (e)
Proof.  Note that by the proof of Thm. 5.1, in every time-slot each node is within a distance
(14 3)6 + 36 of some node in S’. Also a simple extension of the proof of Theorem 5.1 shows that
for each v € 9 there are a distinct optimal centers z,..., 2%, which are neighbors of v in some
time-slot. Hence if the algorithm places centers on v, ..., v/, then 3, ¢(v!) < 3, ¢(a!). Summing
over all the nodes in 5 we get that the cost of the nodes in 5’ is a lower bound on the optimal cost.
d

5.3.2. a-neighbor K-suppliers

A straightforward extension of the algorithm in Section 5.2 yields the following result.

Theorem 5.5: We can obtain an algorithm for the a-neighbor K -suppliers problem with weights

t
and costs, with an approximation ratio of 1 + 203, where 3 = max, %jt((:)).

5.3.3. a-neighbor K-centers

By only considering the edge weights in one time-slot, and running the algorithm given in [11], we
can obtain the following result.

Theorem 5.6: We can obtain an algorithm for the a-neighbor K -center problem with weights and
t
costs, with an approximation ratio of 43, where 3 = max, %3.

Proof. The algorithm given in [11] gives a 4-approximation to the a-neighbor K-center problem
with weights and costs for one time-slot. Each edge weight increases by at most a factor of § in
any time-slot, resulting in a 4-approximation for all time-slots. O

5.4. Capacitated K-centers

Theorem 5.7: We can obtain an algorithm for the capacitated K -center problem with all costs

equal to 1, with an approximation ratio of 63, where 3 = max, %.
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