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1 IntroductionAs international markets and rapidly expanding trans-national information networks interact, an imperativefor access to information written in many languages is becoming increasingly apparent. Cross-LanguageInformation Retrieval (CLIR), the detection of relevant documents in one natural language using queriesexpressed in another, provides an important capability that can help meet that challenge [13]. Two principallines of CLIR research have emerged, approaches which exploit explicit representations of translation knowl-edge (such as bilingual dictionaries or machine translation lexicons) and those which seek to extract usefultranslation knowledge from training corpora using representations such as cooccurrence matrices that arenot designed for direct human interpretation. We refer to the approaches in the �rst group as \knowledge-based" and those in the second group as \corpus-based." Carbonell, et al. have reported excellent resultswhen corpus-based techniques are evaluated on a held-back portion of the corpus from which the translationknowledge was extracted [4]. On the other hand, we have previously investigated the retrieval e�ectivenessof corpus based CLIR and found that domain shift e�ects can adversely a�ect retrieval e�ectiveness whentranslation knowledge is acquired from one corpus and then used for retrieval from a di�erent collection [11].Knowledge-based techniques that exploit resources such as dictionaries and machine translation lexicons areless sensitive to this e�ect, so their use may be preferred when domain-speci�c training corpora are notavailable. Rather than focus further on corpus-based techniques, in this paper we explore the performanceof several knowledge-based CLIR approaches.There are four fundamental strategies for knowledge-based CLIR: direct matching of terms in di�erentlanguages without translation, translation of each query into every document language, translation of eachdocument into every possible query language, and translation of each query and each document into asingle common language. Cognate matching, in which knowledge about related word forms in a pair oflanguages is encoded directly into the query-document matching algorithm, is an example of the �rst strategy(c.f., [3]), and controlled vocabulary retrieval in indexing and search terms are chosen from a domain-speci�c multilingual thesaurus is an example of the last strategy (c.f. [15]). Cognate matching depends onsemantically meaningful lexical regularities that are presently known in only a few language pairs; thus,achieving broad coverage with fully automated controlled vocabulary techniques has proven to be di�cult.So we have chosen to focus this study only on the query translation and document translation strategies.Over the past several years, query translation has emerged as the most popular strategy for fully automaticbroad coverage CLIR [12]. Query translation can be quite e�cient when short queries are presented, butsimple query translation approaches su�er a severe penalty in e�ectiveness, usually achieving about half ofthe retrieval e�ectiveness of corresponding monolingual techniques when typical measures such as averageprecision are used. A number of studies have reported that simple linguistic processing such as limitingcandidate translations for query terms to those with the same part of speech, or indexing phrases as well asindividual words, can raise this performance to perhaps 75% of the monolingual e�ectiveness (c.f., [5, 10]). Inthis paper we describe a new query translation technique based on Lexical Conceptual Structures (LCS) andcompare it to an alternative technique based on the output of an existing Machine Translation (MT) system;these two are furthermore compared to some more e�cient dictionary-based query translation techniques.A document translation strategy in which fully automatic MT is used to translate each document intoa single language (the query language) at indexing time may be attractive for interactive applications if theusers need to rapidly skim retrieved documents in their preferred language. This is a requirement that querytranslation strategies could not presently support (translation rates are a minute or so per page on typicalworkstations), but a document translation strategy in which the full text of the translations is retained wouldbe well suited for this. Document translation may also improve retrieval e�ectiveness if the MT system is ableto exploit linguistic context to choose correct translations more often in documents than in queries. Sincequeries are sometimes quite short and are often not well formed sentences, there is some reason to believethat this improvement may be achievable. We have tested this hypothesis by implementing a documenttranslation technique and comparing it with several query translation techniques.In addition to the query translation and document translation techniques, we also implemented twobaseline techniques without any translation component: query construction in the same language as thedocuments, and the presentation of queries in a language di�erent from that of the documents. We expectthe �rst to provide an upper bound for CLIR e�ectiveness and the second to provide a lower bound. The2



lower bound is important because proper names, foreign language terms embedded in the documents, andwords with the same written form in the each language can result in fortuitous cognate matches that might,if undetected, produce the impression of better performance from a CLIR technique than would be justi�ed.The next section presents our experiment design and describes the techniques we have implemented indetail. We have learned that arbitrarily selecting a single translation from a bilingual dictionary can beas e�ective as more commonly implemented techniques based on retaining every possible translation, thattechniques based on loosely coupling machine translation and information retrieval perform somewhat betterthan simple dictionary based techniques, that there is reason to believe more tightly coupled techniques couldperform even better, and that document translation can outperform query translation under some conditions.Section 3 describes these results in detail, and the paper concludes with a discussion of the implications forfurther work on cross-language information retrieval.2 Experiment DesignEarlier CLIR evaluations have been hampered by inadequate test collections, but the Text REtrieval Confer-ence (TREC-6) recently developed the �rst large-scale multilanguage collection that is designed speci�callyto support CLIR experiments. We have used the German documents (\SDA/NZZ") from that collectionfor the majority of our experiments, supplemented where necessary by the corresponding English collection(\AP") and an earlier Spanish collection from TREC-4 (\El Norte") for which English queries are available.The TREC-6 CLIR SDA/NZZ collection contains 251,840 German newswire articles from two Swissnews agencies. The SDA documents are from 1988, 1989 and 1990, and the NZZ documents are from 1994.Standard topics are described in German, English, and three other languages, and relevance judgmentswere made by at the National Institutes of Standards and Technology (NIST) using a pooled assessmentmethodology in which each of the top one hundred documents from four di�erent monolingual Germanretrieval systems were evaluated for relevance to a topic description similar to that in Figure 1. Documentsnot in that set were presumed not to be relevant for the purpose of computing recall and precision. Theprocess was repeated for 22 topics and relevant documents were discovered for 21 of those topics.1 Threestandard sources for query terms were de�ned at TREC-6: \title queries" are formed from the one to threewords in the \title" �eld, \short queries" are formed from only the one or two sentences or sentence fragmentsin the \desc" �eld, and \long queries" are formed using every word in the \title," \desc," and \narr" �elds.We report results below for title queries and long queries.2The TREC-6 CLIR AP collection contains 242,918 articles from the Associated Press newswire service inthe United States that were generated in 1988, 1989 and 1990. The collection has been assessed at NIST forthe same 22 topics using a pooled assessment methodology based on the top one hundred documents from�ve di�erent monolingual English retrieval systems. Relevant documents are known in the AP collection forthe same 21 topics as for the SDA/NZZ collection.The TREC-4 El Norte collection contains 57,780 Spanish newswire articles from a Mexican news servicethat were generated in 1994. The collection has been assessed at NIST for 25 topics using a pooled assessmentmethodology based on the top one hundred documents from 10 di�erent monolingual Spanish retrievalsystems. Topic descriptions in TREC-4 lacked \title" and \narr" �elds, so only \short" queries can beconstructed for the TREC-4 El Norte collection. The original topic descriptions are in Spanish and human-prepared English translations of the topic descriptions are available. When two English translations wereprovided with the TREC-4 El Norte collection, we chose the �rst one which was generally the more direct(although frequently somewhat awkward) translation.For text retrieval we ran version 3.1p1 of the Inquery system from the University of Massachusetts on asingle SPARC 20 under the Solaris 2.5 operating system. The Inquery \kstem" stemmer and the standardEnglish Inquery stopword list were used when processing the AP documents and when processing Englishtranslations of the SDA/NZZ documents. The Inquery Spanish stemmer and Spanish stopword list were used1The TREC-6 CLIR evaluation originally included 25 topics. No relevant documents were discovered in the SDA/NZZcollection for topic CL22, and relevance judgments are not yet available for topics CL03, CL15 and CL25.2We omit results for short queries on the SDA/NZZ collection because we discovered at TREC-6 that the \desc" �eldoften fails to perform well in monolingual German evaluations, presumably because the topic descriptions were constructed byamplifying rather than repeating earlier information [13]. 3



<top><num> Number: CL1<E-title> Waldheim Affair<E-desc> Description: Reasons for controversy surrounding Waldheim's WorldWar II actions.<E-narr> Narrative: Revelations about Austrian President Kurt Waldheim'sparticipation in Nazi crimes during World War II are argued on both sides.Relevant documents are those that express doubts about the truth of theserevelations. Documents that just discuss the affair are not relevant.</top> Figure 1: The English version of TREC-6 topic CL01.Test Collection (Document Language)Approach SDA/NZZ (German) AP (English) El Norte (Spanish)Same Language Query X X XDictionary-based Query Translation X X XMT-based Query Translation X X XLCS-based Query Translation XMT-based Document Translation XForeign Language Query X X XTable 1: Summary of CLIR approaches.when processing the Spanish El Norte documents. No stemmer or stopword list was used when processingSDA/NZZ documents in the original German, and no techniques for splitting German compounds wereimplemented.3Table 1 summarizes the six CLIR approaches that we have implemented. The \X" marks identify thecases for which experimental results are reported in Section 3.2.1 Same Language Query (SLQ)To approximate an upper bound for the performance of any CLIR system, we compared the retrieval ef-fectiveness of our four experimental approaches with the retrieval e�ectiveness achieved by using queriesthat are given in the same language as the documents. For example, the CL01 \title query" would bepresented as [waldheim affair] when retrieving English AP documents and as [die affaire waldheim]when retrieving German SDA/NZZ documents.2.2 Dictionary-Based Query Translation (DQT)By far the most commonly used query translation approach is to replace each query term with appropriatetranslations that are automatically extracted from an online bilingual dictionary (c.f., [10, 2]). For translatingqueries from English into German for retrieval from the SDA/NZZ collection we used an online bilingual3We tried a small German stopword list in our TREC-6 experiments and found that it hurt average precision somewhat inmost cases [13]. 4



dictionary developed by Stefan B�udenbender.4 That dictionary contains 131,274 bilingual pairs in whicheach pair consists of one word or phrase in English and the corresponding word or phrase in German. Thenumber of unique words in the dictionary is far smaller than 131,274 because many words appear in severalbilingual pairs and the number of unique stems is smaller still because the dictionary contains multiplemorphological variants for many of the words. The pairs were initially sorted in lexicographic order basedon the English terms and we used the same dictionary to translate queries from German into English forretrieval from the AP collection after resorting the pairs by the German terms.For translating queries from English into Spanish we used a Spanish-English bilingual dictionary thatwas produced speci�cally for this evaluation from a lexicon that had originally been developed for a foreignlanguage tutoring application [7, 16]. The original lexicon contained 12,885 unique Spanish stems corre-sponding to 171,164 morphological variants and 29,360 bilingual pairs. We used a two-level Kimmo-basedmorphology system [1] to generate all morphological variants of terms matching the English terms (stemmedand unstemmed) for the subset of the topics that we processed in the El Norte collection.It is common for a single word to have several translations, some with very di�erent meanings. Bilingualdictionaries typically seek to help users select appropriate translations of individual words by embedding theword in a representative phrase. It is not at all clear how one should design an algorithm to extract onlythe \appropriate" translations using this information, so we have implemented six simple dictionary-basedquery translation techniques that together explore the e�ects of winner-take-all, word-match and stem-matchapproaches. We illustrate the e�ect of each technique with a German translation of the English CL01 titlequery given above.Single Word (SW) The �rst exact single whole-word match in the dictionary.5[waldheim aff�are]Single Word, Stemmed (SWS) The �rst exact single whole-word match if present, otherwise the �rstexact single stem match.6[waldheim aff�are]Every Word (EW) Every exact single whole-word match in the dictionary.[waldheim aff�are angelegenheit ereigneis gesch�aft handlung sache]Every Word, Stemmed (EWS) Every exact single stem match in the dictionary.[waldheim aff�are angelegenheit angelegenheiten ereigneis gesch�aft handlung sache]Every Phrase (EP) Every exact whole-word match in the dictionary, regardless of whether the wordappears alone or as part of a phrase.[waldheim aff�are angelegenheit ereigneis gesch�aft handlung sache ehrensachefamilienagelegenheit liebesgl�uck es war eine abgekartete sache es ging heissher liebesaff�are liebeserlebnis techtelmechtel staatsangelegenheit das istmeine sache]Every Phrase, Stemmed (EPS) Every exact stem match in the dictionary, regardless of whether thestemmed word appears alone or as part of a phrase.[waldheim aff�are angelegenheit angelegenheiten ereigneis gesch�aft handlungsache ehrensache familienagelegenheit liebesgl�uck es war eine abgekartete sachees ging heiss her liebesaff�are liebeserlebnis techtelmechtel meinprivatangelegenheiten staatsangelegenheit staatsangelegenheiten bescherung das istmeine sache seine angelegenheiten in ordnung bringen gesch�afte abwickeln]In every case we replace each word in the query with the corresponding word or phrase in every matchingbilingual pair to produce a version of the query that can be compared with the documents in the collection.4The dictionary we used is freely available at http://www.bg.bib.de/�a2h6bu/, and our query translation code will beavailable shortly at http://www.glue.umd.edu/�oard/research.html5An \exact" match is one in which the two character strings are the same length and each character in the two stringsmatches and a \whole word" is a string of characters that appear in the document.6We used the Porter stemmer for English that is available from ftp://ftp.vt.edu/pub/reuse/IR.code/ for this purpose.5



Words that appear in the standard English Inquery stopword list are not translated and thus do not a�ect thetranslated query, but words that do not match any dictionary entry are included unchanged in the translatedquery. In addition to simple word-to-word mappings, word-to-phrase mappings are possible (and, in fact,common), so translated queries are typically longer than untranslated queries and they sometimes containrepeated words. Because our dictionaries are sorted in alphabetical order rather than with regard to thepredominance of a give translation within a known domain, the semantic e�ect of techniques SW and SWSare likely to be close to that achieved by random selection of a single translation from the sets produced intechniques EW and EWS respectively.2.3 MT-Based Query Translation (MTQT)Machine translation systems seek to translate documents from one language to another, either as an aidfor human translators or for direct use as a fairly rapid and inexpensive rough translation. This providesan obvious approach to query translation, but we are aware of only one prior experiment to use sucha technique [14]. In that experiment, Radwan and Fluhr compared the retrieval e�ectiveness of queriestranslated from French into English by the SYSTRAN machine translation system with the e�ectivenessof their EMIR dictionary-based query translation system using a version of the small Cran�eld collectionfor which French queries were available. In that study they found that the EMIR was more e�ective thantheir MT-based query translation technique using SYSTRAN. Our experiments o�er some insight into theperformance of a MT-based query translation approach on larger test collections.The Logos machine translation system that we used for our experiments is a commercial product thatis designed to assist human translators by automatically preparing fairly good translations of individualdocuments.7 The system is typically used by translation bureaus and other organizations as the �rst stageof a machine-assisted translation process, and we have previously used it for cross-language routing experi-ments [11]. The Logos system includes extensive facilities for adding domain-speci�c technical terminologyand new linguistic constructs, but for the experiments reported here we used only the machine readabledictionaries and semantic rules that are delivered as standard components of the product.We used the Logos system to translate English queries into German for use with the SDA/NZZ collection,to translate German queries into English for use with the AP collection, and to translate English queriesinto Spanish for use with the El Norte collection. Since the Logos system is designed to generate readabletranslation, it generates only a single \best guess" translation for any input. Thus MTQT is most similarto the DQT-SW technique in which a single candidate translations is retained.2.4 LCS-Based Query Translation (LCSQT)Lexical conceptual structures are automatically constructed linguistic representations that are based onlexicalized regularities that reveal meaningful semantic relationships. Our LCS-Based query translationapproach involves the construction of disambiguated (target-language) queries from event-based entries inour lexicon. The �rst stage of this approach involves a sentence analysis component that builds a syntacticstructure produced by a parser called REAP (Right Edge Adjunction Parser) [16]. For example, the parsetree produced for the sentence \What are Mexico's attitudes toward press censorship" has the followingstructure:[CP Whati[S are[NP mexico [N attitudes [PP toward [NP press censorship]]]][VP ei]]]The next stage of query translation involves the construction of a language-independent, compositionalrepresentation called Lexical Conceptual Structure (LCS) [6, 8]. For example, the LCS representation forthe verb \be" is:(be ident (* thing x) (at ident (thing x) (* thing y)))7Logos Corporation, 111 Howard Boulevard, Suite 214, Mount Arlington, NJ 07856 USA6



This LCS is uninstantiated, i.e., it has un�lled argument positions (as indicated by the * marker). Duringthe process of LCS composition, argument positions are �lled. For example, the sentence above wouldcorrespond to the following composed representation:(be ident (attitude (mexico (toward (censorship (press)))))(at ident (attitude (mexico (toward (censorship (press)))))(wh-thing)))We have developed a technique for representing instantiated LCS forms as queries in the Parka-DB knowl-edge representation system [9]. Parka-DB provides an e�cient technique for matching graph structures thatwe use to generate the terms for the target-language query. The system produces a collection of terms in thetarget language based on the structure of the composed LCS. The scalability of the Parka-DB system allowsus to represent large lexicons for the languages of interest. The generation of target-language terms entailslexical selection from the composed LCS associated with each event-based term. We have not yet imple-mented some of the components necessary to produce LCS representations for German; thus, we performeda preliminary evaluation of LCSQT using topics SP34, SP35 and from the TREC-4 El Norte collection. Forexample, the English short query for topic SP45 is:Mexico's attitudes toward press censorshipThe LCS for this query would be:(attitude (mexico (toward (censorship (press)))))and the Spanish terms generated for this LCS are:[actitud m�exico hacia censura pulse prensa]For comparison, the o�cial Spanish version of the SP45 short query is:Actitudes en M�exico sobre la censura de la prensa2.5 MT-Based Document Translation (MTDT)Our MT-based document translation approach parallels the design of our MTQT design. We have selectedEnglish as a query language and translated each SDA/NZZ document into English as a preprocessing step.We then indexed the translated document collection and used English queries for the retrieval experiments.Essentially the preprocessing step reduces cross-language retrieval to a (possibly degraded) monolingualcase. We used four SPARC 20 workstations and a �fth workstation that was upgraded from a SPARC 5to a SPARC Ultra 1 after about three quarters of the documents had been translated.8 Translation of the48 months of newswire stories contained in the SDA and NZZ collections using these machines requiredapproximately 10 machine-months, and successful translations were obtained for 251,572 documents. Theremaining 268 documents were omitted from the translated collection.2.6 Foreign Language Query (FLQ)Monolingual information retrieval systems sometimes produce useful results because of fortuitous matchesbetween words in di�erent languages, proper names that are rendered in the same way in di�erent languages,and foreign language terms in the documents that happen to be in the query language. For example, theEnglish version of the CL01 title query shown above contains the proper name \Waldheim" which alsooften appears in relevant German documents. In order to establish a practical lower bound on retrievale�ectiveness we have used both untranslated queries and untranslated documents to reveal the e�ect ofthese cognate matches.3 ResultsTable 2 summarizes the non-interpolated average precision results for the SDA/NZZ collection, using everytechnique except LCSQT, averaged over the 21 topics for which relevant documents are known. For title8The translated documents are available to TREC participants from NIST.7



Query LengthTechnique Title LongSLQ 0.2480 0.2396DQT-SW 0.1749 0.1342DQT-SWS 0.1542 0.0969DQT-EW 0.1778 0.1312DQT-EWS 0.1363 0.0827DQT-EP 0.1152 0.0165DQT-EPS 0.1172 0.0182MTQT 0.1668 0.1561MTDT 0.1761 0.2171FLQ 0.0307 0.0117Table 2: Non-interpolated average precision for the SDA/NZZ collection, averaged over 21 topics.Query LengthTechnique Title LongSLQ 0.3449 0.3958DQT-SW 0.1982 0.1154DQT-EW 0.1805 0.0710MTQT 0.1928 0.2455FLQ 0.0105 0.0132Table 3: Non-interpolated average precision for the AP collection, averaged over 21 topics.queries the advantage of SLQ over four of the eight CLIR techniques is statistically signi�cant (with 95%con�dence), as is the di�erence between 3 of the CLIR techniques and FLQ, but the available 21 queries arenot su�cient to detect statistically signi�cant di�erences among the CLIR techniques that we have tested. Itdoes appear, however, that DQT-SW is no worse than the more commonly implemented DQT-EW technique,and that the same pattern is evident in the stemmed variant of each technique and with long query as well.MTQT and MTDT also appear to work well in this experiment, with a slight edge perhaps going to MTDT.In order to seek con�rmation for these results we applied three of our CLIR techniques to the EnglishAP collection. Table 3 summarizes the non-interpolated average precision results for that collection, usingDQT-SW, DQT-EW and MTQT. We observe the same trends on the AP collection as on the SDA/NZZcollection, �nding that DQT-SW is no worse than DQT-EW and that MTQT performs somewhat betterthan either of those techniques. Thus although we have not obtained statistically signi�cant results we havestrong reason to believe that our most important observations are repeatable.Table 4 summarizes the non-interpolated average precision results for the El Norte collection, using everytechnique except MTDT. Our English parser is still under development, so we processed only the three (of25) topics in this collection that our parser was able to handle. While this is an inadequate sample to obtainstatistically signi�cant results, we did obtain average precision better than that achieved by any DQTtechnique and comparable to that achieved by MTQT on both queries for which any retrieval techniqueproduced credible results.9 From this we conclude that further investigation of the LCSQT approach isjusti�ed.109Very few relevant documents are known for topic SP35.10Interestingly, the average precision of LCSQT surpassed that of even SLQ on topic SP34. In this case the di�erence8



TopicTechnique SP34 SP35 SP45 AverageSLQ 0.1762 0.0114 0.1875 0.1250DQT-SW 0.1270 0.0001 0.1015 0.0762DQT-SWS 0.0887 0.0000 0.0944 0.0611DQT-EW 0.1981 0.0002 0.0081 0.0688DQT-EWS 0.0373 0.0003 0.0309 0.0152DQT-EP 0.1905 0.0002 0.0081 0.0663DQT-EPS 0.0365 0.0001 0.0079 0.0148MTQT 0.1288 0.0000 0.1699 0.0996LCSQT 0.2398 0.0086 0.1448 0.1310FLQ 0.0000 0.0000 0.0000 0.0000Table 4: Non-interpolated average precision for three queries in the El Norte collection.4 ConclusionsWe have conducted an extensive evaluation of eight cross-language information retrieval techniques andfound some interesting results. It is clearly possible to exploit these same resources that we have used forDQT in these experiments it is clearly possible to craft more sophisticated techniques. For example, wecould take advantage of redundancy in the dictionary to improve our translation choices in the DQT-SWmethod. And in MTQT and MTDT we could preserve some additional terms in the face of unresolvableambiguity by coupling the translation and retrieval systems more tightly. But we have shown that documenttranslation is a practical approach for cross-language text retrieval on moderately large collections, that MT-based query translation performs well, and that arbitrary translation selection appears to work as well asany other technique for dictionary-based query translation. As cross-language test collections improve theseresults should provide a sound basis for further research on knowledge-based techniques for cross-languageinformation retrieval.AcknowledgmentsThe authors are grateful to Wade Shen for his help with parsing and LCS composition, Scott Bennett andHarriet Leventhal for their assistance with the Logos translation system, the University of Massachusetts forthe use of Inquery, James Allan for help with Inquery con�guration, and Fred Gey for making us aware ofthe German dictionary that we used.References[1] E.L. Antworth. PC{KIMMO: A Two-Level Processor for Morphological Analysis. Dallas SummerInstitute of Linguistics, 1990.[2] Lisa Ballesteros and W. Bruce Croft. Phrasal translation and query expansion techniques for cross-language information retrieval. In Proceedings of the 20th International ACM SIGIR Conference onResearch and Development in Information Retrieval, July 1997.[3] Chris Buckley, Mandar Mitra, Janet Walz, and Claire Cardie. Using clustering and SuperConceptswithin SMART: TREC 6. In The Sixth Text REtrieval Conference (TREC-6). National Institutes ofStandards and Technology, November 1997. To appear.appears to result from LCSQT using the more common term \fuerza" in place of \fortalezas" and two terms, \tierra" (land)and \ej�ercito" (armed forces) as the translation of \army," rather than thee single, more general term \ej�ercito."9
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