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The efficiencies of state-of-the-art thermoelectlievices made from bulk
materials remain too low for widespread applicatigarly predictions by Hicks and
Dresselhaus indicated that one potential route ifgproving the thermoelectric
properties of materials was through nanostructurTings predicted improvement was
due to two effects: an increase in the thermoeteptvwer factor and a decrease in
the lattice thermal conductivity.

In this thesis, new models are developed for catmn of the thermoelectric
transport properties of nanostructures. The resilthese models are in line with
what has been seen experimentally in the fieldamfostructured thermoelectrics: the
power factor of nanostructures falls below the bu#tue for sizes accessible by
current experimental techniques. While this is desti@ted first for a particular
system (cylindrical InSb nanowires), this resulsli®wn to hold true regardless of the

dimensionality of the system, the material of iagtror the temperature. Using the



analytical forms of the transport properties of estructured systems, we derive
universal scaling relations for the power factoiakhfurther point to the fundamental
and general nature of this result.

Calculations done for nanostructured systems irthvthie scattering time is a
function of carrier energy indicate that the intiotion of nanoscale grain boundaries
can lead to improvements in the power factor. Was@nt experimental methods for
the fabrication and characterization of porous bigrantimony-telluride (BiL
xS Tes) thin films using a templated deposition technigaeeliminary results from
this experimental work indicate that the nanostred morphology of the templates
used for the deposition of porous films limits dgfon during grain growth, and thus
the crystal structure of these porous films diffen@m that of films deposited on
dense substrates. For fundamental investigationthef effects of porosity on
thermoelectric transport, future studies shouldédfmee focus on Bi,ShTe; thin

films made by top-down patterning techniques.
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Chapter 1 Introduction to Ther moelectricity

1.1 Thermoelectricity

As the global demand for energy continues to gternative and renewable
sources become increasingly important. Thermoétectnaterials, which can
efficiently convert heat into electricity and vigersa, present an exciting solution to
this problem: What if we could turn some of thergyeejected as heat (almost 60%
of ~107° Joules per year [22]) into useable electrical gyfr

Thermoelectric devices are currently used to geegrawer in several limited
applications (for example, power generation foekitées too far from the sun to use
solar energy).[23] Future applications include wabkeat recovery in cars and
industrial plants, which could mean a more subshment in demand for non-
renewable energy. However, low device efficiendiase thus far made widespread
application impractical. Much of the research caotlse being done in the field of
thermoelectrics therefore focuses on improving ce\efficiency by optimizing the
thermoelectric properties of materials. As fabimatand characterization techniques
at the nano-scale have improved over the last 3@sy®ne approach to improving
thermoelectric materials is through nanostructurinthis chapter presents a short
history and introduction to the field of thermoefers, starting with a brief
introduction to the thermoelectric effects and thedinition of the thermoelectric

figure of merit (the quantity used to evaluate thermoelectric properties of a
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Figure 1.1 Schematics demonstrating the (a) Seebeck effecflgrihe Peltier effect.
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material), and finishing with an overview of thdatesely new field of nanostructured

thermoelectrics.

1.2 Thermoelectric Effects

The Seebeck effect, the phenomenon through whicterras convert a
thermal gradient into useable electrical energys @iscovered in 1821 by Thomas
Seebeck. When the top junction of a circuit forngdtwo dissimilar conductors is
heated to some temperatdiig and the bottom of the circuit is kept at a terapae
T.(see schematic in Figure 1.1(a)) carriers in tlye & the junction diffuse from the
hot side to the cold side, forming an open-cirewitageAV. WhenAT =T, — T, is
small, this voltage is linear with the temperatdiféerence:

AV = —S,,AT. (1.1)



Here we have defined the Seebeck coefficient ofjtinetion, S,,. The measured
voltageAV is the difference between the Seebeck voltagedesten legp,

AV, = =S,AT, and legb, AV, = —S,AT. It is clear that a large voltage is achieved
when the Seebeck coefficients of the two legs &apposite signs; this occurs when
one leg is an n-type thermoelectric materi8l { 0) and one leg is a p-type
thermoelectric materialS(> 0). The Seebeck effect is harnessed for therrooele
power generation and for temperature measurement.

If a currentl is flowed through the loop formed by two dissimitaaterials
(Figure 1.1(b)), one junction of the circuit wikbome hot (emitting heat at a rgte
while the other junction will become cold (absorbiheat at the same rate). By
reversing the direction of the electrical curréhg hot and cold junctions will switch.
This is the essence of the Peltier effect, disaddry Jean Peltier in 1834. The rate
of heat emission (and absorption) at the junctiegroportional to the applied
electrical current via the Peltier coefficient bétjunction

Q = Mgpl. (1.2)

The emitted (and absorbed) heat at the junctionthesresult of the difference
between the thermal currents flowing in (and thdéiétecoefficients of) the two
materials. The Peltier effect is harnessed in toefectric cooling and heating

devices.[24]

1.3 Thermoelectric Figure of Merit

A schematic of a simple thermoelectric refrigerasoshown in Figure 1.2(a).
The left and right legs are taken to be p- and petyhermoelectric materials,

respectively. The temperatures of the source arldasieTc and Ty, respectively. By
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Figure 1.2: Schematic of (a) a thermoelectric gefrator and (b) a thermoelectric
power generator.

passing a curreritthrough the device, heat flows from top to bottpmversing the
direction of current reverses the direction of Hemat). The efficiency of this device
is defined as the ratio of the rate of cooling bé tsource to the total power

consumption:

d) — Qcooling (13)

W consumed

Taking into account the heat carried by the Petltierent, as well as the opposing
Joule heatingIfR) and heat flow as the result of the temperatusslignt created
(xAT), we find that

Qcooting = SpnlTc — KAT = I2R (1.4)
wherek is the total thermal conductance a@Rdhe total electrical resistance of the
device. The total power consumed is a sum of théeJpower and the additional
power required to overcome the Seebeck voltageertea

Weonsumea = I*R + SpnlAT. (1.5)



At the optimal current value, the device efficiemgyhen

-1
_ [Favg (YT ZTavg+1\ | 1
Pope = [AT ( 1+ZTavg—1> + 2] (1.6)

whereT,,, = (T¢ + Ty)/2 and the quantity

z=" 17
_ s’ (17)

which has units of 1/K, depends on the shape,aidematerial properties of the legs.
The full derivation for Eq. (1.6) can be found B¥]. With the appropriate choice of

leg geometries to maximize the device efficienbg, quantityZ reduces to

2
Spn

Zmax - ((Z_I;)l/z_'_(g_z)l“)z.

We note thatZn.x depends only on the properties of leg materidis:thermal ;)

(1.8)

and electrical ;) conductivities of the two materials and the Sekhbmoefficient of
the junction.

A schematic of a thermoelectric power generatshmswn in Figure 1.2(b). In
this case, a voltage is created by placing thec#escross a temperature gradient
(between the heat sourceTat and heat sink aifc). An analogous argument for the

optimal device efficiency of a power generator gl

Tava (V1FZTawg—1\ 1
Nopt = ATg( 2 ) -3 (1.9

[T+ZTqyg+1

The maximized efficiencies (as well as the efficies of the refrigerator at
maximum heat pumping and of the power generatonatimum power output) are
increasing functions d . Which depends on the pair of materials chosen.ugh,s

Zmax IS referred to as the thermoelectric figure-of-merhoughZmaxin Eq. (1.8) is



given for the device, in practice we evaluate thelactric transport in individual

materials via
S2qg
7 =— (1.10)

where the thermal conductivity is a sum of the wteuc (c.) and lattice ;)
contributions. We note that the dimensionless qtyardT is also frequently
reported.[24]

Eq. (1.10) indicates that a good thermoelectricemat has a high Seebeck
coefficientS a high electrical conductivity and a low thermal conductivity. In
general, however, these 3 parameters are related, cannot be optimized
individually. An increase in electrical conductivigenerally corresponds to an
increase in the electronic contribution to therroahductivity (via the Wiedemann-
Franz law), as well as a decrease in the SeebeefKiaent. Because of this

unfavorable coupling between transport propertibs, best room temperatu#r

H n-Type zT u p-Type zT
14 14
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Figure 1.3: State-of-the-aZT values of (a) n-type and (b) p-type materialsfas o
2008.[2]
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Figure 1.4: Schematics of electron density-of-st&t@ctions for various system
dimensions, adapted from [3].

values of bulk materials are around 1 (see Figusg With not much improvement

over the last 50 years of research.[24]

.4 Nanostructured Thermoelectrics

In 1993, pioneering theoretical work by Hicks ane&selhaus[18, 19] indicated that
confining a material to a one-dimensional nanowirea two-dimensional thin film
could mean significant increases #iI' values relative to bulk. The predicted
improvement is the result of two important effeatsen moving from bulk to the
nanoscale: (1) the resulting quantization of thectebnic density-of-states function
(Figure 1.4) was expected to lead to an increagbdanthermoelectric power factor
(cS?, the numerator oZ), and (2) an increase in phonon scattering by seale
features should mean a decrease in the latticerilootion to the thermal

conductivity, ;.



1.4.1Models of Hicks and Dresselhaus

The original models of Hicks and Dresselhaus weeeivdd for highly
confined (very small) systems, in which the sepamabetween quantized energy
levels (which are proportional @ wherew is the size of the nanostructure) is large
enough that only a single subband energy contrsbtdetransport.[18, 19] We will
refer to this model as the “single-subband modd&scribed in additional detail
below. Using the single subband model, Hicks anesBelhaus calculated the room
temperatur&T values of BiTes thin films and square nanowires as a functiorilof f
thickness and nanowire width, respectively. Theselts are shown in Figure 1.5.

Huge ZT values (~7 for 2D, ~14 for 1D) are seen for the fwalstructures
(<1nm in size): a significant improvement over thek value of ~0.5. For both 2D
and 1D systems (regardless of film or nanowire raagon), ZT increases

monotonically with decreasing size—Ileading to théial conclusion that smaller

(b) 15.0
10.0 x orientation
}_
N y orientation
50t
z orientation
0.0 : : - ; 0.0 ' = o
0.0 20.0 400 60.0 80.0 100.0 0 20 40 60 80 100
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Figure 1.5ZT values calculated using the single-subband madalfanction of film
thickness and nanowire radius for (a) B quantum wells and (b) Bies quantum
wires of various crystallographic orientations. &akrom [18, 19].



structures are always better. However, two thstgsuld be noted from these results:
(1) The sizes investigated in this work are verylnfior the most part falling below
the experimentally accessible size range and {2)Joes not approach the bulk value
as the structure size increases; ratBérgoes asymptotically to zero as the size goes
to infinity. This indicates a need for further thetical investigation into

thermoelectric transport in the intermediate sagge between ~10nm and bulk.

1.4.2Experimental Demonstration of HigtT Nanostructured
Thermoelectrics

Since the ground-breaking theoretical work doneHigks and Dresselhaus,
improvements in fabrication, characterization andasurement techniques at the
nanoscale have led to significant progress in tiedd f of nanostructured
thermoelectrics. These improvements include adwanice techniques for wet
chemical synthesis of nanoparticles, nanowire dnowhin film deposition, and
improved resolution in electron microscopies (mgkirpossible both to image and to
pattern smaller and smaller features). With theseaeced experimental methods,
many groups have demonstrated incread€dvalues in nanostructures relative to
bulk. Several of the systems showing the most anlbiat improvements iZT are
highlighted below.

In 2001, Venkatasubramaniahal reported a cross-pla@d value of 2.4 in a
p-type BpTes/ShyTe; superlattice structure at room temperature[25]-+gaificant
improvement over commercially available,Bsh Te; alloys £T~0.8). They found
that the lattice thermal conductivity is minimizéat a superlattice period of 6nm,

regardless of the thickness of the individual layewith little impact on electron
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Figure 1.6: (a) Cross-sectional schematic andofpstirface SEM image of the
PbSe.Te/PbTe quantum dot superlattice (QDSL) structure.[6]
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Figure 1.7: (a) TEM image of a hot-pressed nanotirad bulk Si-Ge alloy, (T
values of hot-pressed samples (shown with varicarkens) compared with state-of-
the-art bulk (solid line) as a function of temperat[17]

transport. Shortly thereafter, Harmanhal. demonstrated room temperature in-plane
ZT values between 1.3 and 1.6 for devices based @& Rbe/PbTe quantum dot
superlattice structures (Figure 1.6).[6, 26]

More recently, improvements &I have also been shown in nanostructured

bulk alloys. Joshet al. demonstrated a 50% increase in the high temperé00-
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Figure 1.8: (a) Cross-sectional SEM image of roBghanowires (scale bar:10um)|[8]
and (b) SEM image of a holey Si nanoribbons (sbafelum).[13]

900 C) ZT value of the Si-Ge alloy system. Si and Ge powdszsnechanically

alloyed using a ball milling technique, and theulesg nanopowder is hot pressed to
form a bulk pellet (Figure 1.7).[17] The high dép®f nanoscale interfaces created
through the ball milling, hot pressing process tetda reduction of almost 50% in
the thermal conductivity relative to bulk, and iglst increase in the power factor. A
similar process was used by Pouelehl. to synthesize a nanostructured bulk Bi

xShTe; alloy with a low temperature (10Q) ZT value of 1.4—a 40% increase over

a comparable bulk alloy. The increaseihis in large part due to a 50% decrease in
the lattice thermal conductivity, as well as aldigncrease in electrical conductivity
attributed to charge build-up at the grain bouretaand a resulting increase in hole
density within the grains.[27]

One of the materials perhaps best suited for namsisting is Si, which
exhibits such a large thermal conductivity in b(tf10W/m-K) that thermoelectric

application is impractical. Techniques includingkonanostructuring[28], synthesis
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of nanowires[8, 29] and fabrication of holey ribBfiB8] (see Figure 1.8) have led to
significant reductions in the thermal conductiwtySi (as low as 1.6W/m-K at room
temperature), giving rise to a factor of 60 impnoeat inZT.

The measured room temperature transport propedfeseveral of the
nanostructured systems mentioned in this sectieristed in Table | and compared

with their bulk counterparts.

Table I. Measured transport properties of varicarsostructure and bulk

thermoelectric systems at room temperature.

Power Eactor Total Thermal
Material Structure 8 Conductivit ZT
(10° W/im-K?) WIMK) y
Nanowire (1) 3.3[8] 1.6 0.6
Si Nanowire (2) 2.9[29] 2.5 0.25
Bulk 4.0[30] 110 0.01
Quantum dot superlattice 3.1[26] 0.58 1.9
P M
bSe«Te I'e ik PbTe 4.6[31] 23 0.52
. Nanostructured bulk 4.3[27] 1.1 1.2
Bi,. T
2xShTes g 4.5[27] 14 0.9

These results indicate that while substantial imees inZT have been
realized, these improvements are almost alwaystaw@esignificant decrease in the
thermal conductivity. In fact, in the majority afiiestigated materials systems the
power factor of nanostructures actually falls beldwe bulk value. In systems for
which modest improvements in power factor are rieggrthis is usually attributed to

secondary effects, rather than modification of éhectron density-of-states as the
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result of confinement. These results are in starkrast to the original predictions of
Hicks and Dresselhaus, indicating the need to éuriimprove our understanding of

electron transport in nanostructured systems.

1.50Objectives of Thesis

The objectives of this thesis are as follows.
1. To resolve the discrepancy between experimentattamtetical work:

The theory that the thermoelectric power factomahostructures should be
larger than that of bulk has dominated the field tfee last 20 years. Experimental
results from a wide variety of materials systensagdiee with this conclusion, which
was based on the preliminary modeling work of Hiaksl Dresselhaus. The first goal
of this work is to resolve this discrepancy betwegperimental and theoretical work.
We develop new models for calculation of the theztactric transport properties of
nanostructures, and apply these models to a witgeraf materials systems. We then
derive universal scaling relations for the therreotric power factor that allow us to
calculate the power factor value of any simple sémture (nanowire and thin film)
in any configuration (material, size, temperaturejthout any additional
computational effort
2. To explore new techniques for demonstrating higluesa of the thermoelectric
power factor in nanostructures:

The modeling work described above suggests thabdstrating high power
factor values in “simple” nanostructures (nanowiaasd thin films) may prove
difficult. Calculations done for thermoelectric matructures in which the scattering

time is a function of the carrier energy indicdtattthe introduction of a scattering
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mechanism with a preferable energy-dependence cdoeld potential means for
improving the power factor in these simple nanagtres. In experimental systems,
this can be realized by the introduction of addidlbnanoscale grain boundaries,
either through the introduction of nanoparticlesianopores.

We then set out to experimentally verify these tbgoal predictions by
fabricating porous thin films. The model thermoéliecmaterials system BiShTes
was utilized for this study. Porous thin films weteposited onto anodic alumina
templates using pulsed laser deposition, and th@mrdemperature transport

properties were measured using set-ups in our lab.

1.6 Organization of Thesis

This thesis consists of 8 chapters in additiorh&introduction. The content
of these chapters is summarized below.
Chapter 2: A model for calculation of the thermoelectric trpog properties of
cylindrical nanowires is presented, and calculaidone for n-type InSb are reported.
We compare results calculated using our modeldseltalculated using the model of
Hicks and Dresselhaus, and discuss the validithefHicks and Dresselhaus model
in the range of sizes of interest here.
Chapter 3: In this chapter, models for calculation of the $ort properties of
square nanowires and thin films are presented apiied to n-type InSb. These
models are then applied to a range of systems waithing material parameters and
temperatures, and we discuss the general behdvibe gize-dependent power factor

of nanostructures within this framework.
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Chapter 4: We use the analytical forms of the transport progeiof nanowires and
thin films to derive universal scaling relations tbhe power factor. These equations
allow us to determine the power factor of any senpanostructured system without
any additional computational effort. The universaaling relations analytically
illustrate the dependence of the power factor @a;ghe effects of choice of material
and temperature on the power factor follow natyrfsbm these derivations.

Chapter 5. The effect of an energy-dependent scattering timethe transport
properties of nanostructures is investigated. Tokergial for improving the power
factor through the intentional introduction of ¢arrscattering centers is discussed.
Chapter 6: This chapter focuses on the experimental technigesgsloped to both
fabricate and characterize thermoelectric thindilfhis includes a description of the
dual pulsed laser deposition, thermal evaporatystesn in our lab as well as the set-
ups built for measurement of the thermoelectrindport properties.

Chapter 7: In this chapter, we investigate pulsed laser déiposof Bi,.xShTes thin
films. The effects of various deposition and animgatonditions on the properties of
the films are explored, and an optimized set otess conditions is identified.
Chapter 8: We present a study of templated deposition of po®BwShTe; thin
films. These films were produced by a method dbsdriherein. The properties of
porous and dense films deposited using this medhedompared.

Chapter 9: The final chapter includes general conclusionshenresearch presented

in this thesis, and offers a vision for future work
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Chapter 2 Thermoelectric Transport in Cylindrical InSb

Nanowires

2.1 Introduction

The thermoelectric transport properties of a materie a complex function of
many material and system parameters, including tiipes, characteristics and
concentration of carriers, crystallographic ori¢iota and temperature. In lieu of
huge amounts of costly experimental work, theoattimodeling of the transport
properties is crucial for sifting through this wigarameter space in order to find
materials of interest, and predict ideal configrag (e.g. carrier concentration or
range of ideal operation temperatures) in whichtlieemoelectric properties of these
materials are optimized.[32-35] This is especialifue when investigating
nanostructured materials, which are often more lehging to fabricate and
characterize.[36-38] Predictive models for the $port properties of nanostructured
materials are therefore vital as we explore poaéajpplications of nanotechnology to
thermoelectric systems.

In this chapter, a model for calculation of thensjort properties of
cylindrical InSb nanowires is presented. The thicakapproach presented here is
based on the model developed by Hicks and Dresself@ calculation of the
transport properties of nanowires. The initial comapional work of Hicks and

Dresselhaus predicted huge improvementZTrwhen moving from bulk to nano-

scale systems, due to an increase in the therntoelpower factor PF = ¢52) and a
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decrease in the lattice thermal conductikity Experimental work over the last 20
years, jumpstarted by the initial conclusion thatrfaller is always better”, has shown
that while k; for nanostructures can be far lower than the kalke, the power factor
shows no improvement with nanostructuring. The astajoon model presented in
this chapter was therefore motivated by the neaggolve the discrepancy between
modeling and experimental results in the fieldh&frtmoelectrics.

The assumptions made in the original model of Haxkd Dresselhaus, which
was derived fohighly confined (very small) systemase not suitable for the range of
sizes of interest here (nanowire radii betweenrikd100nm). The model derived here
is therefore designed to take into account the gingnphysics when moving between
highly confined nanowire systems (radii smallernthedl2nm) to nanowire systems
exhibiting bulk-like transport properties (radirdger than ~100nm).

The model presented in this chapter involves catowd the electronic
subband structure of the nanowire systems and ngplthe Boltzmann transport
equation in order to derive the 1D thermoelectrEnsport properties with this
subband structure as an input. Following the mabbscription, radius-dependent
power factor an&T values calculated for n-type InSb nanowires aponted. The
results of the model derived here offer a new abktltor the field of nanostructured
thermoelectric materials: In general, the nanowiogver factor actually falls below

the bulk value (smaller is not always better).

2.2 General Expressions for the Thermoelectric Transpooperties

The thermoelectric transport properties (electricahductivity o, Seebeck

coefficientS and electronic thermal conductivity,) of cylindrical InSb nanowires
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are calculated by solving the semi-classical equatbf motion in the presence of an
electric field and a temperature gradient. We $tartleriving general expressions for
the thermoelectric transport properties of matenaithin this formalism, and then
derive equations specific to 1D systems (Sect. &18) 3D systems (Sect. 2.4). The
derivations given here are brief; a much more thghotreatment can be found in
[39].

The semi-classical equations of motion of an ebectat positionr in a

spatially uniform and static electric fieklare given by

1 0E(K)
h ok

r=v(k) = (2.1)

hk = —eE
where k is the electron wavevectoy(k) is the electron group velocity; is the
reduced Planck’s constan2r, E(K) is the dispersion relation amrds the charge of

an electron. The electric current dengitgnd the thermal current densjtycan be

written as
. dk
j=—e[ Svg(K) (22)
. dk
iq = [ [E®) — Ef]v(K) g (k)
whereg (k) is the non-equilibrium distribution function agglis the Fermi energy. In

the presence of the electric fiell and a constant temperature gradigfit g(k)

differs from the equilibrium distribution functiqg, (K)via

2 E(K)-E
91 = go (1) + (EM)) (- L) v(I) [—eE + ==L (-VD) | (2.3)
In Eq. (2.3),7(E(K)) is the relaxation timd;,is the Fermi-Dirac distribution antlis

the temperature. The non-equilibrium distributiamdtion in Eqg. (2.3) is derived
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within the framework of the relaxation time approgtion. Physically, this
approximation means that it is only through vari@esittering processes that the
system returns to equilibrium in timg(E(Kk)). This is generally appropriate for
thermoelectric materials (which tend to be dopednisenductors) at room
temperature, for which the dominant carrier scaigermechanisms are elastic
processes.[24] Detailed models for calculation hed hon-equilibrium distribution
function in the presence of inelastic scatterinocpsses are described in [35, 40, 41].
Plugging Eq. (2.3) into Eq. (2.2) and noting that definition the equilibrium
distribution function does not contribute to cuteegives the following expressions
for the electrical and thermal current densities:

j = LOE - —LO(-vT) (2.4)

g = = LOE + L& (-VT)
where the “L-integrals” are defined as

L© = e? [ 22 (- L) 7(E)) v (v (k) (E(K) — Ef)" (2.5)
The electrical conductivity, Seebeck coefficient aectronic thermal conductivity
can then be solved for as

S=E- (VT)-1|i=0 = —LW/(eT - LO) (2.6)

k0 =1a- O], = (&) (10 - &
e = Jq j=0 ~ \e2T L@ J°
We note that the derivation given above assumethglesband in the electronic

structure of the material. If multiple bands arevant when calculating the transport

properties, the quantity(“) becomes a sum over the contributions of each band:
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L@ = Ypana Litnq- (2.7)

Calculation of the thermoelectric transport projesrrequires knowledge of
the band structur&(k) of the material. For the model derived here, aketthe
effective mass approximation (considering only ieasr near the extrema of the
conduction and valence bands).[39] In the intesésimplicity and ease of extension
to a wide range of materials, we will assume alsimgnduction band characterized
by an ellipsoidal Fermi surface. The effective massg thex-direction, the direction
of transport, is denoteat; and effective masses along §reandz-directions, which

are taken to be equal, are denatep The dispersion relation for this band, assumed

. . . K2 (k% | kb+kZ .
to have a parabolic form, is then given Bgk) = St =) wherek; is the
L

mj

wavevector in the direction. These approximations are appropriatenftype InSb,
the materials system investigated in this chatee. band structure for InSb is shown
in Figure 2.1. The 3 conduction band minima of IcBisest to the Fermi energy are
located at thé&', L and X points of the Brillouin zone. The L andvAlleys lie at high
enough energies (~0.5 and 0.8eV) relative tolthealley that we can consider n-type
InSb a single-carrier material at room temperatwith electrons occupying only the
I" valley. The bandgap of InSh, 0.17eV at room teraipee, is large enough that to a
first approximation we assume that there is notedactransport due to holes in the
valence bands.

This model can easily be extended to more compkaxdbstructures. For
example, for systems in which multiple bands (idohg both electrons and holes)
must be considered, the contributions of these damd summed in Eq. (2.7). For
systems in which interactions between the condunciiod valence bands lead to a
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Energy 300K E,=017eV
X-valley E£,=0.68¢eV
I-valley E =1.0eV
E _=08eV

Energy (eV)

<111>
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~ | - Split-off band

k Vector

Figure 2.1: (a) Band structure calculations fordntaken from [14]. The Fermi
energy is marked by a horizontal line at Energybp Schematic of the key features
of the InSb band structure [20]. Note that the waeor axes for these two plots are
reversed.

deviation from the parabolic dispersion relatiorj[42 more accurate form df (k)
may be plugged into Eq. (2.5).

In order to emphasize the effects of the electrstigcture on transport, the
“L-integrals” from this point forward will be giveas a function of electron energy,
as opposed to wavevector. This change of varialleag assuming that thie

wavevectors are independent of one another, idekkia [43].

2.3Transportin 1D

In this section, the model used for calculationthaf subband structure of InSb
nanowires as well as the one-dimensional form of @&93) are presented. The
derivations given here are brief; detailed derisagi for these equations can be found

in [43].
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2.3.1Modeling the Subband Structure of Cylindrical Namew
For nanowire systems, we take thdirection to be the direction of transport,
aligned with the axis of the nanowire. As a resalconfinement by the nanowire

boundary, the wavectors in tigeandz-directions are quantized. In order to calculate

, . . , : h? (k3 | k3+kZ\ .
the dispersion relations for nanowire systems fgibg E (k) = Sl t=—=)in
Il 1

bulk), we must first determine the allowed valudskp and k, by solving the
Schrodinger equation for electrons in a confinioteptial.
From the effective mass theorem, the Schrodingeatesn for electrons in a

solid has the general form:
2
— 2V o V@) + VIOP(E) = Br) (2.8)
wherea is the inverse effective mass tensors the positionV(r) is the confining

potential created by the nanowire boundarfr) is the electron wave functiandE

is the electron eigen-energy. With the simple batrdcture described abovae,is

given by
m)~" 0 0
a=| 0 (m)~t 0 : (2.9)
0 0 (mp~!

For a cylindrical nanowire of radius we assume the following piece-wise form of

the confining potential:

0 forp<r

00 for p>r (2.10)

V(p,0.2) =

wherep, 6, x is the position in cylindrical coordinates definad-igure 2.2.
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(p, 0, x)

YAVAN

Figure 2.2: Cylindrical coordinate system.

The imposed boundary conditions are thdt) vanishes at the nanowire
boundary f = r) and remains finite at the center of the nanoyre 0).

With the effective mass tensor in Eg. (2.9), theegel solution to Eq. (2.8)
for a wave traveling in the-direction and bounded in theandz directions has the
form

P(r) =U(p,0) - exp (ik,x). (2.11)
Plugging (2.11) and (2.9) into (2.8), the Schrodingquation simplifies to a two-

dimensional differential equation for the functi@ip, 8):

% [ 92 10 1 92 h2kZ
_ij_(a_pz-}_;%-l_;ﬁ)l]_[E_ m]'U (212)

The eigen-energy solutions of Eq. (2.12), refetiea@s the “subband energies”, are
the quantized energy levels resulting from confieetrin they andz directions and

are given by

21,2 i2 2
Epp = E — 2% = Jmnl (2.13)

* * .20
Zm” ZmJ_r
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Figure 2.3: Nanowire subband structure with firsuBband energies labeled.

wherejnm is thenth root of themth-order Bessel function of the first kind.[44] The

subband dispersion relations can then be written

h2kZ
2my

E(K) = Epn(ky) = + Epp. (2.14)

The subband energl,,, therefore marks the bottom edde=0) of the subband
dispersion relation (see Figure 2.3). We note tha& analytical solution for the
subband energies exists due to the rotational syrgroé the single carrier pocket
assumed here (see Eg. (2.9)); numerical methodsaloulating nanowire subband

structures for Fermi surfaces of lower symmetryehla@en described elsewhere.[45]

2.3.2Thermoelectric Transport Properties in 1D
Thermoelectric transport properties can then beutated from the following

one-dimensional form of Eq. (2.5):

2 o0 af
L = S 2t [l dE - TENE= B (<51) - (E-E)". (2.15)
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where all energies are taken relative to the balge ef bulk and the summation in

Eq. (2.15) is taken over the contributions of ablsands.

2.4 Transport in 3D

In order to determine the effect of nanowire coeafirent on the
thermoelectric transport relative to bulk InSb, ngport properties were also

calculated for bulk. For a 3D material, Eq. (2.8h e written as[43]

e’m} 8 (o of a
L@ = 27 \/;” [y dE -t (EWE? - (=2L) - (E - Ey) (2.16)

where again all energies are taken relative tobidwed edge. As with the model
presented for 1D, Eqg. (2.16) was derived assumingingle conduction band,
characterized by effective masses; (along the direction of transporgnd m}
(perpendicular to transport).

In order to keep the derivations presented in ¢chegpter general, Eqg. (2.15)
and (2.16) are written without specifying the eryedgpendence of the scattering
time. For all results presented below, we will &ssua carrier relaxation time
constant with respect to energy(k) = v = umy /e, wherey is the carrier mobility
along the transport direction). We have taken simgple approach to scattering time
in order to investigate the underlying physicsha&rtnoelectric transport in nanowires
without extensive material-specific adjustmentghie model. Clearly this approach
would not be appropriate for all systems; it isdevit from Eq. (2.15) and (2.16),
however, that this model can easily be extendexystems with an energy-dependent

scattering time (this is discussed in detail in @tba3).
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2.5Procedure for Calculation of the Thermoelectric isaort Properties of InSb

Nanowires
We investigate n-type InSb, a promising thermoelechaterial in bulk.[46]
The material parameters used (electron effectivesma=0.013m, electron mobility
1=70,000c¥(V-s)) were obtained from the literature.[47, 48Je nanowire radius
was varied in the range of 10-100nm.
For each nanowire radius investigated, calculations of the thermoelectric
transport properties at room temperature were dsimgy the following procedure:
1. The lowest 300 subband energies are determiredEq. (2.13). The
calculations are limited to 300 subbands (despite fact that the real
electronic structure includes an infinite numbestduse, as is shown in more
detail below, 300 subbands are enough to accuratelyel transport in the
nanowire systems studied here.

2. For each of the 300 subband energies calcuiat8&tep 1, we evaluate the
L@-integrals in Eq. (2.15) as a function of Fermi eyerThe totalL(®-
integral for a given Fermi energy is then a sunr alve contributions of each
individual subband.

3. TheL(“)-integraIs are then plugged into the expressioisyin(2.6), giving
the 3 transport propertiegE;), S(E;), k.(E;) as a function of Fermi energy.
4. The power factor is calculated as a functiofrefmi energy RF = ¢5?),
and the Fermi energy that maximizes the power fdgig: is identified.

An example of the thermoelectric power fact®F (= 0S?) of a nanowire

calculated as a function of Fermi energy is giveririgure 2.4 for=10nm. The first
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Figure 2.4: Calculated power factor as a functibRermi energy for an InSb
nanowire withr=10nm. Vertical lines mark the'subband energy({o) and the
optimal Fermi energyH; oy). The conduction band edge of bulk is seEa0.

subband energyE{y), the Fermi energy for which the power factor isximazed
(Ef,opy and the maximum power factor valleH,,) are labeled in this plot. Note that
the power factor exhibits a maximum with respeckEéomi energy—this is because
the power factor is the product of the electricahductivity, which increases
monotonically with Fermi energy, and the squarehef Seebeck coefficient, which
generally decreases with Fermi energy.

The room temperature transport properties of bafkbl were also calculated
as a function of Fermi energy, using Eq. (2.16) &®) (Figure 2.5). With the
optimization conditiorE=E; oy, the bulk power factor value for InSb is calcuthte
be 2.54x1G W/m-K?, in good agreement with the experimental value.6f x10°

W/m-KZ.[46]
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Figure 2.5: Calculated power factor as a functibRermi energy for bulk InSb.
Vertical lines mark the conduction band edgg énd the optimal Fermi energy

(Ef,opt)-

2.6 Single-Subband Model of Hicks and Dresselhaus

We first present results calculated using the ‘ieisgbband model”
developed by Hicks and Dresselhaus. With this moaelignore the sum over the
contribution of multiple subbands in Eq. (2.15).théut this summation, only the
contribution of the lowest subband &, is considered. Power factor values
calculated using the single-subband model are gagea function of nanowire radius
in Figure 2.6. This curve displaysa dependence, similar to what was calculated by
Hicks and Dresselhaus for Bie; and shown in Figure 1.5. We note that, as with the
data shown in Figure 1.5, the results calculatet thie single-subband model do not
approach the bulk value (marked by a dashed linéignre 2.6) for large nanowire

radii.
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Figure 2.6: Calculated power factor values as atfan of nanowire radius using the
single-subband model. The bulk calculated valurasked by a dashed horizontal
line. n-type InSb band parameters were used.

The r? dependence of the power factor calculated usiegsthgle-subband
model is explained as follows. From Eq. (2.6), gwver factor can be written in

terms of the “L-integrals” as

g2 = (L) )
PF =08? = (=) S5 (2.17)

The nanowire power factor can therefore be detexdhby plugging (2.15) into (2.17)

to get

I o 2
PF(T,Ef)z y er” [Znm Iz, 4" E—Enm-(—g—g)-(E—Ef)]

242 2 © af
mérh eT anfEnde' E_Enm'(_ﬁ)

(2.18)

The power factor depends on nanowire radius (Ecdir through the™ factor in the
energy-independent coefficient (surrounded by gihd (2) indirectly through the
ratio of integrals (surrounded by []), which depem the set of subband energies
Enn(r). Assuming that the conduction band consists sihgle subband;, the ratio

of integralsA(r,E;) can be written as
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_ [y e (5 (er)]
A(r Ef) = T ) (2.19)

*

2m
such thatPF(r, Ef) = {2=- L A(r,E;). We note that because the Fermi

mw2r2p  eT?

energy-dependence of the power factor comes exelysirom the functiorA(r,Es),
the Fermi energy that maximizésis necessarily the same as the Fermi energy that
maximizes the power factdi ..

It will be shown below that except for a global Eqeshift the integrals and
therefore the functiorA do not depend on nanowire radius. This can be gmrov
analytically with a simple change of variables.

Take two nanowire radii, andry, whereAE = E, , — Eqo (the difference
between the single subband energies for nancaéned nanowirdo). The density-of-
states functions are shown as a function of enerdyigure 2.7(a) where we have
chosernr,=10nm and,=15nm for demonstration purposes. In the proof mivelow,
we will prove the relatio (7, Ef)= A(r,, Ef + AE): theA functions for nanowirea
andb are identical except for a shift AF (see Figure 2.7(b)).

For nanowires,
2
» (E—Ef)/kBT
g AE-JE=E1gq| —————— |(E-Ef)
[ 10,a (1+e(E—Ef)/kBT>

fr.  dE-JE-E DT
E10,a 10,a (1+e(E—Ef)/kBT>Z

A(ra E) = (2.20)
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Figure 2.7: (a) Electron density-of-states as a&tion of carrier energy, (b)
normalizedPF - r? calculations as a function of Fermi energy for nvaine radii of
10, 15nm.

We define a new energy variatife= E — AE. ThenE — Eygo = E' + AE — Ej5, =

E' — E1, and we can write (2.20) as

2

/ e(E'+AE—Ef)/kBT

[ o dEr[E—Eq1op-
fElOrb 10b \( (E'+AE-Ef)/kpT
1+e
A(ry Ef) = /
f;lode"\/E’—Em,b'\

5 |(E"+AE—Ef)
7)

(2.21)
e(E'+AE—Ef)/kBT \

2
<1+e(E’+AE—Ef)/kBT>

If we similarly define a new Fermi ener@y, = E; — AE, Eq. (2.21) can be written

2
/ e(E'—EIf)/kBT \

- dEr[E—Eqqp E'—Er
fElo'b e <1+e(5’—5’f)/k37">2)( f)J

|

A(rg, Ef) = A(1,, E's + AE) = / \
e(E'—EIf)/kBT
\<1+6(E’—Elf)/kBT>z

f;m ) dErJEl—E1qp*

(2.22)

31



which is justd(r,, E'¢). We can then write

A(ry, Ef )= A(ry, Ef — AE). (2.23)
Therefore, the only difference betweg(r,, Ef) and A(ry, E;) is the global energy
shift of AE. The significance of this result is best underdtbg noting that the energy
shift AE is both the energy difference between the subbaretgees (see Figure
2.7(a))and the energy difference between the Fermi energiasttaximizeA (see
Figure 2.7(b)). Together, this means that the gnelifference E; ., — E;, and
A(Ej,opt) do not depend on

We have just shown that, evaluated at the optineainkenergy for each,
A(r, Ef) does not depend an The single-subband power factor can then be emritt

as.

2m;
PF(7,Efop;) = {25 ﬁ A(Ef opt) (2.24)

m2r2h  eT?

Ther? dependence of tHeF in the Hicks and Dresselhaus model therefore e@serg
solely from the energy-independent coefficient{{in Physically, ther? dependence
of the power factor corresponds to the cross-seatiscaling of the conductivity of a
guantum wire as the radius is varied, in the regha single operative conduction
channel.

To determine the validity of the single-subbanduagstion, the electron
density-of-states (DOS) function was calculated, p&, for radii between 10 and

100nm using the parabolic band approximation
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Figure 2.8: Calculated electron density-of-statea &unction of electron energy for
the conduction band of n-type InSb nanowires:r€apnm, (b)r=30nm and (c)

r=100nm (green) and bulk (black). Dashed verticadimark the Fermi energy that
optimizes the power facto; o, for each radius.

DOS,p(E,7)dE =

1 m

mw2hr? 2

_1 an (E - Enm (r))_l/z dE

(2.25)

where for each choice of the sum is taken over tlig,, subbands. Examples of DOS

functions for radii of 10, 30 and 100nm are plottedrigure 2.8 as a function of

energy. The spikes in the DOS functions correspoondubband energids,, and

mark the bottom edges of the subband dispersiatioak. The bulk density-of-states

function, given by

DOS,p (E)dE = L)

mw2h3

VE dE
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is also shown in Figure 2.8(c). For each DOS phat,dashed vertical line marks the
calculated optimal Fermi energ; o for the corresponding nanowire radius. The
electrons that contribute to transport fall witkseveralkgsT of this Fermi energy. The
relative positions oEsqprand the spikes in DQS in these plots illustrate that the
single subband assumption is appropriaterfdOnm, but for radii as small as 30nm
several subband energies fall within a fes¥ window aroundg; o For r=100nm,
the baseline of the density-of-states functionmddes bulk and it is clear that many
subbands contribute to transport. This indicatas ttie calculated power factor value
for large nanowire radii should be close to thabolk. The single-subband model
ignores the contributions of these subbands theatcarcial for accurately modeling
transport in the intermediate size rangelPnm). Therefore, the power factor values

shown in Figure 2.6 are inaccurate folOnm and do not approach the bulk value.

2.7 Many-Subband Model

The “many-subband model” presented here retainsuhein Eq. (2.15) and
assumes that the conduction band consists of 3bbasds. Power factor values
calculated with the many-subband model are compaitdthe results of the single-
subband model in Figure 2.9.[49] While the reswtsthe many-subband model
match those of the single-subband model in thels@dius limit, the curves diverge
as r increases. The curve calculated using the manlgssub model exhibits a
minimum, located at=19nm, at which the nanowire power factor falls 26étow
the bulk value. Below 19nm, the assumption of reglsi subband is appropriate
(confinement of electrons in the InSb nanowireignificant) and the power factor

increases with decreasing radius.
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Figure 2.9: Power factor values calculated for InSimg the many-subband model
(red) and the single-subband model (blue) as difumof nanowire radius.

Above 19nm, the power factor increases wittreasingradius up to the bulk
value, marked by a dashed horizontal line. Thedatend is clearly in contrast with
what is seen using the single-subband model, whieticts that the nanowire power
factor goes asymptotically to zero with increasradius and vastly underestimates
the power factor for large nanowire radii.

The evolution between the single-subband model #@ed many-subband
model is shown in Figure 2.10(a), in which the akdted power factor is given as a
function of radius and the number of subbands demed in calculations. The
“number of subbands considered”, or the numberrétmthe sum in Eq. (2.15) is cut
off, is a non-physical restraint on the model. Asntioned above, the electronic band
structure of a nanowire includes iafinite number of subbands. For each choice, of
the smooth increase in the power factor with thenloer of subbands is shown in
order to demonstrate model improvement and conmesyeof the power factor

values.
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Figure 2.10: (a) Calculated power factor as a fionadf InSb nanowire radius and
number of subbands included. (b) Contour plot efdhta shown in (a). Calculations
for which too few subbands are included (powerdagtlues have not converged)
have been grayed out.

The same data is given in the form of a contout pid~igure 2.10(b). The
number of subbands required for accurate calcuadiothe transport properties is
marked by a dashed line in Figure 2.10(b). For edubice ofr, this quantity is
defined as the number of subbamisuch that PFy — PFy_1)/PFy is less than the
error tolerance of the calculation (<)0N ranges between 1 and 250 for the selected
range of nanowire radii (10-100nm). Assuming thegt tonduction band consists of
just 300 subbands is therefore appropriate for thnge of radii. Data in the gray
region, for which too few subbands have been irediuidr convergence, is therefore
not accurate or physical.

The non-monotonic dependence of the power factonamowire radius is
attributed to the presence of two opposing effgdsconfinementwhich gives rise
to ther? dependence for small nanowires, andtt® increasing magnitude of the
density-of-statesvith increasing nanowire radius (Figure 2.8). Th@imum in PF
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vs.r therefore represents the transition between regidrstrong and weak quantum

confinement.

2.8 Calculation of ZT

As discussed in Chapter 1, experimental work infibkel of nanostructured
thermoelectrics has demonstrated improvementseinhtarmoelectric figure of merit,
ZT, when moving from bulk to nanostructures. In ngatl cases, the power factor of
nanostructures is at or below the bulk value, dediticrease iZT is the result of a
decrease in the lattice thermal conductivity. lis gection, we investigate whether or
not improvements in th&T value of n-type InSb can be realized, in spitethef
predicted decrease in the power factor values gssaliin Sect. 2.7. In the absence of
experimental data on the lattice thermal condustifar InSb nanowires/T(r) values
are calculated using two different approaches taletiog k;(r). With the first
approach, the lattice thermal conductivity doesatmainge with confinement; with the
second approach, the;(r) values are significantly lower (between 5 and 2&an
the bulk value.

The first approach, used by Hicks and Dresselhausdlculations shown in
Figure 1.5, is based on the kinetic theory of g§&8s 19] The lattice thermal

conductivity can be written as[39]

K = 1/3C,vl,, (2.27)
whereC, is the specific heat per unit volumeis the velocity of sound arigis the
phonon mean free path. When the nanowire widtfil(orthickness) is smaller than

the bulk phonon mean free path, we estimate tlegptionon mean free path of the

nanostructured system is givenlgyw, wherew is either the nanowire width or the
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film thickness. The lattice thermal conductivitytien a piece-wise function of size,

given by:

B 1/3 C,vw forw <1,

K = 2.28
: 1/3 Cyvly, forw > [, ( )

For InSb, the room temperature bulk values#gr18W/m-K, C,=1.15x16 J/K-nT
andv=3410m/s were obtained from the literature[50-32%ing Eq. (2.27), the bulk
phonon mean free path is calculated to be ~14nmtlanghiece-wise form ok; is
given in Figure 2.11. Since, for bulk InSb is shorter than the smallest of the
nanowire diameters investigated here (the minimsnw+2r=20nm), [,, is not
modified in the nanostructures. AdIT(r) calculations (shown in Figure 2.12) done in
the range of=10-100nm assume the bulk valuexpf Note that for each nanowire

radius, the Fermi energy is now chosen such H#lats maximized. As will be

_
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Figure 2.11 Calculated lattice thermal conductivity of InSbafunction of nanowit
diameterusing the kinetic theory of gases. Dashed verlicalmarks the phonon
mean free path in bulk. Plot in (b) focuses ongdimall-diameter region.

38



Bulk Value

I

TE Figure of Merit
w

0 1 1 1 | " | " | L
0 20 40 60 80 100
Nanowire Radius (nm)

Figure 2.12ZT(r) calculations for InSb nanowires done assuminglia . The bulk
ZT value is marked by a horizontal line.

explained in greater detail in Sect. 2.9, the Femargy for whiclZT is maximized is
not necessarily the same as the Fermi energy thginmzes the power factoE(gpy).

With the assumption of a butk, ZT(r) exhibits a minimum at a radius of 16nm—

slightly shifted relative to the radius corresparglio the minimum power factor at
19nm. TheZT(r) and PF(r) curves show similar qualitative behavior becaust wi
the assumption of the bulk lattice thermal condiigti the total thermal conductivity
(the denominator oZT) is dominated by the radius-independent For large
nanowire radii, th&T value approaches that of bulk (calculated to b&4Z).marked
by a horizontal line in Figure 2.12).

The second approach to modeling the lattice themoaductivity of InSb
nanowires follows the work of Broido and Mingo, delsed in detail in Ref. [53, 54].
The authors first derive the full phonon subbargpéersion relations for cylindrical
InSb nanowires assuming a Stillinger-Weber poténtiae phonon mean free path is
calculated for each subbands a function of frequency;(w)) including the effects
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of impurity, Umklapp and diffuse boundary scattgriffor each nanowire radius, the

lattice thermal conductivity is then calculatedaasinction of temperature using

h
2m2r2

(1) = =5 [T i li(@)] - 0 - L2 dw (2.29)

wherefy is the Bose distribution arlg{w) is taken to have the piecewise form

ll((l)) — {ll(a)) fOI' wi,l .< w < 0)[,2. (230)
0 otherwise

In Eq. (2.30),w;; andw;, are the lower and upper frequency limits for suiobia
Like the expressions given in Sect. 2.2 for thetets transport properties, Eq. (2.28)
was derived by solving the Boltzmann transport &quoafor phonons in an applied
temperature gradient. Though this method for catou x;(r) has been verified
experimentally for silicon nanowires, no experinaénévidence for InSb has yet
confirmed the validity of this assumed radius-dejeste.x;(r) was calculated for
InSb by Mingo [4], and is shown in Figure 2.13(&ver the range of radii
investigated here, the room temperatygrevalues monotonically increase from 0.8
W/m-K to 3.9 W/m-K. This model clearly differs frothe first approach taken above
(Figure 2.11 and Figure 2.12) not only in the raetlependence of the lattice thermal
conductivity, but also in its magnitude. Thevalues here, which fall significantly
below the bulk value of 18W/m-K for all radii, anew within an order of magnitude
of the electronic contribution to thermal conduityiywhich ranges between ~0.1-
0.3W/m-K for this range of radii). Using this modef «;, calculations oZT(r) result

in a monotonic decreasing function of radius (FegRrl3(b)). In the limit of large,
the calculateT value decreases down towards the bulk value, rddriea dashed

horizontal line.
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Figure 2.13: (afalculated lattice thermal conductivity valuesm®b as a function
nanowire radius, from [4]. (KJT(r) calculations for InSb nanowires assuming the
K;(r) values in (a).

2.9 Defining the Optimal Fermi Energy

As mentioned in previous sections, for each narovadius the Fermi energy
is chosen such that either the power factor is mepad (see Sect. 2.5- 2.7) BT is
maximized (see Sect. 2.8). These Fermi energieaareecessarily equal, and when
maximizing ZT, the optimal Fermi energy will depend on the vabiethe lattice
thermal conductivity. In this section, these opfifaarmi energies will be reported as
a function of nanowire radius. For clarity, the fReenergies which maximize the

power factor an@T will be denotedEf 5, andEZ7 ., respectively.
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Figure 2.14: Fermi energy which maximizes the pofaetor (Eﬁgpt ) and the first 4

non-degenerate subband energies, relative torgtestibband enerdyio, as a
function of radius for InSb nanowires.

Ef%,: values are given relative to the first subbandgné:f?s,. — Eio) as a
function of radius in Figure 2.14. The first 4 ndegenerate subband energies are
also shown (the first subband energy is given hsrezontal dashed line at 0). We
can see from this plot that, while the power fadtoa smooth function of nanowire
radius, the optimal Fermi energy is not. IFsﬂan,E}jgpt — E;, IS approximately
constant, at ~7meV below the band edge. As desciibeaghrlier sections, this is
expected for highly confined systems in which aldrsubband contributes. For radii
larger than 12nm, the jumps /7, — E;o mark the radii at which additional
subbands begin to contribute to transport: At 13hensecond subban#;; starts to
contribute, and at 25nm the third subb&higstarts to contribute. For larger radii, the
jumps in Efy,, —Ej, are less significant (indicating decreasing quantu
confinement), and the‘iﬁgpt — E;, value eventually settles close to the value

calculated for a bulk system, whef ,5pt — E. = 70meV.
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Figure 2.15: Fermi energy which maximiz&s (E? fopt ) and the first 4 non-
degenerate subband energies, relative to thestitstand energl,o, as a function of

radius for InSb nanowires. Calculation&¥F was done using the (r) data in Figure
2.13(a).

AnalogousEf] . — E;o values are given as a function of radius in Figure
2.15. As mentioned above, for a given radius thenkFenergy which maximize&T
is dependent on the lattice thermal conductivitye E# fopt — E;, values shown here
were calculated using the radius-dependent lattiegmal conductivity given in
Figure 2.13(a). TheE# fopt values assuming a bulk lattice thermal condugtiyot
shown) are nearly identical to tﬁéopt values.

TheE fopt — E;, values in Figure 2.15 and tl@’om E;, values in Figure
2.14 show very different trends with nanowire radiliheE77,, — E;, curve moves
smoothly from a constant single-subband value (~20rbelow the band edge)

towards the bulk value of 70meV. In addition, ﬂ’ﬁpt — E;, values are consistently
lower than theEf opt — E10 values. TheE fopt — E;, values move more smoothly

with radius and fall below t opt — E;, values.
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Figure 2.16 provides additional data to help explhae relationship between
Ef5,e andEFy .. Calculated power factor (a), total thermal corivity (b) andZT
values (c), normalized with respect to the maxinuatue for each quantity, are given
in blue as a function of Fermi energy for an n-typ8b nanowire with radius 13nm.
This radius is chosen because, as described ahbvel3nm the second subband

starts to contribute to transport aE}fJOFpt — E;p “jumps” into the band (Figure 2.14).

The optimal Fermi energieBf’},, — E;o andEf7,, — E;o are marked in (a)

— K <<K] puk

K =K puk

Figure 2.16: (a) Power factor values, (b) totatined conductivity values and (c) ZT
values, normalized with respect to the optimal gahs a function aff — E;, for an
InSb nanowire with radius 13nm. The optimal FernergiesEf, . — E1o and

Eggm — E;, are marked as vertical dashed lines in (a) anddspectively.
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and (c), respectively. As can be seen in Figuré(a)1 the second peak in the power
factor is higher than the first peak. However, raflesiding by the monotonically
increasing thermal conductivity (Figure 2.16(ble second peak 4T is lower than

the first peak (Figure 2.16 (c)). TH?,, values therefore tend to fall closer to the
band edge: for a given radi&¥] ,, is lower thanEf7 .. In addition, this means that
the Ef%gpt values do not “jump” with radius as additional kabds contribute to

transport. Note that by fixing the lattice therncahductivity to the bulk value, the
total thermal conductivity becomes a much weakaction of Fermi energy (green
data in Figure 2.16(b)). As sucBT (green data in Figure 2.16(c)) shows a Fermi

energy dependence similar to the power factor.

2.10Summary

In this chapter, two models for calculation of ttermoelectric transport
properties of cylindrical nanowires of a one-baodductor were presented: (1) The
original “single-subband model” developed by Hicksd Dresselhaus and (2) the
“many-subband model” derived here, which takes imtccount the additive
contribution of multiple subbands to the transpprtperties. Both models were
applied to n-type InSb, a promising thermoeleatniaterial with a simple electronic
band structure.

Power factor values calculated using the singldsand model decrease
monotonically with nanowire radius a8. These results lead us to the conclusion that
has prevailed in the field of nanostructured theslactrics for the past 20 years:

Smaller is always better!
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Using the many-subband developed here, we reaelwacanclusion which is
in line with what has been seen experimentally.fin that the thermoelectric power
factor of nanowires actually falls below the bulikdwe for all nanowires larger than
12nm in radius. Th&HF(r) curve exhibits a minimum at 19nm (falling 26%dwelthe
bulk value), which separates regions of weak armhgtquantum confinement. The
simplicity of the n-type InSb band structure and #pproximations made to keep the
model as general as possible mean that the quaditaénds found here are expected
to apply to a wide range of materials.

ZT(r) calculations were also presented with two difiér@pproaches to
modeling the lattice thermal conductivity. With taesumption of a radius-dependent
k;(r), we recover a monotonically decreasing funcfdir), and report a significant
enhancement in the nanowiZd values over bulk despite the predicted decreases i
power factor values. As has been indicated by rapgerimental work in the field,
the potential for highZT values in nanostructured materials may therefmen

decreasing the lattice contribution to thermal caniity.
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Chapter 3 Parametric I nvestigation of the Thermoelectric

Transport Properties of Nanowiresand Thin Films

3.1 Introduction
In Chapter 2, a model was presented for calculatibmhe thermoelectric
transport properties of cylindrical nanowires obree-band conductor. Applied to n-
type InSb, the results calculated using this maadicate that in contrast to original
predictions[18, 19], the nanowire power factorddielow the bulk value for a wide
range of nanowire radiir£12-100nm). This phenomenon is not expected to be
specific to n-type InSb; indeed, the vast majoraff experimental work on
nanostructured thermoelectric materials thus faicates that the power factor of
nanostructures falls at or below the bulk value dowide variety of materials and
fabrication techniques.
In order to make general conclusions about thedgpendence of the power factor
of nanostructures beyond n-type InSb cylindricahowire systems, a quantitative
analysis of the effects of various material andesysparameters on the power factor
is necessary. In this chapter, we investigate huoavsize-dependence of the power
factor is affected by the following parameters: maine shape, system dimension,
material parameters and temperature.

1. Nanowire shape: A model is presented for calimygahe subband structure

and transport properties of nanowires with a squaoss-section. Power
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factor values calculated using this model, assurthegoand parameters of n-
type InSh, are compared with those calculated yindrical nanowires as a
function of cross-sectional area.

2. System dimension: We report a model for calaugathe subband structure
and transport properties of thin film systems. Pofaetor calculations for n-

type InSb thin films are presented as a functiofiliof thickness.

3. Material parameters: Size-dependent power faniores are presented for
a range of material band parameters (carrier mypbdnd effective mass

values) for nanowire and thin film systems.

4. Temperature: Size-dependent power factor cuaveseported for n-type

InSb nanowire and thin film systems at differemhperatures.

3.2 Modeling Thermoelectric Transport Properties of &guNanowires

The model used for calculating the thermoelectramsport properties of
square nanowires differs from the one developedChapter 2 for cylindrical
nanowires through (1) a modification of the coeéit of the “L-integrals” and (2) a
change in the form of the electronic subband stinectExcept for these two changes,
the assumptions made in the model outlined belaivthe procedure for calculating
the transport properties are identical to thoseritesd in Chapter 2.

The 1D form of Eq. (2.5) for a square nanowirehwitidth I, can be written

as:

2 - af
L = Y 2 =7 mi;;fEnm dE - T(EWE — Enm - (—22) - (E - Ep)".  (3.0)
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wherem, is the effective mass in the direction of transpmd the sum is taken over
the subband energiég,

For nanowires with a square cross-section, theébaub energies in the

21,2
expression for the 1D dispersion relatidi{k) = E,,,, (k,) = L E,) are found

2my
by solving a “particle in a box” problem for elemtis confined in two dimensions

(Eg. (2.12)). We have assumed that the potentmtheaform

(o y=lorz=1
V(y'z)_{o y<landz<l’ (32)
The eigen-energies are then given by
Epnm = Enm(ky) — Wk = ﬁzﬂz(n2+mz), (3.3)

2my 2m] 12

wheren andm are quantum numbers and, is the effective mass in the directions of
confinement. The subband energy.n marks the bottom edge (fd4=0) of the
dispersion relation for subbandm (see schematic in Figure 2.3).Calculations
presented in this section were done with the comhstdaxation time approximation
(r(E) = T = umy/e) and the same material parameters assumed in &Hajfthose
of n-type InSh).

The first 10 subband energies (including degeeeratrgies) calculated for n-
type InSb cylindrical and square nanowires of iaahtcross-sectional area’ &

r? = 100m nm?) are compared in Table II.
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Table II. The first 10 subband energies calcul&eaylindrical and square
nanowires of n-type InSb with cross-sectional d@@r nm?. Shading

indicates pairs of degenerate energies.

Enm, Cylindrical Enm, Square

Nanowires (eV) Nanowires (eV)
0.168 0.183
0.428 0.458
0.428 0.458
0.768 0.732
0.768 0.915
0.887 0.915
1.186 1.189
1.186 1.189
1.433 1.555
1.433 1.555

The subband energies calculated for the squarewanare generally higher
than those of the cylindrical nanowire, indicatistgonger confinement. In addition,
we see a change in the ordering of the degenegate pf subbands (see the %4-6
subbands for both geometries). Calculations done rfanowires of the two
geometries can therefore be best understood asat@bns done for 1D systems with
somewhat different electronic subband structures.

Transport property calculations were done for retypSb nanowires with a
square cross-section as a function of Fermi enengg range of wire widthd<10-
190nm) using Eqg. (3.1) and (2.6). These calculatimere done using the “many-

subband model” assuming that the conduction bamdists of 300 subbands. The
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procedure used, as well as a more detailed exjpanat the many-subband model, is
given in Chapter 2.

In order to investigate the effect of nanowire getny) we compare the power
factor values calculated for square and cylindricahowires. The calculated power
factor values for these two geometries, normalizél respect to the bulk value, are
given as a function of nanowire cross-sectionah ame-igure 3.1(a). For each choice
of I andr, the power factor is optimized with respect torkieenergy E~=E;qp, See
Sect. 2.9 for additional information). As was dofeg circular nanowires (see
Sect.2.7), we verified that the number of subbamedgiired for convergence of the
power factor values is less than 300 for the ramigeanowire widths investigated

here (Figure 3.1(b)). We note that 300 subbanésdsigh to accurately calculate the

@) 14 — b)) 300 r — .
——— Cylindrical NW [ ——— Cylindrical NW //
——= Square NW [ ——= Square NW
- 250 [
12 s
. 8 .
,_LE i 200 .
Q g [ //
} 1 o 150 [ Y.
S g |
Q. S [
D 100 |
—
S [
H* [
50 [
OG....I....I....I.... 0_....I....I....I....
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Cross-Sectional Area (hm?) Cross-Sectional Area (nm?)

Figure 3.1: (a) Calculated power factor valuesymadized with respect to bulk, as a
function of nanowire cross-sectional area for ajflical and square nanowire
geometries. Band parameters for InSb were assuiimeNumber of subbands
required for convergence of the calculated powetofavalues as a function of
nanowire width.
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transport properties of cylindrical nanowires up #00nm in radius, and square
nanowires up to 190nm in width.

The power factor curves are similar, exhibiting ima near cross-sectional
areas of ~1100 ntFor areas smaller than 1100 %@ single subband contributes to
transport and, despite the fact that the singldoant energies differ for the two
geometries, th®F values are identical (see Sect. 2.6). For largstesis in which
additional subbands contribute, the differenceh@a subband structure for the two
geometries becomes important andBfevalues of cylindrical nanowires differ from
those of square nanowires. For a given cross-sedtarea, the power factor values
calculated for square nanowires fall below thodeutated for cylindrical nanowires.
This includes the minimum power factor value, whials 28% below the bulk value
(compare with 26% for cylindrical nanowires). Théfatences between the two
curves are the result of the slightly larger sefp@amna between the subband energies
(see Table IlI) for the square geometry. Becausethid somewhat stronger
confinement, a larger nanowire size is requiredetmver bulk transport properties.
These results indicate that, regardless of the wi@eocross-sectional shape, the
power factor shows qualitatively the same depenel@mc nanowire size. However,
the slight change in the electronic subband stracithen moving from cylindrical

nanowires to stronger confined square nanowiredslealower power factor values.

3.3 Modeling Thermoelectric Transport Properties of TRilms

In this section, a model is presented for calcotptihe thermoelectric
transport properties of thin films. The model prasd here is based on the same

general framework (relaxation time approximatioffe@ive mass approximation)
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described in Sect. 2.2-2.3. The derivation givelowas brief; a detailed discussion
can be found in [43].

For two-dimensional thin films, we take tkexis to be perpendicular to the
film and the electric field and temperature gratialong thex-direction. For this

system, confining potential is given by

Z=a

z<a (3.4)

(0 0]
vz ={,
and the imposed boundary condition is a vanishiagenfunctiony(r) at the thin

film surfaces. The one-dimensional Schrodinger g#gnas then given by

=|E-—2--2|.Z(2) (3.5)

h? 0%Z _ h2kE  RPK§
2m’ 9z2

The eigen-energy solutions of Eq. (3.5) are offtmen

2 2 2 22,2
En:E_h_<k_x+’<_y):“" (3.6)

2 \mj  mi/ 2mja?
wherea is the film thickness andis the quantum number. The subband ené&igyg
the quantized energy level resulting from confinaetria thezdirection, and marks
the bottom edgek{=k,=0) of the subband dispersion relation.
The thermoelectric transport properties are caledlay solving the following

two-dimensional form of Eq. (2.5):

e?

L(a) = Zn

*a00 af a
— %fEn dE - T(E)(E — Ey) - (-2) - (E - Er) (3.7)
where the sum is taken over all subbands. Diffexsmetween the 1D (Eq. (2.15) and
(3.1)) and 2D (Eq. (3.7)) forms of the “L-integralsvhich arise from differences in

the electron density-of-states (see schematicsgaré& 1.4), can be seen both in the

coefficient and in the energy-dependent integrand.
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Figure 3.2: Number of subbands required for corsecg of the calculated power
factor values as a function of film thickness.

Transport property calculations were done assuiedpand parameters of n-
type InSb for thin films with thicknesses=1-1000nm using the “many-subband
model” described in Chapter 2. The procedure fes¢hcalculations is analogous to
what is described in Sect. 2.5 for cylindrical naives. The number of subbands
required for convergence of the power factor (seet.3.7), plotted in Figure 3.2, is
less than 300 for the range of thicknesses invegstibhere.

Power factor values, optimized with respect to Fegnergy, are given as a
function of film thickness in Figure 3.3. The opiaed bulk power factor value is
marked by a horizontal dashed line. The non-monoteationship betweeRF and
a is similar to what was seen for nanowire systeiie minimumPF value, which
falls 22% below the bulk, is seen for a film thielss of 27 nm, confirming that
smaller system sizes are required for strong cenfent in 2D films as compared

with 1D nanowires (for which the minimum is locatdd =38 nm o1=34 nm).
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Figure 3.3: Calculated power factor values as atfan of thin film thickness,
assuming band parameters for n-type InSbslioyvs the same data as in (a), foct
on the minimum in th®F(a) curve. The bulk value is marked by a horizontsled
line.

The non-monotonic dependence of the power factothon film thickness,
like what was seen for nanowire systems, indicttespresence of two competing
effects: confinement and increasing magnitude ef diensity of states. For small
sizes, confinement is strong and the power faatoreases monotonically with
decreasing sizdn this range of thicknesses, a single subbandriboites to transport
and, by an argument analogous to the one desanb®dct. 2.6, it can be shown that
the optimized power factor hasad dependence originating from the coefficient of
Eq. (3.7). Confinement is weaker in the thin filthan in the nanowire systems; as a

result, the minimum 2D power factor value does faditas far below bulk as the

minimum in the 1D power factor.
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3.4 Effect of Changing Band Parameters on the Size-Degece of the

Thermoelectric Power Factor

3.4.1Introduction
In this section, we investigate the effectroéterial on the size-dependence of the
thermoelectric power factor. The calculated resatts influenced by the choice of
material through the material-specific values ofi, m,m} and 7 (not all
independent). The calculations presented herdiraited to materials with a single
spherical Fermi pocketn{* = m; = m}) in which the relaxation time does not
depend on carrier energy, and to room temperatine values for the effective mass,

carrier mobility and relaxation times are in theagam* =0.01-0.06r9, 4 = 1 X

10° — 7 x 105“;1_2S andt =5x%x 10713 -2 x 107'%s. These values are typical of
single crystal thermoelectric materials.

We note that the characteristics of the majorityiees are only several of the
material-specific parameters that influence thernttoelectric properties of real
materials. The reader is referred to several emtetheoretical publications in which

the thermoelectric transport properties of a simgégerial are calculated, taking into

account many additional material-specific propert[85, 55, 56]

3.4.2Results and Discussion
We first discuss the power factor of bulk systeAisa given temperatur€, the bulk
power factor can be written as a function of theriea parameters and the Fermi

energy as
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um¥2 VB ) iy aeE=(-25) (5-5)]

PF(Ef) = { 3m2h3 eT? f;odE“/F'(_g_g) 9

by plugging Eq. (2.16) into Eq. (2.17). The effeetimass and mobility dependence

comes solely from the energy-independent coefficfearrounded by {}). For each
choice of Fermi energyi; , we can then write thatF (Ef) « u(m*)3/2. Since the
optimal Fermi energy ., depends only on the ratio of integrals and is tzorts
with respect tq:,m" andz, we can then write th@&F (Ef ,,.) « u(m*)3/2. Optimized
bulk power factor valueBF (Ef ,.) are given as a function of effective massin
Figure 3.4. When the mobility is held constant dhd effective mass is varied,
PF (Ef op¢) o (m*)3/% (solid black line). If the scattering timeis kept constant while
the effective mass is varie®F (Ef ;) et - (m*)~*(m*)3/? o« (m*)*/? (dashed

black line). The benefits of high effective massd amobility values for thermoelectric

40x1073

[ —— U constant
| -—---- T constant

Power Factor (W/m-K?)

Figure 3.40ptimal bulk power factor values as a function fbé&ive mass when tt
mobility is held constant (solid line) and the s&ton time is held constant (dashed
line).
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transport are well-known—in the absence of addaioexperimental information
(e.g. the magnitude of the Seebeck coefficien®, dbantityu(m*)3/?/k, is often
used as a “figure of merit” for thermoelectric matks.[23]

Next, we present power factor calculations for mern® systems. In this
section, we focus on nanowires with a circular s¥esction; for a similar discussion
on the power factor of square nanowires, see PBa@\ver factor values calculated for
cylindrical nanowires are given as a function ofieaire radiug in Figure 3.5. The
optimal power factor values for nanowires with was values of the electron
effective mass but the same mobility are compased fanction of in Figure 3.5(a).
Figure 3.5(b) compares the nanowiRE calculated assuming various effective mass
values, keeping the electron relaxation time caonstor each set of parameters, the

power factor curve is cut off when 300 subbandsnateenough to accurately model

(a) 4ox10? — (b) sox10? —
I I m:'mlnsb N - m:KmIr\Sb
[ = 2Myg, [ ——= 2Myg,
& o dmyg, & N T Ay,
xé 30 7 M constant xé 30 1 T constant
=3 =3
€ 20 L £ 20H
5] o o L
L g L -
@ o r
5 5 1ok
S 10 g 1o
————————— [N\
0 L o T
0 20 40 60 80 100 0 20 40 60 80 100
Nanowire Radius (nm) Nanowire Radius (nm)

Figure 3.5: Calculated power factor values formjtical nanowires assuming
different band parameters. (a) The effective madsevis varied while the mobility
held constant. (b) The effective mass value isaehwhile the relaxation time is held
constant. The solid blue curves were calculatedrasg) the band parameters of n-
type InSb.
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transport in the system. This cut-off size is dif@ for each set of band parameters.
The power factor exhibits a non-monotonic dependemt nanowire size for each
choice of material parameters. The details of eackie (e.g.: the magnitude of the
power factor values, the size corresponding tonteimum power factor value),
however, clearly depend on the valuesiph* andzt. The effect of electron mobility
can be seen in Eq. (2.18): For each Fermi enehgypower factor increases linearly
with u. Changing the effective mass has two effects erptiwer factor curves. First,
for eachr an increase imm* generally leads to an increase in the power facitre
(e.g. compare the red dashed and blue curves urd=i8.5 (a)). This is due to the
(m*)'/? factor in the energy-independent coefficient of frower factor (see Eqg.
(2.18)), and is clearly more significant when thehility is held constant. Second, as
the effective mass increases, the minimum in thevegpofactor curve becomes
narrower and shifts to smaller sizes. This trendthe result of weakening
confinement. For a given nanowire radius, the sntlenergiesk,are proportional
to (m*)~1. With an increase im*, the subband energies decrease in magnitude and
become closer together. This is an effect analogoyand more pronounced than)
what was seen when comparing the power factor sabfienanowires of square and
circular cross-section (see Figure 3.1(a)): Theimmm in the power factor is
narrower and occurs at lower sizes in cylindriedtive to square nanowires (due to
higher values of,,,,,).

Analogous transport property calculations were donéwo-dimensional thin
films as a function of film thicknesa. The optimized power factor is shown as a

function ofa for model systems with various electron effectinass values and the
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Figure 3.6: Calculated power factor values for filims assuming different band
parameters. (a) The effective mass value is vaviate the mobility is held constant
(plot focusing on the minima given in (b)). (c) Tékective mass value is varied
while the relaxation time is held constant (platdsing on the minima given in (d)).
The solid blue curves were calculated assumindpdimel parameters of n-type InSb.

same mobility, in Figure 3.6(a) and (b), and fosteyns with various effective masses
and the same relaxation time in Figure 3.6(c) ahdThe non-monotonic relationship
betweenPF anda persists in all the systems studied. For the namdsires discussed
here, we have identified several common trend$énrelationship between optimal
power factor and system size, and how this relahignis affected by changes to the
single-carrier parameters. (1) For all of the nammsures (cylindrical and square

nanowires, thin films), increasing the electroneefive mass results in a narrower
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minimum, shifted to a smaller system size (indieabf weakening confinement). (2)
For all structures and system sizes, the powepifaocreases monotonically with
electron mobility. (3) For all materials and systemvestigated, the dependence of
the optimized power factor on system size can lieisfo two size-ranges separated
by a minimum. For small systems, confinement isrgjrand theéPF increases with
decreasing size. For large systems, confinemeneak and thé®F increases with
increasing size up to the bulk value. The minimuanthie power factor is predicted to
be between 72 and 78% of the bulk value.

The calculations presented in Sect. 3.4 indicaé ttie trends shown in Sect.
2.6 and 3.1-3.3 are not exclusive to n-type InSte mon-monotonic size-dependence
of the power factor is predicted for isotropic, drend conductors assuming a range
of carrier parameters. It is important to note, beer, that the exact sizes
corresponding to the minimum power factor as welthee size reduction required for
improvement in the power factor over bulk depend tbe specific materials
parameters used. In the absence of analyticalioe#dtips between thermoelectric
power factor, system size and materials parameterdepth modeling of each

individual material is required in order to extréwus practical information.

3.5 Effect of Temperature

3.5.1Introduction
In this section, we focus on how the size-depenel@idhe power factor is affected
by changes in the system temperature. The matesi@meters of n-type InSb are
assumed for this investigation, but (as was show8dct. 3.3 for room temperature)

the qualitative results given below are expectedfty choice ofm*, u andr.
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The transport properties of n-type InSb nanowiresl #hin films were
calculated at various temperatures between 10 @8H.6~or the investigation here,
the temperature-dependence of electron transpoasssimed to come exclusively
from [the broadening of] the Fermi-Dirac distrilmrti Other effects that are material-
specific (temperature-dependence of the effectiassms or bandgap, changes in

dominant scattering mechanism, etc.) are not adddelsere.

3.5.2Temperature Dependence of the Bulk Power Factor

Bulk power factors calculated for various tempemedibetween 10 and 600K
are shown in Figure 3.7(a) and (b) as a functiokreini energy. At a fixed Fermi
energy, the bulk power factor increases with ingirgatemperature. A$ increases,
the Fermi energy corresponding to the maximum & gbwer factor K op) Shifts
further into the band. The temperature dependehdtleeobulk PF(Esqpy) is given in
Figure 3.7(c). As noted in the plot and explainedletail below, the optimized bulk
power factor value scales %2 TheT¥? dependence of the bulk power factor can be
explained by showing that the temperature-deperedearcthe bulk power factor
comes exclusively from the energy-independent cmefft of the “L-integrals”, and
that while Es o increases with temperature, the normalized optiFeimi energy
Er oplkeT is constant with respect to temperature.

Starting with Eqg. (3.8) and defining normalized isbtes x = E/kzT and

xr = E¢/kgT, the bulk power factor at temperatufe can be re-written as

* (k )2 sm;
PF(x;,T) = pmi 77NN Y (k,T)3/2 - B(xs) (3.9)

3m2h3 e

whereB (x;) is the ratio of integrals given by
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Figure 3.7: (a) Bulk power factor values as a fiomcbf Fermi energy for InSb at
different temperatures between 10 and 600K. (b)eSdata as shown in (a), with a
focus on low-temperature curves. (c) Optimized bpdkver factor values as a
function of temperature. Solid line traces the fiorc T,

fgo x Vw3 (=2L) (x—x ’
B@0=[dgm&%éqﬁy (3.10)

Thex--dependence of the power factor then comes salehy B, so thex; that
maximizes the power factox{,,.) also maximized. Further, Eq. (3.10) indicates
that x¢ ¢ andB(xf,Opt) are constant with respect to temperature. Thisns¢laat
the Fermi energy corresponding to the maximum poiaetor scales withl (i.e.

Ef ope/kgT is constant) and (2) the temperature-dependenddeobptimal power
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factor (PF(Ef,Opt/kBT)) comes solely from the energy-independent coefficie

(surrounded by {} in Eq. 3.9), which is proportidria T3>

3.5.3Temperature-Dependence of the Power Factor of @ytial Nanowires

Radius-dependent power factor values calculated cigindrical nanowires and
thickness-dependent power factor values calculdted thin films at various
temperatures are shown in Figure 3.8(a) and (bpectively. All power factor values
have been optimized with respect to Fermi energyil&® to what was seen in the
optimized bulk values (Figure 3.7(c)), for each maine radiug and film thickness
an increase in temperature leads to an increatbe ipower factor. In addition, as the
temperature increases the minimum in the powernfactirve narrows and shifts
lower in size. This result is similar to what wases with an increase in effective
mass; however, an increase in temperature doekeawtto weakening confinement

(the subband energies do not change WijthAs will be shown below, increasing

(a) 10x107

(b) 10x1073

oo

Power Factor (W/m-K?)
Power Factor (W/m-K?)

L " L L 0 L_._L PR TSI SN ST T ST S T ST S
0 20 40 60 80 100 0 100 200 300 400 500
Nanowire Radius (nm) Film Thickness (nm)

Figure 3.8: Power factor values calculated for I(&bas a function of nanowire
radius and (b) as a function of thin film thicknésssvarious temperatures 10-600K.
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Figure 3.9: Log-log plot of the radius-normalizeolwer factorPF - r? for InSb as

function of temperature for different nanowire iadsolid lines). Powetaw
temperature-dependences (dashed lines) are shcavguade.

temperature instead weakens éfiectof confinement.

The optimal power factor of cylindrical nanowirekradiusr=10, 25, 70nm
are shown as a function of temperature on a logst@de in Figure 3.9. For ease of
comparison of data calculated for different ratlie power factor values have been
normalized by the factarf (as discussed in Sect. 2.6, the single-subbanepfastor
is proportional ta™). For low temperatured€10K), thePF - r2 values are identical
for all three radii--an indication that a singlebband contributes to transport. In
addition, thePF - r2 values for all three radii are proportional™ in this range of
low temperatures. At higher temperaturg,- r2 is instead proportional t6°, the
temperature-dependence we saw for bulk systemstehimgerature at which we see a
transition from aT*%dependence to @¥%dependence varies depending on the

nanowire radius. As one might expect, for largeavares we see bulk-like behavior
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for a wider range of temperatures (ex: for r=70rnhe power factor has &%
dependence at temperatures as low as 10K).

The temperature-dependence of the nanowire powtsrfaand the transition
from T? the bulkT*? dependence, can be understood with an argumertgane to
the one given above for bulk systems. For highlgfioed nanowires in which a
single subbands;o contributes to transport (an assumption apprapriat small
nanowire radii or low temperatures), the powerdaébr a nanowire of radius can

be written

2my * SETE (=) (5=
PF(r,Ef,T)= y \/7 [fEndE EEll(aE)(E Ef)] . (3.11)

242 2 © of
mérh eT fEll dE- E_Ell'(_ﬁ)

where we have omitted the sum over the contribstioh multiple subbands. We

define normalized variables= E /kgT andx; = E¢/kgT, and Eq. (3.11) becomes

2my
PF(r,E;T) = znz‘;,h : g(kg)z(kBT)l/z - C(xf) (3.12)
where
C(xf) = [f;on dx- x—xn-(—%)-(x—xf)]

iy 7= (~57)
(3.13)

is the ratio of integrals. The normalized Fermirggehat maximizes botlE and the
power factor £ ,,:) is independent of temperature, and it followst i@ op,¢) is
also constant with respect 1o This means that for a given nanowire radiushe

temperature-dependence of the optimized singlessublpower factor therefore

comes from the factor af*2in the energy-independent coefficient in Eq. (3.12
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Figure 3.10: Log-log plot of the thickness-normatizoower factoPF - a for InSb a
a function of temperature for different film thicksses. Power-law temperature-
dependences (dashed lines) are shown as a guide.

Optimal power factor values calculated for thim#l systems are shown as a
function of temperature for various thicknessas1Q, 100, 700nm) in Figure 3.10.
The power factor values shown have been normaligechultiplying bya (for thin
films, the single-subband power factor is propariotoa™). In thin films,PF - a is
proportional to T at low temperatures and regains the bulk-like tnafore
dependence o at high temperatures.

The temperature dependence seen for low tempesasumd small size§{?
for nanowires,T for thin films) therefore indicates strong confiment, and that a
single subband contributes to transport. The ttamsfrom aT“?or T dependence to
a T%2 dependence marks the transition from highly catfito weakly confined,
bulk-like behavior. The sharp transition in the parature dependence can therefore
be used to determine the ranges of temperatursiaadn which the single-subband

model is appropriate.
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Figure 3.11: Derivative of the Fermi-Dirac distrilmn as a function of enerdy-Ep
for temperatures of 300 and 600K. Also shown: taerf energy (vertical black lin
and the second subband enefgy(dashed vertical line) calculated for an InSbh
nanowire of radius 10nm.

For a specific nanowire radius or thin film thickse the set of subband
energieskE,n or E, do not depend on temperature. However, the digtab of
electrons around the Fermi energgesdepend on temperature—the electrons that
contribute to transport have energies that falhimiseverakgT of the Fermi energy.
As the temperature increases, this distributiorlettrons broadens, and the number
of relevant subband energies increases (see Fajlitg. An increase in temperature
therefore results in weakened effects of confindmérhis explains why the
temperature of the transition between single-sutlzard bulk-like behavior is higher

for smaller nanostructures.

3.6 Summary
In this chapter, we described a parametric stddiiesize-dependence of the
power factor. We presented models for calculativgttansport properties of square

nanowires and thin films. Assuming the parameténs-type InSb, the power factor
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of these systems (like that of cylindrical nanow)rés non-monotonic with system
size and falls below the bulk value for most of #iee-range investigated. Then
calculated the nanowire and power factor valuesafaiange of material-specific
parameters and different temperatures, and sinuialitative results were found.

The results in this chapter indicate that a nomobonic size-dependence of
the power factor of nanostructures is predicted doe-band isotropic conductors
regardless of the nanostructure dimension or gegngjuare nanowires, cylindrical
nanowires and thin films), the particular carri@argameters assumed (effective mass,
mobility and carrier relaxation time) and the temapere. The minimum in the power
factor as a function of size, seen for each nancstred system investigated, narrows
and shifts to a smaller system size with decreasmgfinement, e.g. through an
increase in effective mass or through an increasemperature.

Though all power factor results presented in tthapter for arange of
material and system parameters show qualitatiledysame dependence on size, the
exact details of the size-dependent power factoresu(ex: the size corresponding to
the minimum power factor value) vary for each systavestigated. In Chapter 4, we
develop analytical expressions for the size-depengewer factor of nanoscale
systems that allow us to determine these systemifgpdetails forany arbitrary set

of material and system parameters.
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Chapter 4 Derivation of Universal Scaling Relationsfor the
Thermodectric Power Factor of Nanostructures Under the

Constant Relaxation Time Approximation

4.1 Introduction

In Chapter 3, we presented a parametric studyeokffect of various system
parameters on the thermoelectric power factor obetauctures. The key finding of
this study is that the size-dependence of the pdaeor of a single-carrier isotropic
semiconductors predicted to show qualitatively the same beharagardless of the
nanostructure geometry or dimension, temperaturspecific values assigned to
material parameters. The size-dependent powerrfaatees are all found to be non-
monotonic, and the power factor of nanoscale systergenerally lower than that of
bulk.

Despite these common characteristics, significarhputational work was
required to obtain the system-specific details gmé=d in Chapter 3. In this chapter,
we derive analytical expressions for the powerdiaof nanostructures that allow us
to determine these details for all nanostructurgstesns. The power factor of

nanostructured and bulk systems is a complicatedttion dependent on many

material and system parameterBFnano,opt(W,u,mi‘[,m_*L,T). In contrast, the

universal curves derived herlénano(s(w, wmy,my, T)), condense the complicated

power factor function into a function that depermady on a single variable. The
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relationship betweeRF andU is given by

_ PFnano,opt(W,M,mﬁ,mj_,T)
Unano (S) - PF3D’0pt(H,mﬁ,mi’T) (4' 1)

and the variables is a function of size, effective mass and tempeeafi.e.s =
s(w,m},T)). The universal curves,,,,(s) presented in this chapter then include all
of the data presented in Chapter 2 and Chapterd3can be used to predict the power
factor value of any single-carrier semiconductingnastructure without any
additional computational effort.

A detailed derivation of the universal curve foylimdrical nanowires is
presented first, followed by brief derivations dfet universal curves for other
systems. The universal curves, like the calculpiaer factor results in Chapter 2
and Chapter 3, are derived under the constantattextime approximationr(E) =
T =umy/e). The single carrier assumed is characterized rbyeldpsoidal Fermi

pocket with effective masses; + m].

4.2 Universal Curve for Cylindrical Nanowires

To determine the dependence of the power factallosystem variables, we
re-examine Eq. (2.18) (used to calculate the pdaetor of cylindrical nanowires
with a single carrier type under the constant r&iax time approximation):

i 7| ([ S 45T (-3 )]

2,2 2 @ af
mw4r<h eT anfEnm dE- E_Enm'(_ﬁ)

PFlD,CiTC (rl Efr ‘U_, m'T’ mj_, T) = 2

4.2)
where we have added the subscript ‘df@; to distinguish from other forms of the

power factor in this chapter. In Eq. (4.2), the povactor is the product of (1) an
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energy-independent coefficient (surrounded by @hd (2) the ratio of integrals

(surrounded by [ ]) which depend on the set of smokenergies;,,(r,m}) and E.

. . . . E
Defining the normalized energy,= % the normalized Fermi energy; = k—fT and
B B

the normalized subband energies,, = i”—’;l Eqg. (4.2) becomes
B

PFlD,CiTC (T’, xfl l’lr mi‘[; mj_, T) =

ZM . @(kBT)l/Z ) [anf;nmdx-,/x—xnm-(_%).(x—xf)]z |
e

a
m2r2h Ynm f;onm dE- x_xnm'(_é)

(4.3)
We define new functions
Dip,cire(r,pmj, T) = 22820 @ (kpT)'? (4.4)
and
[ S (-5 )]
Bupcre (% %um) == e (4.5)
such that

PFlD,circ(rl Xfr Uy mi'[,mj_,T) = DlD,circ(r' H:mﬁ’T) ) BlD,circ(xf'xnm)-
(4.6)
Note that the Fermi energy dependence of the pdaaor comes solely from
Bipcirc(Xf) Xnm), SO that the normalized Fermi energy that maxisig ;.. is the
same agy ,,; (the normalized Fermi energy that optimiZ#5, ;). At the optimal
Fermi energy,B;p .ir depends only orx,,,, and we can write
B1D,circ(xf,opt» xnm) = BlD,circ,opt(xnm)- 4.7)

We use Eq. (2.13) to write
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_ Enm _ jrznnh2
- kgT - (ij_rszT)’ (48)

xnm
so that

Bip,circopt (nm) = Bip circopt (kpT - (mir?/h?)). (4.9)
Thus, if we choose two nanowire systeanandb characterized by, m} ;,r; (i=a
andb) such that kzT, - (m} or2/h?) = kT, - (m} 77 /R?), it follows that

Xnm,a = Xnm,b

Bipcire(Xf) Xnma) = Bip cire(%f, Xnmp) (4.10)

Xf,optaa = Xf,optb -

The unitless quantity;p c;rc = kT - (m}r?/h?) is inversely proportional to

P2

the ratio of the quantization energy to the thererargyksT: x;, = - , X1y =
1D,circ
2
ZSL, etc. This variable can be understood as a meastiréhe effective
1D,circ

confinement in the nanowire: it takes into accotn& effects of size and effective
mass on the subband structure and the effect gbdeature on the distribution of
electrons among the available subbands.

The power factor for cylindrical nanowires, opto®d with respect to Fermi

energy, can therefore be written as

PFlD,circ,opt(r: u, mﬁ: mj_' T) = DlD,circ (T‘, u, mlT' T) : BlD,circ,opt(SlD,circ.)-
(4.11)

We note that in the limit that a single-subbandtdbuates to transporyp circ,opt IS

2 Zmﬁ .
constant (see Sect. 2.6) anHFlD,Circ’opt(r)ocz“ (kp) -—“e(kBT)l/z. This

m2rZh
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expression shows the expect&dand T? dependences of the nanowire power factor
in the single-subband model.
The universal curve for cylindrical nanowires isrigded by dividing EQ.

(4.11) by the optimized bulk power factor (from E8.9) and (3.10))

PF3D,opt(Mlm|T'mj_l T) = D3p (,u,mﬁ,mj_, T) *B3p (xf,opt) (4.12)
umy, (kB )* JBmi 3/2 ;
where Dap(umimir) = V30— (ksT)*? ¢ @nd Bap (x7,0pt) = Bap,opt IS @

constant. As explained in Sect. 3.4.2 and 3.5 d#pendence of the optimized bulk
power factor onu,m;,m; and T comes solely from the energy-independent
coefficientD;p. The universal curvl, ... for cylindrical nanowires is then defined

as

* *
PFlD,circ.,opt(r; wm,m,, T)

PF3D,Opt(u, my,mj, T)

* * _
Uip,cire. (T‘, wmy,my, T) =

— DlD,circ. (T‘, i, mlT' T) . BlD,circ.,opt(SlD,circ.)

Dsp (1, my,mi, T) B3p opt
_ 3fl2 . BlD,circ.,opt(SlD,circ.)
kgT - (m|1r?) B3p,opt
3 1

= B : ) BlD,circ.,opt(SlD,circ.)
3D,opt S1D,cire.

(4.13)
such thatUp ¢ Is a function only of,p ;.. The universal curve for cylindrical
nanowires, shown as a function of the unitless titya®, ;.. in Figure 4.1, was
derived without setting the values ofu, m;, mjor T, therefore, the curve in Figure

4.1 containsall of the optimized power factor data presented fglindrical
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Figure 4.1: Universal curve derived for cylindricelnowires.

nanowires in the parametric study in Chapter 2@hdpter 3. This universal curve is
common to all cylindrical nanowires of single-carrmaterials with a spherical Fermi
surface fn; = m}), as well as those with an ellipsoid of revolutiBarmi surface
(my # m}).

The universal curve in Figure 4.1 exhibits a mimmats;p .. =1.427. At
the minimum, the nanowire power factor falls 26%otethe bulk value. For large
values ofs;p ;.. (Weak effective confinement), the 1D power fa@pproaches that
of bulk (U — 1). In order for the nanowire power factor to begéar than bulk

(U = 1), $1p,circ.<0.5683 is required.

4.3 Universal Curve for Square Nanowires

The universal curve for square nanowires is defiasdthe ratio of the
optimized nanowire power factor to the optimizedkipower factor:

PF1D,5q.,opt(l'ﬂ'mﬁ'mj-'T) (4 14)
PF3D,opt '

UlD,Sq. (l, u, mﬁ, mj.’ T) =
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By a similar derivation to that given in Sect. 4tZan be shown thdf,, o, depends
on a single variable. The power factor of a squarewire of widtH is given by

PFlD,sq.(ll Ef' W, mIT' mj.' T) =

A2 [ I 5 B () )]

2 2 00 af
ml?h  eT anfEnde' E_Enm'(_ﬁ)

(4.15)

. __E _ Ef _ Epym
We definex = o M = or andx,,,,, = T and Eq. (4.15) becomes

PFlD,sq.(l: Xry Uy mrir mj_; T) = DlD,sq.(l; u, mﬁ; T) : BlD,sq.(xfr xnm)

(4.16)
where
\ (kp)? 2™
Dipsq.(Limi,T) = 2572 3= (kgT)*/? (4.17)
and
B _ [Zom 05 o E R (<0) Ge=xp)] 4.18
1D'Sq.(xf'xnm) B anf;;de' x—xnm'(_g_i) ( . )
For square nanowires, the normalized subband exseage given by
2.2 2 2
_En_m_hn(n+m) (4.19)

Xnm = kgT ~ 2m}12kgT
Systems with identical values of the unitless qiyant;p, s, = kT - (m]1%/h?)

therefore have the same set of normalized subba@djiesx,,,. s1p s, IS inversely

-1
proportional to the normalized quantization enesdie fact,s;p 4 = (%) ) and

can be understood as a measure of confinemeng isytem.

At the optimal Fermi energy, it follows from Eq.18) and (4.19) that

BlD,sq.(xf,opt'xnm) = BlD,sq.,opt(SlD,sq.)- (4.20)
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The universal curve for square nanowires (Eqg. (4.i54hen given by

PFlD,sq.,opt(lr W mIT' mj-' T)

PFBD,opt

UlD,Sq. (l' u, mIT' mj.' T) =

_ DlD,sq.(lr u, mrir T) . BlD,sq.,opt(SlD,sq.)

B D3D(u,n1m1ni,T) B3p,opt
2 p(kg)® o 2m (kpT)/2
— Tl.'lzh e B . BlD,sq.,opt(SlD,sq.)
* 2 *
um;y (kg) \/87n"(k3733/2 B3popt

3m2h3 e

2
_ 3mh BlD,sq.,opt(SlD,sq.)
kBT 'mj_lz B3D,opt

3w 1

UlD,sq.(SlD,sq.) = : BlD,sq.,opt(SlD,sq. )

B3D,0pt SlD,sq.
(4.21)
The universal curve for square nanowires is givem dunction ofs;p, ¢, in

Figure 4.2. In this case, the minimum in the namewpower factor, located at

1.4

12

PF1D,sq./PF3D

0.8

Y P S R A S
o 50 100 150 200

kT - (m.P /7 h?)

Figure 4.2: Universal curve for square nanowires.
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S1p,sq.=9.135, is 28% below the bulk value is. For an ease in the power factor

over the bulk value, systems must satisfy,, < 1.733.

4.4 Universal Curve for Thin Films

The universal curve for thin films is defined as

PF3p opt(@pumymy,T)

U,pla,u,my,m’,T) =
ZD( y U, My, My, ) PF3popt

(4.22)

Through the derivation below, we show tHat, is a function only of a single
parametes,.
For a thin film for thicknesa, the power factor can be written as a function of

Fermi energy as

y i | [[Ents, 45 -m0 (3D (5]

PF,, (a, Ef,u,my,mj, T) =

mah?  eT?2 T f;’n dE-(E—En)-(—%)
(4.23)
. . _ Ef _ En
In terms of normalized Fermi energy, = e and and subband energy = e
Eq. (4.23) becomes
PF,p, (a, Xf, L, My, M, T) =D,p (a, WU, mi‘[,m*l,T) Byp (xf,xn)
(4.24)
where
i (kp)? ™ML
DZD(a,ﬂ,m",mJ_, T) = 2%' o (kBT) (425)
and
2
Sn f;on dx-(x—xp)- —% (x—xf)
Bap (x5, xn) = [ (2) ] (4.26)

Sn [y, dx-Ge—xn)-(-5L)
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The normalized subband energies have the form

h2m?n?

T 2mia2kgT’

(4.27)

Xn
Evaluated at the optimal Fermi energy, Eq. (4.363 functiononly of the quantity
Sop = kT - (m} a?/h?):

BZD(xf,optl xn) = BZD,opt(SZD)- (4.28)

The unitless variables,, is inversely proportional to the normalized suliban

. le -1 X2 -1 -
energiesx, (e.9.s,p = ( ) = (—) ...). Spp Is then a measure the effect of

2 212
confinement through the spread between subbandjieseand the distribution of
relevant electrons (defined by temperaflyevithin this electronic subband structure.

The optimal thin film power factor can be writtes a

k)2 o TUIML
2#( B) . g(kBT) . BzD’opt(SZD).

mah?

PFZD,opt (a, uw mi‘[, mj.' T) =

(4.29)
For strongly confined films, in which a single-sainld contributes to transport, the

u(kp)? .
mah?

optimized ratio of integrals3,p ,,c is @ constant, leading tBF,p op¢ X 2

’ * ook
m”mJ_

. (kzT). This relation shows tha! and T dependences demonstrated in Sect.

3.3.
The universal curve for two-dimensional thin fildliem Eq. (4.22) can then

be written as

PFZD,opt(a; U, mﬁ, mj, T)

Usp(a, p,mj,mi,T) = PF3p,opt
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— DZD,opt(ar u, mﬁ' mj_; T) . BZD,opt(kBT : (mj_az/hz))
D3p (s, mj,m7,T) B3p,opt

o B MM

nah? ~ eT? .BZD.Opt(kBT'(miaz/hz))

um’y (kB)Z\/ 8mi'|‘ BBD,opt
3m2h3 e
3m h ) BZD,opt(SZD)

- \/E \/kBT : miaz BBD,opt

3 1 N (52)
. . S .
\/EB?,D’OPL. @ 2D,opt\°2D

Uap(S2p) =

(4.30)
U,p is a function only 0§,p.
The universal curve for thin films is shown as adiion ofs,,, in Figure 4.3.
The single curve in Figure 4.3 can be used to ptdatle optimal power factor of a
thin film for any arbitrary choice of sizes, carrigarameters and temperatures (and

therefore includes all of the thin film data in @ker 3). The minimum for thin film

@ 4 (b) 1.4

12 12

N ﬁ ol

06....I....I.... 0.6----I--..I....I....
~o 50 100 150 0 5 10 15 20

kgT - (m.a?/ h?) kgT - (m.a%/ h?)

PF,5 ! PFyp
PF,5 1 PF3p
T

Figure 4.3: Universal curve for thin films. Plot(in) focuses on the minimum.
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systems, at,;,=3.120, is 22% below the bulk value. Improvemerdrdwilk requires

s,p < 1.591.

4.5 Comparison of the Universal Curves for Differenst8yns

In the above discussion, we analyzed the poweoifdighctions
PF(W, wmy,my,T, xf) = {D(W, wmy,my, T)} . B(xf, w, m*l,T) (4.3)
for various nanostructured systems wherdas the nanostructure size. For each
choice ofx;, the functionB (the ratio of integrals) depends only on the efiec
confinement in the systens,(w, m’, T).

The functionsD, B ands are compared for the nanostructure systems studied
here in Table Ill. The corresponding bulk forms {@thdo not depend on size) are

given for reference in the bottom row.
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Table Ill. Forms of the component® &ndB) of the thermoelectric power

factor, the variabls and the normalized subband energigsor x, are

compared for nanowire, thin film and bulk systems.

xn(s) or
System D(w,u,mj, m},T) B(xs, s(w,m},T)) s(w,m’,T)
X (S)
1D, . ” ' S -
Cylindrical | _ g2 2™ PSY: [Snm L @ E (=51 (e=x1)] kT - =5 Jnm
Nanowires | 2 722 "~ o (kpT) Tnm [y, dE- x—xnm'(‘g_i) s
1D, Square fam (S [, dxefx=semm(~2L)-(x=x )]2 ko . Tl | 2 (n? +m?)
. ﬂ(kB)z Il 1/2 nmJy,m nm ox. f Bl * 72 R ———
Nanowires | 2 =7 - 30— (ks T) S o A () 2
. k 2 mﬁmi *
2D, Thin | 2508 3= el | ook s (D) os)] | k|
ilms =
Yo7 e () 2s
3D, BUK | u(kp)? ™i?Mi 3/2 . 2
Systems 2 3m2h3 e (kpT) [fo d"'m'(‘%)'(x‘xf)] N.A. N.A.
Jy @ (=3)

The universal curve is then defined as the powetofeof the nanostructured

system evaluated at the optimal Fermi energy ddviolg the optimized bulk power

factor. The ratio

PFnano,opt(W:H,mﬁ’mj_’T)

U(W. wmy,mi, T) =

then simplifies to

U(s) = G(s)

whereG(s) =

{pw.pmjmi)} .

Bnano,opt(s)

BsD,opt

~ {Dap(wmjmiT))

PF3D,opt:

this set of nanostructures are given in Table IV.
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(4.33)

is only a function o6. The various forms of (s) for




Table IV. Forms of the functiorG(s) and characteristic

universal curves for each nanostructured system.

values of the

System G(s) s@U(9=1 S@ Upin Ui
1D
i 1 0.5683 1.427
%Q:]no%:ls s (-5 =17854) | (m-s=4.4831) 0.74
1D, Square 1
Nanowires 3+~ 1.7333 5.135 0.72
2D, Thin 3m 1
i ——= 1.591 3.120 0.78
Films NG

The non-monotonic universal power factor curnigs) are the product of

B ¢(s)
G(s) and ——=—
( ) BSD,opt

G(s) decreases monotonically wite for each of the

nanostructured systents.is a slightly weaker function &fin thin film systems than
in nanowire systems, indicating that the effectaffinement is less significant. The
functionB;,4n0,0p: (5), ON the other hand, increases monotonically ®ity, g, 05 (S)
includes a sum over the contributions of many sotibato transport (Eq. (4.5),
(4.18), (4.26)); as increases (i.e. as confinement weakens througma@ease in
size, temperature and/or effective mass), the nurmobesubbands contributing to
transport increases. The minimum in the univecsaVe is the result of these two
competing trends: (1) In the limit highly confinesingle-subband systems,

Brano,opt(s) is constant andU(s) « G(s) decreases with increasirgy (2) Ass

increases and confinement weake®g,,, op¢ () increases ant — 1.
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We note that while the power factor of each paldicgystem depends on
mobility and effective mass in the transport di@ct(see Table Ill) these parameters
do not appear in the universal curves in Table THis result indicates that high
values ofu andm, which equally affect the power factor of nanostuwes and bulk
systems, are not essential 1BF,,,,, > PF;p.

The characteristic values of the universal curnvaseach system are also
compared in Table IV. The characteristic valuesh& universal curves for each
system are also compared in Table $\@ U(s)=1 denotes the maximuswvalue for
which the power factor of the nanostructure iséathan bulks @ Uni,is thes value
corresponding to the minimum in the universal cuedU, is the value otJ at
the minimum. For cylindrical nanowires, the values parentheses have been
multiplied by = to take into account the difference in cross-seeti area when
comparing with thesvalues for square nanowires. Due to weaker confamenthe
characteristis-values are lower and the minimudnvalue is higher for 2D compared
with 1D systems. For highly confined nanowires irhichh a single subband
contributes to transport/(s) < G(s) is identical for a given cross-sectional area,
regardless of the nanowire shape. As such, theegsatlis @ U(s)=1, which fall
within this range of highly confined systems, arwithin 5% for square and
cylindrical nanowires. The minimum in the universarve, on the other hand, also
depends on the functioB, g 0pt(s). Thus,s @ Umin is smaller for the stronger

confined square nanowires than for cylindrical naines.
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4.6 Summary

In this chapter, we derived universal scaling retet for the thermoelectric
power factor of nanowires and thin films. There fave important consequences of
these universal curves. First, they allow us to engkneral conclusions about the
power factor of nanostructured materials. The namatonic size-dependence of the
power factor, and the decrease in the power famtative to bulk, is due to
fundamental changas the electronic subband structure, and is nstesy-, material-
or temperature-specific. Second, the universal esiderived here can be used to
predict the power factor value of any single-carrsotropic semiconductor in any
system configuration, without additional computatib effort. As described below,
these universal curves are therefore an essentidé gor experimental work in the
field of nanostructured thermoelectrics.

The universal curves presented here indicate fimamost configurations, the
power factor of nanoscale systems is lower thanlihik value. For the simple
nanostructures studied thus far (nanowires andfiinms), improvement over bulk is
only predicted forsmall sizes, low temperatures and/or low effecthass values
However, the optimal bulk power factor is propangb to m},/m;(T)*/? (see Eq.
4.11). Finding materials systems that are both i in bulk and have the
potential for power factor improvement with nanasturing requires balancing these
material and system parameters, and should therpfore difficult.

In light of this, the most significant impact ofetluniversal curves on future
experimental work may lie in prediction of the nmmim in the power factor of

simple nanostructures. For a given material angé&ature, the universal curves can
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be used to determine the range of nanowire radhiarfilm thicknesses such that the
expected decrease in the power factor relativeuth is more than made up for by a

decrease in thermal conductivity.
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Chapter 5 Effect of the Energy Dependence of the Carrier
Scattering Time on the Size-Dependence of the

Ther modectric Power Factor of Thin Films

5.1 Introduction
The models for calculation of the thermoelectriangport properties of
nanowires and thin films presented in Chapter 2 &ihpter 3 were derived
employing the constant relaxation time approxinrati®RTA): all carriers are
assumed to have the same value @ndu), independent of carrier energy. However,
in typical thermoelectric materials (highly dopedensconductors) at room
temperature, the dominant scattering mechanismsseattering off of phonons
(acoustic and optical) and ionized impurities. lengral, the relaxation times
associated with these scattering mechanisms amndept on the carrier energy. In
this chapter, we investigate the size-dependenciheofpower factor of nanoscale
systems for which the scattering time varies welrier energy. We present results
for a range of scattering models which includesé¢hrelevant to room temperature
thermoelectric materials. We explore the effedhef particular energy dependence of
the scattering time on the magnitude of the powetokr, and discuss introducing an

additional scattering mechanism (e.g. scatteringrain boundaries) as a potential

means for increasing the power factor of thermdgtematerials.
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5.2 Theory and Procedure

The relaxation time associated with many scattemmgchanisms can be

modeled as a function of carrier energy as

o(E) = C( £ )p (5.1)

kgT
wheret(E) is the scattering time&; is a constant with units of time apdlefines the
exponential energy-dependence of the scattering {inequently referred to as the
“scattering parameter’[24, 58]). In Eq. (5.1), ttearier energE is given relative to
the conduction band edge (defined earlieEas bulk, E;in thin film systems and
E;o in nanowire systems). When multiple scatteringcpsses are relevant to

transport, the total scattering ratg) ! can be written via Matthiessen’s rule:

(B = Sn @ =5 (c (FE)") 52)

where the sum in Eq. (5.2) is taken over the dffier scattering mechanisms. In this
work, we investigate systems with a range of soagjgparameters between -0.8 and
1.5. Thep-values associated with scattering processes #lewathermoelectric
materials generally fall within this range. For eyde, the scattering rate may be
proportional to the density of final states; forlkbthis corresponds tp=-0.5, for
guantum wellsp=0 and nanowire$=0.5.[59] This model is often associated with
scattering of electrons by acoustic phonons.[60pthar example is a system in
which the scattering rate is proportional to theieavelocity. For the parabolic band
assumed here, this correspondpe0.5 for all dimensions.[59] The range of energy-
dependences studied also includes those assocwatdd scattering by ionized
impurities[61] and polar optical phonons[62], thoube equations frequently used to

model the relaxation times for these mechanismaatdme written explicitly in terms
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of a single exponer.

The discussion below focuses on calculations donéhin film systems. The
results presented in this chapter were calculateddom temperature n-type InSb.
We note, however, that the qualitative trends shoetow are not specific to this
temperature or band structure. Calculations wese dbne for nanowire systems
leading to similar results, and were reported B1.[6

For each choice of(E), the procedure for calculating the size-dependent
power factor is similar to those described in S&38. We calculate the transport
properties as a function of Fermi enem;(;Ef),S(Ef), ke (Ef), PF(Ef) for thin films
with thicknesses in the range of 10-100nm. Theayescattering timér), which (as
explained below) is necessary to normalize the pdaetor values, is calculated

from the conductivity and the carrier concentratising

m* o(Ey)
e? n(Ef)

(0)(Ef) = (5.3)

where the carrier concentratians calculated as a function of Fermi energy via
n(E;) = [, dE DOS(E) - f (E, Ey) (5.4)
In Eq. (5.4), DOK) dE is the electron density-of-states function (pefni(E) is
the Fermi-Dirac distribution and the energies afative to the conduction band
edge. For thin films,
DOSp(E)AE = —=—%., H(E — E,)dE (5.5)
where H is the Heaviside function and the sum is over 30@band energies

calculated using Eq. (3.6).
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Analogous bulk calculations ofa(Ef),S(Ef), k.(Ef), PF(E) are done for every

choice oft(E). The bulk(r) andn are calculated using Eq. (5.3) and (5.4) by

plugging in 3D form of the density-of-states:

)3/
DOS,p (E)dE = Y2 L \E4E. (5.6)

n2h3
For each scattering term in Eq. (5.2), there are itwdependent parameters:
(1) the coefficienC;, which determines the magnitude of the scattetimg and (2)
the exponenp;, which controls the energy-dependence of the eswadt time. From
the equations for the thin film and bulk power @acit can be shown that the power

factor increases monotonically with the magnitudetle scattering time. For

example, if t(E) =C(;7)p (Eq. 3.1), the power factoPF(E;) « C. We are

interested in how the thermoelectric power factoaffected specifically by changes
in theenergy-dependenad 7. To eliminate the effect of changing thegnitudeof
the scattering time, the power factor values shmwthis chapter are normalized such

that the magnitude ofr) is equal for all systems. This is done by muliipdythe

power factor PF(E;) by the ratio—£ | where tcpry = 5.18x1073sec is the

(TNEf)’
constant relaxation time in n-type InSb. The optikarmi energyEqp is then

defined for this investigation as the Fermi enethgt maximizes the quantity
PF(Ef) - (;’g—;f‘) This normalization is equivalent to choosingftionts C; such
f

that atEs opr, the average scattering time is fixed:

<T>(Ef,opt) = TcRTA- (5.7)
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This normalization is done for each set of calcotet: for all scattering
models, for each thicknessand for bulk systems. In the following discussitme

optimal power factor oPF then refers to power factor values that have been

normalized and optimized in this way (i}é‘?(Ef,Opt) . <—(T)T(‘;RTA )))_
f.opt

5.3 Scattering Time Modeled with Single Power Depenglenc

We first focus on systems in which the scatterimgetis modeled with a

E

P
single power-dependence on energyFE) =C(ﬁ) . Optimized power factor
B

values are given as a functionaofor p values between -0.8 and 1.5 in Figure 5.1(a).
For each choice g, the power factor exhibits a similar non-monotodépendence

on film thickness. For thicknesses smaller tha ¢ the minimum, the power factor

(a) 15007 (b) 15x103

—— p=15 |

—~ ———- p=0(CRTA) o |
N
¥ | —— p=08 i
£ L £ |
£
S0 S 10}
— B L
g A 5t
© | 4—4—A—d—h—h—k—h—h—k— (o] | /
L e
8 5| 5 | .
g sk s 5p
o L\ g |
o [\
Q . \s\/‘dﬂ 1 = I /.//
Bl AN e S

\‘\'\'~0—0—0—&4—4—0—0—H—0—0—0—0" @

b
0 1 n 1 n 1 L 1 L 0....I.A..I....I.A..I....
20 40 60 80 100 1 05 0 05 1 1.5
Film Thickness (nm) p

Figure 5.1: (a) Optimal power factor values asracfion of film thickness for n-type
InSb for the range qf values investigated. The black arrow indicatedrited of
increasingp. Starting with the bottom curve, the valuegpaire -0.8, -0.5, -0.2, 0
(CRTA), 0.2,0.4, 0.5, 0.8, 1 and 1.5. (b) Optindizeilk power factor values as a
function ofp.
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values increases monotonically with decreasing. $ipe larger thicknesses, the thin
film power factor increases up to the bulk valuég(iFe 5.1(b)). Forp>0.2, this
increase is not monotonic: Slight oscillations, thesaggerated fop=1.5, can be
seen in the thickness-dependence of the powerrfdabo each thin film thickness,
on the other hand, the optimized power factor iases monotonically witip. A
similar increase witlp is seen for optimized bulk power factor valuese($égure
5.1(b)).

The contour plot in Figure 5.2(a) shows the optedipower factor values
from Figure 5.1(a) as a function afandp, normalized with respect to the optimized
bulk value (Figure 5.1(b)) for eagh This analysis therefore implies that for the
material of interest, the value pfin Eq. (5.1) is independent of size. The dashed

black line marks the thickness at which the thiim fpower factor is equal to the bulk

PFop/ PFap
(a) © (b) g,
g [ _—
15 - 2
12 Boss P
— a o
E 09 % 4
b 08 [
a & r /
] .‘_ C
[e]
g oor / Sorsf /
= 0.8 277
F e S 0 /
€ g ¢ c [
= 07
i , = /
PY57s )] P I RPN PR PR BRI R 0.7 0.65-“""' Ll 1 1
08 04 0 04 08 12 08 -04 0 04 08 12

Figure 5.2: (a) Thin film power factor values, nalmed with respect to bulk, as a

function of film thickness ang. The dashed black line markﬁéﬂ =1, and the
3D
minimum Z—ZD for eachp is marked by a solid black line. (b) Minimuﬁiz—l’ value
3D 3D

as a function op.
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power factor f% = 1), and is between 19 and 20nm for the entire rasfgp
3D

values. For all thicknesses larger than 20nm (dtgss of the particular scattering
model), the thin film power factor is lower tharattof bulk. The minimum in thBF
vs.a curve is marked as a solid black line, and vasmsothly betweea=36nm (=-
0.8) and a=23nm =1). As discussed in Sect. 3.4, this indicates weag

confinement. Fop=1.5, the minimum in the power factor jumps to 36fe value

2 given as a function qf in Figure 5.2(b), increases from 0.68
D

of the minimum

PF,
PF3
for p=-0.8 to 0.89 fop=1.5. Asp increases and confinement weakens, the thin film
power factor values do not fall as far below bdlkis result indicates nanostructuring
may be most counterproductive in systems with adéfectivep value.

The results in Figure 5.1 and Figure 5.2 reveakbs®vrends: (1) For each
thicknessa and for bulk systems, the optimized power faatoreases monotonically
with p. (2) Unlike what was seen for calculations donththe CRTA, for largep
values the optimized power factor of thin films #its secondary minima and

maxima as a function of thickness. (3) For thiclsesslarger than 31nm, the ratio

PF . . . .
—22 increases monotonically with These trends are explained below. We note

3D

that similar results and trends are also seen fdindrical nanowires, and are

described in [63].

1. The optimized power factor of all systems insemawithp due to an increase in
the scattering time dfigh-energy electronsyhich has two effects. First, through the
energy-dependence of the scattering time, electesesweighted based on their

energy relative to the conduction band edge, ergatn additional asymmetry in the

93



(@) (b) ®

Efopt- Eq (kgT)
Bulk £y (ksT)

20 40 60 80 100 -08 -04 0 0.4 0.8 1.2
Film Thickness (nm) p

Figure 5.3: (a) The optimal Fermi eneryep:— E1 (solid lines) as a function of film
thickness for several values. Dashed yellow lines mark the first semanband
energies (labeled by subband number) as a funcfibim thickness. (b) Optimal
Fermi energy for bulk systems, as a functiop.of

integrand of LY around the Fermi energy (Eq. (2.5)). In generais kind of
asymmetry (inDOS(E — Ef) -t(E — Ef)) leads to an increase in the Seebeck
coefficient.[64]

The second effect is understood by looking at #te th Figure 5.3: In (a), the
optimal Fermi energyE; o, — E1 is given as a function of thickness for variqus
values and in (b), bulk; . values are given as a functionfAs p increases, for
each film thickness and for butke optimal Fermi energy increases further into the
band, giving rise to a higher carrier concentraiad a higher electrical conductivity.
This is due to the increasing contribution of highergy electrons. Transport is
dominated by the subbands that fall within sevégal of the Fermi energy. Ap
increases, the states weighted with the highestewvallz move from those very close
to the band edgg<€0) to those far into the ban@>0). As the result of these two

effects, an increase in corresponds to an increase in the optimized theleatric
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power factor of 1D[63], 2D and 3D systems.

2.The oscillations in the thickness-dependent powetor curves fop>0.2 (Figure
5.1(a)) are attributed to the movement of the sobanergies (shown in Figure
5.3(a) as dashed yellow lines) relative to the Femergy as the thickness changes.
The oscillations in the thin film power factor as&gongest for large values, for
which the contribution of high-energy subbandstisrgyest.E; o — E1 then jumps
significantly as a function of size to meet thegghbr-energy subbands. Hot0, on
the other hand, low-energy subbands are weightedrbst and the optimal Fermi
energy moves smoothly between the single-subbaride vand the bulk value
(remaining close tdE;). As a result, no oscillations are seen in thekimness-

dependent power factor.

3. For all thicknesses larger than 31nm, the rai.-tir@’— increases monotonically with
3D

p. This, like the increase iRF,, and PF;, with p, can be explained by the
movement of the thin film Fermi enerdiy o, — E1 with changingp (Figure 5.3(a)).
As the optimal Fermi energy increases into the badlditional subbands become
close toEsqp: — E; and are relevant to transport. For a given thiskn@nder these
weakly confined conditions), the density-of-staesnore bulk-like at higher Fermi

energies. Thus, an increaseitranslates to a power factor value closer to R,

PF,p
PF3p

approache®F;p), and increases.

5.4 Calculations for Systems with Two Scattering Terms

In this section, we consider thin film systems ihieh the scattering rate is

the combination of two terms:
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-1 _ -1 —1_ L 1 5.8
T T, + 71, <Cl(k%)p1 + Cz(k%)pz) (5.8)

where C; (Cy) and pi (p2) are the constant coefficient and scattering patam
associated with mechanism 1 and 2, respectively: tis study, we seleg;=-0.5
and p,=0.4. As mentioned above=-0.5 is typically used to model scattering of
carriers by acoustic phonons in bulk systems. Boersd scattering parametp0.4,

represents a scattering mechanism that most aff@etenergy carriers (ex: ionized
impurity scattering). Takinéi = 1 as an example, the scattering timgs, and the

total T are given as a function of energy relative to taduction band edge in
Figure 5.4(a). Depending on the choice of coeflﬁthatiog—:, the total scattering time

. C . . C
T may decrease monotonically (eE§.= 0), increase monotonically (e.gl. = o) or
2 2
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Figure 5.4: (a) Scattering times = C; (ﬁ) Ty = C, (ﬁ) and the total
B B

= + ;)71 (the exampleg—1 = 1) as a function of energy relative to the
2

conduction band edge. (b) Optimized power factdmesas a function of film
thickness fop;=-0.5 andp,=0.4 and various ratios of coefficier@g andC,. The

black arrow indicates the direction of increasrcgﬁg
2
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exhibit a maximum (e.% = 1, as in Figure 5.4(a)).
2

Optimized thin film power factor values are shown Rigure 5.4(b) as a

function of film thickness for various coefficierdtios. The black dashed line marks

calculations done fo% = 1 (the same shown in Figure 5.4(a)). For each thickness
2

a, the power factor values increase monotonicaltywben the two extreme cases: (1)

Cy

o= 0, corresponding to a single scattering term with0.5, and (2) %= 0,
2 2

corresponding to a single scattering term wtt0.4. The minimum in the power

factor, seen for each curve, shifts from 32nm ébnt 0) to 25nm (for% = 00).
2 2

We note that with the normalization described ictSB.3, we have assumed
that the magnitude of the total scattering tidoes not changeith the addition of a
second scattering term. Physically, the additioracdecond scattering mechanism
should decrease the total scattering time. Prelingircalculations were done to
determine whether or not an improvement in the pdaetor may still be possible,
despite the expected decreaserinWVe calculated the transport properties of bulk

systems in which the scattering time of the domtirsmattering mechanism is given

-0.5
by r(E)~(%) , and investigate the effect of introducing a secanattering

1.4
mechanisnt (E)~ (%) . Experimentally, this second energy-dependenteytad
B

(p » 0, frequently referred to as “energy-filtering” [686]) can be achieved through
the introduction of grain boundaries, which prefeialy scatter low-energy (cold)

electrons over high-energy (hot) electrons. In@eas the power factor via “energy-
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filtering” have been demonstrated in InGaAs/InGa&lAsuperlattices[67] and

Pb/PbTe nanocomposites[68].

The total scattering rate then has the form

T(E)_l _ ((k%)—O.S)_l +%((k%)1.4>_1 (5.9)

where the coefficienC determines the magnitude of the second scattdnng
(p=1.4) relative to the firstp=-0.5). The scattering times for several value€ @fre
given as a function of electron energy in Figuig®). In general, the total scattering
time for two scattering mechanisms is lower thaattlef a single scattering
mechanism.

Bulk power factor calculations, normalized by th@imal power factor value

calculated for the “original system” (a single $eahg term withp=-0.5), are shown

2
(a) T — p=05 (b) '
! —— p=14 1 |
. | — C=041 5 ,l
: | — 1 ©
?(. 15 I, — 10 L o8l ,l
g / 2 I
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Figure 5.5: (a) Scattering times as a functionlec¢teon energy for various values of
C. (b) Bulk power factor values, normalized by thaximum value for a single
scattering mechanism wifi¥-0.5, as a function of Fermi energy for various ealo
C.
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as a function of Fermi energy in Figure 5.5(b).spite the decrease in the scattering
time (Figure 5.5(a)), the addition of a secondtsceig term can lead to as high as a
6% increase in the maximum bulk power factor valMée note that these are

preliminary calculations, and a more thorough th&oal investigation is necessary to

determine the optimal functional form of the secsndttering mechanism.[5, 69]

5.5Size-Dependence of the Scattering Time

With the model presented in this chapter, we hagimed no explicisize-
dependence®f the scattering time. For the analysis here aweehassumed a single
scattering model applies for eaek(a) curve. This approximation means that for the
systems investigated here, the dominant scattenechanism does not change with
size. Further(t) is set torzr4 regardless of size. As nanostructure size is datie
characteristics of the scattering time may be &fchrough (i) changes in the
electronic subband structure, (ii) changes in thenpn dispersion relations, (iii)
interface effects (ex: boundary scattering) and (kanges in the optimal Fermi
energy, and therefore the carrier and impurity eotrations. Literature indicates that
there is a critical size at which these modificasidbecome significant and large
deviations from bulk are observed. Theoretical angberimental work, which
includes a wide range of thin film[35, 70-73] ananowire [4, 35, 74-78] material
systems, suggests that this critical size is smgden 20 nm.

For systems larger than 20nm, which includes thgomtya of structures
discussed here, a detailed investigation of thevesit scattering mechanisms is
expected to yield at most a 20% variation in thegmitade of the power factor.[35]

For systems below 20nm, however, the approact(fQ taken here is not reliable.
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The trends observed for these highly confined systehould be revisited through the

investigation of specific materials and their siiependent scattering rates.

5.6 Summary

In this chapter, we investigated the size-deperslasfcthe thermoelectric
power factor of systems for which the scatterimgetiis a function of carrier energy.
We find that the power factor of nanostructuresilgiththe same qualitative behavior
as a function of size, regardless of the particstattering model. For each scattering
model, whether the scattering time increases, dseseor exhibits a maximum as a
function of carrier energy, the power factor hasboa-monotonic dependence on film
thickness and nanowire radius (see [63]). In @oldiindependent aof(E), the power
factor of thin films (nanowires) falls below thelkwalue for all thicknesses larger
than 20nm (radii larger than 12nm).

We find that for each thickness, the power factbrthon films increases
monotonically with the scattering parameperThis is the result of the increasing
contribution of high energy electrons, pushing dpgimal Fermi energy far into the

band. In addition, we report that for weakly coefinfilms (with thicknesses larger

than 31nm), the ratioii—w also increases with. The decrease in the power factor
3D

when moving from bulk to thin films is thereforesge significant in systems
characterized by largevalues.

Finally, we discussed the potential for introduciag additional scattering
mechanism with a preferable energy dependepce () as a potential means for
increasing the thermoelectric power factor. Outipri@ary results indicate that such
an improvement is possible despite a calculatededse in the magnitude of the
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scattering time. Future modeling work should themeffocus on determining
optimized conditions for which even higher powectfs improvements can be

realized.
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Chapter 6 Nove Instrumentation for Fabrication and

Characterization of Thermoelectric Thin Films

6.1 Introduction

In this chapter, we present tools and methods weldped for the fabrication
and characterization of thermoelectric thin film§Ve start by introducing pulsed
laser deposition as an attractive technique fori¢dabng thin film thermoelectric
materials. The design and set-up of a unique dulskeg laser deposition (PLD) and
thermal evaporation (TE) system is then describéds system was custom designed
and built for our group in 2012 by Blue Wave Semitactors, with the help of a
former postdoctoral student Dr. Hasina Ali. The PLE system can accommodate
multiple targets for PLD and multiple boats forrinal evaporation and is ideal for
the fabrication and doping of simple thin filmswasll as synthesis of more complex
multi-layer structures.

Experimental techniques were also developed forsareanent of the room
temperature thermoelectric transport propertieself€ek coefficient and sheet
resistance) of thin films. Both measurements areedasing an in-house probe
station, allowing for quick turn-around in characmg the thin films. The set-up for
measurement of the Seebeck coefficient, designetietcentirely self-contained,

allows for rapid switching between Seebeck andstasce measurements and

between different samples.
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6.2 Pulsed Laser Deposition of Thin Films

The transport properties of thermoelectric matseraak strongly dependent on
composition and stoichiometry—slight changes in ¢hgier concentration can lead
to substantial deviations from the optimal therreotic power factor andT values.
Pulsed laser deposition, described below, is tbezefin ideal technique for the
deposition of thin films for thermoelectric applica.[9, 79, 80]

Pulsed laser deposition, a physical vapor deposirocess done in a vacuum
system, is particularly attractive when comparethwither deposition technigues in
that it is easy to implement and can be used tmsiep wide range of thin film

structures, including complex oxides, epitaxiamil and superlattices and polymer

Gate valve

To sample
load lock

’ Rotating heater
- o =

| Lasér beam

Laser window

Short(0.1-20 ns), high energy
(0.1-10 J/cm?) laser pulse
impinges on ablation target

t~0.1 ps Laser-induced plasma (atomic,
diatomic, melecular, ionic) forms

an farget surface with ablation

Highly forward directed plasma
plume traverses away from
target

substrate, deposited plume

| t-aps Ablation plume impinges on
{
species on the substrate surface

Figure 6.1: Schematic of pulsed laser depositiomffl]. A pulsed laser beam is
focused onto a target inside a vacuum chamber. pialsk of the laser creates a
directional plasma, which condenses on the suidatiee substrate.
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films.[1] A schematic of a PLD system and the psses that occur during deposition
are shown in Figure 6.1. A laser is focused onrgetainside of the deposition
chamber. For each pulse of the laser, a small atmfularget material is vaporized
creating a plasma plume. The highly-directionalnpduis discharged from the target
towards the substrate. In this way, a thin filngiewn on the substrate with many
pulses of the laser.

One of the most important advantages of PLD ovieerotleposition methods
is the ability to deposit a multiple-component fifrom a single target with excellent
transfer of stoichiometry. This is because, for appropriate choice of laser
wavelength and power, the energy absorbed by tigettavith each laser pulse is
greater than the energy required for evaporatioeash of the target elements. Thus
(under optimized conditions) vaporization and dépws of the target material occurs
independent of the vapor pressures of the targetesits.

Pulsed laser deposition, though easy to implemsra,complicated process.
In addition to the laser wavelength and power|ma fleposited using PLD is affected
by many factors including the pressure inside tBpogdition chamber, chemistry of
the background gas, temperature of the substriatéces of substrate and the distance
between the target and the substrate. In genbralate of deposition decreases with
increasing background pressure and increasingndistaetween the target and the
substrate. The background gas can be chosen é&wthgarticipate in the deposition
process (e.g. flow of £in the deposition of an oxide[81]) or simply tontwl the

kinetic energy of the plasma plume. High substrateperatures may be necessary in
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order to promote grain growth in the film, but daad to re-evaporation of elements

with high vapor pressures.

6.3 Dual Pulsed Laser Deposition-Thermal Evaporatiost&m

6.3.1Introduction

As described above, PLD is an ideal technique lier deposition of thin films for
thermoelectric application. Thermal evaporation,p@cess by which a source
material is heated to evaporation in vacuum, carude in a variety of ways to
contribute to the fabrication and characterizapoocess. For example, co-deposition

by thermal evaporation during PLD can lead to bettatrol over the stoichiometry

Figure 6.2: Photograph of the PLD-TE chamber. Asamark quartz windows and
the front door to the chamber. For PLD, the lasg¢ers the chamber through the
window marked by the red arrow.
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in the deposited films. Further, thermal evaporattan be used to deposit patterned
metal contacts for a range of transport propertasuements. The dual PLD-TE
system described here therefore allows us to parforultiple processes (either
simultaneously or successively) without havingdgmove the thin film samples from
vacuum.

We note that by designing a chamber to accommobath deposition
techniques, it becomes difficult to optimize eacbcess individually. For example,
the typical separation between substrate and tdogepulsed laser deposition is
~4cm, while the substrate is at a much greater ristdrom the source during
thermal evaporation. A chamber designed for botihrigues must then allow for
movement of the substrate. Further, there is atimunesf how the substrate should be
oriented relative to thermal evaporation and PLDrses. In our system, the substrate
holder is not centered with either the PLD targethe thermal evaporation boats.
This is a compromise for the two techniques, aml ot ideally positioned for either
deposition method. Further, while one can installtters to cover the boats during
PLD and protect the targets during thermal evapmratross-contamination of the
sources may be an issue during either process.chiimber described below was
designed with these issues in mind, and engineesaigtions were developed to
minimize their effects.

An Appendix at the end of this thesis includes scdption of the integrated
front panel of the PLD-TE system, a list of the meomponents with part numbers,
and CAD drawings of several of the components desigby Blue Wave

Semiconductors.
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6.3.2Chamber Design

A photograph of the dual PLD-TE system is showfigure 6.2 (a CAD drawing of
the chamber is given in the Appendix as Figure J1IOThe ~1 m chamber is
evacuated to ~Id Torr with a Pfeiffer DUO035 Roughing Pump. Highcuam
(<10° Torr) is achieved with a Pfeiffer HiPace 400 Purtige spinning speed of
which is controlled by an integrated TC400 Drivedtonics system. A gate valve
separates the main deposition chamber from the mgngpack and is open when the
chamber is in use. The pressure is measured usiBteifer PKR251 Compact
FullRange Gauge, which contains both a cold catlaodiea Pirani gauge for pressure
ranges of 18-10* Torr and 10-10° Torr, respectively. The pressure is controlled
manually using the turbo pump, the rouging pump ldpdas flow controlled using
an MKS Mass Flow Controller and 167 Readout/SetntPdilodule. Pressures

between 18 Torr and 2 Torr are obtained with the turbo punfp the roughing

Water
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Figure 6.3: Aerial schematic of the bottom of tlepasition chamber.
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pump on and a gas load between 1 and 100 sccndésthoubic cm per min). For
pressures between i@orr and 1G Torr, the turbo pump is set to “standby mode” (a
reduced spinning speed) and gas is flowed betweam 40 sccm.

All deposition materials and substrates are put ihe chamber via the quick-
access port in the front (the “front door” at thenter of Figure 6.2). The target
carousel for PLD and the electrodes for TE are showan aerial schematic of the
bottom of the chamber in Figure 6.3. The targebusel can accommodate 3 targets
with a maximum diameter of 5cm. The targets are mtexnionto holders (either with
clips or with Ag paint) for ease of transfer to dnain the carousel. A stainless steel
cover (shown in gray) exposes a single targettah@ The target carousel is rotated
to switch between targets using a Silverpak 23Cegrdted Step-Motor and
control/drive unit. A second motor is used to rettte individual targets during PLD.
Both motors are controlled using a LabView program.

The electrodes for thermal evaporation are on tghthand side of the
chamber and are separated from the target cartwysal water-cooled block (see
CAD drawing in Appendix, Figure 10.5). The chamban accommodate two ~1cm
x 10cm evaporation boats which are attached torveai@led molybdenum discs on
top of the copper electrodes (see CAD drawing & Alppendix, Figure 10.4). An
INFICON SQC-310 Thin Film Deposition Controller cmcted to a Sorensen DCS8-
350E DC Power Supply is used to control the dejowsitate and final thickness of
the films deposited. The deposition controller uggsoportional integral derivative
(PID) control loop based on feedback from a quarystal sensor inside the chamber.

Evaporation is done by powering one boat at one;tantoggle connected to a solid
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Figure 6.4: Photograph and schematic of the cagentraitached to the chamber for
PLD. (a) Mirror, (b) lens and (c) shutter for gqzantindow.

state relay is used to select the active pair eftebdes. Two shutters are used to
cover the substrate and the boats.

Pulsed laser deposition is done using a 532nm N@GY@uantel Brilliant b
laser. The laser beam is routed by a set of highade-threshold mirrors and focused
into the chamber with a lens on a cage mount (sgerd-6.4). A manual shutter

protects the inner surface of the window duringriied evaporation processes.

6.3.3Substrate Holder
Substrates up to 2” in diameter are mounted oné shmple holder (see CAD
drawing in Appendix, Figure 10.3) using clips or Agint. The holder is then
screwed into an upside-down chuck inside of themdtie (Figure 6.5). Using
controls (Substrate Position and Substrate Rofatinrthe front panel, the chuck can
be moved up and down within the chamber, as walbtged. A mask holder can be

positioned over the substrate for patterned depasit
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Figure 6.5: Schematic of arrangement of the comipisnaside the deposition
chamber, viewed from the front.

Unlike thermal evaporation, PLD is a highly directal deposition method.
During thermal evaporation, the sample holder igicglly rotated for uniform
deposition over the entire substrate. For PLD henather hand, the thickest films are
achieved without rotation by placing the substi@ten optimal position relative to
the target. This optimal position was identifiexifallows: a 4” Si wafer was placed
onto the substrate holder and the rotational mwsibf the holder was marked by two
reference scratches on the holder and the chueks(dematic in Figure 6.6). A film
was deposited onto the substrate by PLD using tiondithat yield a colorful oxide.
The radial color gradient of the oxide was therdusevisually determine the thickest
part of the deposited film. Scratches were thenex@dthe substrate holder to mark
this optimal position. Once the substrate is plaaedhe optimal position and the
substrate holder is screwed into the chuck, theldrols rotated to the correct

rotational position (the reference marks on theckhand the holder are aligned).
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Chuck
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Figure 6.6 Schematics of the method used to identify thémgdtposition for PLD ir
cross-section (left) and from the top surface @igReference marks on the substrate
chuck and holder are indicated in cross-sectioe. ddiorful thickness gradient, and
the scratches on the substrate holder (dashedel@eg) are shown from the top.

The temperature of the substrate is monitored antta@led with a Eurotherm
2416 Controller/Programmer connected to a heatdr aathermocouple inside the
substrate chuck. Due to the spatial separationdsivthe thermocouple (inside of the
chuck) and the substrate (on the surface of theéehnplthe thermocouple temperature
may be different from the substrate temperature flhe temperature at the surface
of the holder was measured at a pressure 8fThdr using an infrared thermometer

for temperatures between 550 and 650 The calibration curve from this
measurement is in Figure 6.7. For temperatureseal80 C, the true temperature

Tmeas Can be estimated from the display temperaflyyg, using the following
regression line:

Trmeas = 0.68 + Tyisp + 83°C. (6.1)
For temperatures below 250, the true temperature of the substrate is ta&eet

equal to the display temperature. We also note dbehg thermal evaporation, the
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Figure 6.7 True temperature (blue dots) measured usingfear@d thermometer as
function of the Eurotherm display temperature. $bkd black line is a regression
line calculated from the measured data.

heat generated by the boats may increase the tatapeof the substrate. In this case,
the display temperature (measured inside of thetsatle chuck) is expected to be
lower than the temperature of the substrate. The suéstemperatures most

commonly used for PLD of BiShTe; are 375C and 390C, and are achieved by

setting the display temperature to 480and 450C, respectively.

6.3.4 User Interface
A LabView program (Figure 6.8) was written to ret@ressure and temperature data
as a function of time during the operation of thistem. The pressure values are read
from the Pfeiffer PKR251 Single Gauge Control Uaitd temperatures are read from
the Eurotherm 2416 Controller. An additional Commiaput is included and saved
as a function of time so that the user can receents with a time-stamp (e.g. “1820
sec: Start of deposition”). The data recorded witls computer interface helps to

elucidate trends in deposition conditions that rawe immediately apparent in real-
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Figure 6.8: User interface of Labview program fecarding real-time pressure and
temperature data.

time. In addition, it allows us to consistently getrack of the “health” of the

chamber (pump-down time, base pressure, etc.).

6.4 Experimental Set-up for Measurement of Thin FilmnBport Properties

6.4.1Seebeck Coefficient
The Seebeck coefficient is measured using a “tveortiocouple” method described

in [82]. A schematic of this method is shown ind#ig 6.9. The typical sample is a
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Figure 6.9: Schematic of the “two-thermocouple” hoet for measurement of the
Seebeck coefficient. Thermocouple junctions maketatal and thermal contact

with the sample at points with different temperaturThermocouple leads are kept at
room temperature.

thin film (~100nm) on a Si substrate. A heater isifponed in contact with one end of
the sample, and two identical thermocouples witbvkm leg materialA andB are
placed on top of the hot and cold ends of the fiith applied heat, a temperature
gradient is established and Seebeck voltages aratect in the leads of the
thermocouples as well as in the sample. Commohé#/voltaged/,,, =V, — V,, and
V.q =V.—V,; are measured to deduce the temperature differeficesT, and
T, — T, via:

Vap = —=Sap(Ty — Tp) (6.2)

Vea = =Sap(T, — Tp)
whereS,; = S, — Sp is the Seebeck coefficient of the thermocouplderiatively,

the voltagesV,. andV,,; can be measured

Vae = =Sa(Ty — Tp) — Ssample(Tl —T3) = S4(T2 — Tp) (6.3)
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Vha = _SB(Tl - TO) - Ssample(Tl - TZ) — Sp (TZ - TO)
and can be used to derive the Seebeck coefficietiieo sampleS;, . and the

temperature droff, — T,:

VbaSa—VacSB Vac
S = = Sap + S, 6.4
sample Via—Vac Vioa—Vac AB A ( )
1%
Ty —T,=—"2% .
SA_Ssample

We can therefore calculate the Seebeck coeffioétihe sample with these voltage
measurements and with knowledge of the Seebeckfideat of one of the
thermocouple leads (Eq. (6.4) is written in termisSg. We have assumed in this
derivation that the temperature of the thermocoupleexactly equal to the
temperature of the sample at the points of cor{tatthere is good thermal contact
between the thermocouples and the sample).

The set-up used in our lab is shown in Figure 6TH& measurement is done
on a plexi-glass stage; the underside of this steagemachined to fit securely on top
of a chuck inside the Signatone S1160 probe sta#otemperature gradient is
generated by passing current (up to 40mA) throbghlk-ohm flat resistor screwed
into the plexi-glass. Good thermal contact betwé®n heater and the sample is
ensured by placing a continuous piece of Al foidenboth, and positioning the
sample flush with the edge of the heater.

The thermocouples typically used are 0.005"-thimk Type E thermocouples
(Omega Engineering). The leg materials of Typedfrttocouples are chromel (a Ni-
Cr alloy) and constantan (a Cu-Ni alloy), and tlmom temperature Seebeck
coefficients of these materials a$g;-,=22.4 uV/K and S.,5;=-38.1 uV/K. These

Seebeck coefficients are determined from knownesfar the Seebeck coefficients
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for Cu (1.94uV/K) [83], Type T (Cu and Cu-Ni leads, 40.Q8//K) and Type E
thermocouples (60.qV/K, from the Omega Catalog), and were verifiedngsour
measurement set-up. The thermocouple near therhsaittached to a spring-loaded
lever, and is pressed against the sample for goathct. A large magnet pad (see
Figure 6.10) is placed underneath the sample ddtkasecond thermocouple can be
sandwiched between a small magnet and the samptel Gntact with the substrate
is required for the measurement of the SeebecHKicieet: We find that a 2-point
resistance less than 20k-ohms between the thermtesois required for a stable
measurement. If good contact could not be achiswu#dthis set-up, a low-Seebeck

metal solder (ex: Ag paste) was used to attaclhr@nocouples to the film.

(b)

Figure 6.10: Setp for measurement of the Seebeck coefficientioffiims. (a) Low
magnification photograph showing the leads. Thelstin the image correspond to
the letters in the schematic in Figure 6.9. (b)HHigagnification photograph of the
sample, heater and thermocouple junctions. Thenbeouple leads are marked by
colored lines. The points of contact between tleertiocouples and the sample (a
square wafer) are marked by yellow dots.
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Figure 6.11 User interface of the LabVie program for measurement of the Seek
coefficient. The voltageV,:. andVyg are plotted as a function of time in the top r
the measured Seebeck coefficient and temperatapeT,-T; are shown in the bottc
row.

Once inside the probe station, theltagesV,: andVpy are measured throug
the ends of the thermocouple leads at the cornetheoplex-glass sta¢ (Figure
6.10). A LabViewprogram was written to control the current from aitkley 6221
Current Source sent to the heatnd to collect measured voltagés andVpg from a
2-channel Keithley 2182A Nanovoltmeter in real tink@r a typical measuremel
the heater current is cled between 10mA and 40m& small interval (for To-T;
between ~0.5 and°®) 4 times. For each choice of heater currentnteasuremer
takes between 20 and 30min to stabilize so a tiymeasurement takes 10 hours.
reducenoise, data points are aages over bursts of 10 rapid measurements.
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Figure 6.12: Example of data collected for a,8ib Tes thin film. (a) Voltage¥y.
andVyg, (b) temperature drop (calculated using Eq. (6ah)¥l (c)he sample Seebe
coefficient (calculated using Eq. (6.4)) as a fiorcof time during the measurement.
Steps or jumps in the data indicate changes indhee of the heater current. (d) The
Seebeck coefficient as a function of the tempeeadiuop.

computer-controlled data acquisition allows us tonitor the stability of the
measurement over time. An example of data collectedng a measurement is

shown in Figure 6.12.
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Figure 6.13 Schematic of s-up for Van der Pauw measurement.

6.4.2Electrical Conductivit
The sheet resistance of the thin filmmeasured inside of tif&ignatone S11¢ probe
station by the an der Pauw methoA LabView program is used tautomate the
measurement using &eithley 6221 current source and lkeithley 2182A
nanovoltmeter.Typical samples are rectangular in shape and the fpoobes ar
placed at the corners (sFigure 6.13).Two separate measurements are done for
determinationof the sheet resistance: (1) A range of currds flowed betweel
contacts a and b, and voltage .4 is measured and (2) a range of currey is
applied while voltage ¥ is measured. The slopes of theseasurements dV/dl gi\

two resistances:

dv,
_ay 6.5
R, dl., (6.5)
— dVac
R = dl,,

The sheet resistand®; can be calculated froR, and Ry usirg the van der Pau
formula:[84]

e ™R e (6.6)
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An iterative Matlab program is used to solve Eq6)6In the simple case of

R\ =Ru=R, R :”—R. The conductivity of the film is calculated a:s=1=i

In(2) p Rt

wheret is the thickness of the film, determined by creestional SEM.

6.5 Summary
In this chapter, we described the unique pulsedrlaeposition, thermal

evaporation chamber in our lab. The dual functibpalf this system makes it ideal
for depositing a wide range of thin film structueesd devices. Specifically, PLD is a
promising technique for deposition of thermoelectmaterials, the properties of
which depend strongly on stoichiometry. We alsccdbe the in-house experimental
set-up for measurement of the thermoelectric tramsgproperties (Seebeck
coefficient and sheet resistance), which allowsdioick characterization of samples

after deposition.
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Chapter 7 Pulsed Laser Deposition of Bi,,Sh,Te; Thin Films

7.1 Introduction

The Bb-xShTe; materials system is one of the best known room ¢ézatpre
p-type thermoelectric materials[85]. We investigateoducing nanoscale porosity in
an effort to improve the thermoelectric power faadd Bi,«ShTe; thin films. The
porosity creates additional confinement within thén film and can alter carrier
scattering such that the Seebeck coefficient isa®a This effort consisted of
studying the pulsed laser deposition (PLD) condgitor Bb.xShTe; followed by an
investigation of the effects of porosity in the dsjped films.

In this chapter, we explore the characteristicSdaeinse” (non-porous) films
deposited by PLD as a function of various depasittonditions. The effects of
substrate temperature, background pressure and paseer on the pulsed laser
deposited thin films were investigated. Subseqyetie effect of annealing on the
properties of dense films was examined. Annealngdcessary in order to recover
crystalline films; however, optimizing the anneglinconditions (temperature,

pressure, background gas chemistry) is necessavyder to prevent loss of highly

volatile Te. Strategies for fabrication of porobtfilms are given in Chapter 8.
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7.2 Motivation

7.2.1Bi,,ShTe; Materials System

The excellent thermoelectric properties of FBhTe; can be largely attributed to its
complex crystal structure. Hie;, ShTe; and the alloy Bi,ShTe; are described by a
rhombohedral unit cell, consisting of two Bi/Sb rat and three Te atoms. More
frequently, however, the structure is describedablyexagonal primitive cell with
layers of metal and chalcogenide atoms along tB@1Pdirection. The hexagonal
primitive cell consists of three quintets (5 layeexh) (see Figure 7.1). Each quintet
has the form Te(1)-Bi/Sb-Te(2)-Bi/Sb-Te(1). TheRi/Te bonds have mixed ionic
and covalent character, while the Te(1)-Te(1) bobnelsveen quintets are Van der
Waals and are therefore much weaker. The room tetye hexagonal lattice
parameters for Bie; and SbTe; are given in Table V.

Table V. Hexagonal lattice parameters fosT®s and SbTe; at 300K.[85]

Compound a(nm) c (nm)
Bi,Tes 0.43835 3.0360
ShTe; 0.4275 3.0490
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Figure 7.1: Hexagonal primitive cell of Bie;s. The rhombohedral unit cell is marked
in red, with lattice vectors shown at the bottofft l&dapted from [16].
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The lattice parametea follows Vegard's law ¢y = —5 " GBiyTe; T 5"

asp,te, Where the alloy is assumed to be, fhTes), decreasing as the alloy
becomes more Sb-rich. The change in lattice paemseawith alloying is not well-
documented, with some reports indicating almost dependence on the Sb:Bi
ratio[86, 87] and other reports indicating tlaits actually lower for alloys than for
either BpTes or ShTegsg).

The high-symmetry rhombohedral crystal structusnglates to a six-fold
degeneracy of the valence and conduction bandsJ38 kind of high band
degeneracy is beneficial to the thermoelectric poveetor. The total electrical
conductivity, the sum over the contribution of eatlthese degenerate bands (see the
sum in Eq. (2.7)), increases by a factor of ~6 euthnegatively impacting the
Seebeck coefficient. In addition to ideal electooproperties, the complex crystal
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structure of the BiShTe; materials system leads to low values of the thermal
conductivity. In general, the thermal conductiviigcreases with the number of atoms
in the primitive unit cell.[89]

Reported literature values for the electrical #r@fmal conductivities and the
Seebeck coefficient of p-type Bies, SlbTe; and Bp sShy sTe; are given in Table VI.
These values were measured in the hexagonal bksed fperpendicular to the
direction). TheZT value for SbTes is too low for practical application. Alloying viat
Bi,Te; both increases the power factor and decreasethéneal conductivity. The
increase irZT value of the alloy over BTe; is largely due to a substantial decrease in
the lattice thermal conductivity as the result d¢fopon scattering due to alloy

disorder.

Table VI. Room temperature transport propertieBigfe;, SkTe; and

Big.sShy sTes.
Compound CEr'SCJrCit‘i:\j‘i'ty Seebeck Coefficient | Thermal Conductivity |
sm) (nV/K) (W/m-K)
Bi,Te; [90] 1.0x10 190 2 0.54
ShyTe; [91] 4.7x16 79 5 0.18
BiosShisTes[92] | 8.7x1d 230 1.4 0.99

7.2.2Review of Pulsed Laser Deposited b Te; Thin Films
The first report of BiTes thin films deposited via pulsed laser depositioasw

published in 1996.[9] In this work, Dauschetr al found that film composition
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laser beam plure

target
8 bad stoichiometry stoichiometry of the target

Figure 7.2: Schematic of the effect of substratgtmm on the stochiometry of the
deposited BiTe; film, from [9].

depends strongly on the position of the substeltdive to the target, even for room
temperature depositions. The deposited film is &®etbnt at positions close to the
incoming laser (see Figure 7.2), as the laserantsrwith the plasma plume coming
off the target.[9] Since this original study, magsoups have explored PLD as a
means for depositing Bies-based thin films, and significant improvement bagn
achieved in terms of the properties of the depdsiiens. In 2007, Bailliniet al
reported excellent control over the morphology 4ype BpTe; films by varying the
background Ar pressure and the substrate temperg@8f The deposited films vary
from disordered and nanocrystalline (room tempeedtwo highly-textured (high
temperature, high pressure). The highest in-planeep factor values reported by this
group (~2-5x10 W/m-K? at room temperature) are found for textured films

deposited at 10 Pa and temperatures between 25868rd (see Figure 7.3).[15]
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Figure 7.3: (a) Cross-sectional SEM images oT & thin films deposited by PLD at
4 different sets of conditions. (b) Power factoluea as a function of temperature
measured for the films on the left. From [15].

In 2003, Makaleet al reported the first successful pulsed laser dépasof
Bi»xShTe; thin films. They found extremely low thermal contuities (0.3-
0.4W/m-K) in films deposited from am=1.5 alloy target onto both mica and
AIN/Si(100) substrates. However, high defect deesitind issues with controlling
stoichiometry (due to the high vapor pressure of [€d to low conductivity values
and low room temperatuiTl values (0.05-0.08).[94] Obaed al. later demonstrated
x=1.7 alloyfilms with high room temperature power factor val8.7x10° W/m-K),
attributed to good control over stoichiometry.[80]

These results indicate that while PLD is a pronggechnique for deposition
of Bi,xShTe;s thin films, preventing loss of Te during depositiand annealing is

crucial to achieve transport properties comparuaiiie bulk.

7.3 Experimental Methods

In this section, we describe the general procedised to deposit and

characterize Bi,ShTesthin films.
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7.3.1Deposition

Bi»xShTes films were grown by PLD in the deposition systersa@ed in Sect. 6.3.
For dense films, the typical substrate is 20-30 -@mmresistivity <100> Si with the
native oxide intact. In general, the substrates~-4%x30 mm in size, and are placed
at the optimal position on the substrate holdeyiétd the thickest films (using the
positioning procedure described in Sect. 6.3.3¢ damber was evacuated to a base
pressure of ~I® Torr prior to deposition; for deposition,Was flowed to achieve
background pressures between 2%Ihd 2 Torr. The substrate temperature was
varied between 25and ~375C (note that the latter temperature is estimateth fr
the calibration curve in Sect. 6.3.3). The Nd:YA&Sdr § = 532nm, repetition rate

of 10Hz) was focused onto a rotating, BBy, sTe; target (purchased from American

Elements, Merelex Corp.) with an average power eetw0.6 and 3.6W (energy

(@) 10¢ (b) s00
1k g
: 400 |
o o1k %) :
S : o 300
£ o001k 2 300
o F ®
3 B —
? 0.001 g o
2 : S 200}
O g0k = [
i 100 F
10'55—\ i
10»6:...l...I...I...l...l...l...l... 0 PP I T I P P P
0 4.810° 9.6*10° 0 4.8*10° 9.6*1C
Time (sec) Time (sec)

Figure 7.4: Example of the recorded (a) pressude(lantemperature as a function of
time before, during and after a deposition. Théhddsvertical lines mark the flow of
N> (yielding a pressure of 2mTorr), the start of de@osition and the end of the
deposition. The deposition (26min long) was don2natorr and a substrate

temperature of 378 (nominal temperature 43Q).
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densities between 3 and 18 JAuniPrior to deposition, the target is cleaned (wfita

substrate covered by a shutter) by ablating for inlah the desired laser power. A
typical deposition is 26min long; with the substrat4cm from the target, the
deposited films are 100-250nm thick giving a depasirate between 0.06 and 0.15
nm/sec. An example of the pressure and temperbaioege, during and after a typical
deposition (recorded using the LabView program diesd in Sect. 6.3.4) is given in

Figure 7.4.

7.3.2Characterization
The morphology of the deposited films was detershinsing a Hitachi SU-70
Analytical Scanning Electron Microscope (SEM) opedaat 10kV. The crystal
structure of the thin films was characterized byay-diffraction (XRD) using a
Bruker D8 Advance system (Cu,Kadiation). 2 values between 15 and *6@ere
scanned with a rate of O/fin.

Preliminary analysis of the film composition washdaising a Bruker Energy-
Dispersive X-ray Detector attached to the SEM. Heeve due to errors in the
measurement of small amounts of Bi and Sb on Steaties (detailed below), more
accurate measurements of the composition of deimse Were done using a Perkin-
Elmer 4300 Inductively Coupled Plasma Optical Eimiss Spectrometer (ICP-OES).
Calibration standards for Bi, Sb and Te were magalissolving bismuth citrate
(CeHsBiO7), antimony oxide (Si3) and tellurium oxide (Teg) (all purchased from
Alfa Aesar) in an aqueous 10% wt nitric acid, 1.5%% tartaric acid solution.
Standards of 100-1000pphg(/L) were made for each element. Samples (~3x3mm

pieces of the deposited films on Si) were digested1lmL of 70% wt nitric acid.
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Once completely dissolved (after ~1 hour), amoumitsadaric acid and deionized
water were added to match the matrix solution. Whtis procedure, the typical
sample solution has Bi, Sb and Te concentratioosecto 200-400ppb, 200-500ppb
and 600-1000ppb, respectively. The conditions Fa ICP-OES measurement are
listed in Table VII. The coefficient of determinati for the calibration curves is

generally £>0.9995.

Table VII. Typical conditions for ICP-OES measurerne

Parameter Setting Units
Power 1300 W
Auxiliary gasflow 0.2 L/min
Nebulizer gasflow 0.8 L/min
Sample uptake 15 mL/min
Time per measurement 10 sec
# of Repetitions 3 N.A.
Bi peak wavelength 223.061 nm
Sb peak wavelength 206.836 nm
Tepeak wavelength 214.281 nm

The atomic concentrations are then calculated usiegatomic weights of
each element (see example in Table VIII). The fidomposition is then analyzed by
looking at the ratios of the elements (for the empkemin Table VIII, Bi:Te=0.27,

Sb:Te=0.84, (Bi+Sb):Te=1.1 and Sb:Bi=3.1).
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Table VIII. Example of the calculated concentrasiaf Bi, Sb and Te of a
dissolved film.

Bi Sb Te

Weight Concentration
(ppb)

Atomic Wt (g/mol) 209.0 | 121.8| 127.6

450 800 1000

Atomic Concentration

("M) 2.15 6.57 7.84

Based on measurement of standard solutions witlesiooncentrations, we estimate
the average error in the measurement of each etambe <5%.

The room temperature transport properties of timesfi(sheet resistance and
Seebeck coefficient) were measured using methodsrided in Sect. 6.4. The
conductivity values were then calculated using ftmtknesses measured by cross-
sectional SEM. For most PLD runs, we find that file thickness varies by ~10%

over the entire substrate.

7.4 Effect of Deposition Conditions

We first present an analysis of the effect of démos conditions (substrate
temperature, background pressure and laser powerth® properties of the Bi
xShTe; thin films. This investigation was done for depmsis on <100> Si
substrates. With the range of process parametessrided in Sect. 7.3.1, the
deposited films range between insulating and higbbynducting, and between
amorphous and crystalline. We note that much caesbmated from the appearance

of the films: conducting films are silver in colamhile insulating films are either
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colorful (when amorphous) or matte gray (when atomix of crystallites of Bi-rich

and Sb-rich phases).

7.4.1Effect of Substrate Temperature
We begin by discussing the effect of substrate sxatpre on the deposited films.
SEM images of films deposited with a laser powe®.&W at 90mTorr for substrate
temperatures between 28nd 378C are shown in Figure 7.5. In general, we see
sintering and growth of grains in the as-deposiiiets as the substrate temperature

increases. For a substrate temperature of lessIRAL, XRD results indicate that

10.0kV 7.immx110kSEQ "' '500nm 10.0kV 7.0mm x120k SE(U) 400nm

)

10.0kV 5.5mm x110k 500nm

Figure 7.5: Top surface SEM images of films demakét 0.6W, 90mTorr with
substrate temperatures of (ay@5(b) 100C and (c) 37%C. All depositions were
26min long. All images were taken at 110-120kx nifacgtion (scale bar: 400nm).
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the films are amorphous. These amorphous filmsaflyi exhibit conductivity values
< 10° S/m, far below the literature value foroBBby sTe; (Table VI). Based on these
results, subsequent depositions described in thapter were done with a high

substrate temperature of 3T5(nominally 430C).

7.4.2Effects of Background Pressure and Laser Power
The effects of the background gas pressure anthsee power on films deposited on
<100> Si with a substrate temperature of € Was studied. Depositions were done

at pressures of 2, 90, 180, 310, 590 and 1900marmraverage laser powers of 0.6,

Deposition Pressure

pran—
‘0.6W, 90mTorr

P

1.6W, 2mTorr

3.1W, 90mTorr

1000 nm

Laser Power

Figure 7.6: SEM images of films deposited at vagiptessures with various laser
powers. All depositions were 26min long, and thiesstate temperature was 375
All images taken at a magnification of 30kx (sdade: 1000nm).
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10.0kV 5.2mm x70.0k 500nm

Figure 7.7: Cross-sectional SEM image of a filmhvatnanopillar morphology. The
film was deposited at 1.6W, 590mTorr.

0.9, 1.2, 1.4, 1.6 and 3.1W. The background gas witaa high purity nitrogen
(Airgas).

The morphologies of the deposited films were comgdry top-surface SEM
imaging. Images of films deposited within this g@®-power parameter space are
shown in Figure 7.6. The film roughness and thetresh between grains increases
with both deposition pressure and laser power. Wewean increase in deposition
pressure also corresponds to a change in film iegs, while no such trend is clear
with laser power. Low pressure (2mTorr) depositigredd extremely smooth and
thin films (typically <100nm thick). For high depben pressures (>200mTorr), the
deposited film can have a pillared morphology: Tisibserved in the top-surface
and cross-sectional SEM images (Figure 7.6, P=19@@mand Figure 7.7,
590mTorr). In addition to this interesting micrastture, high deposition pressures

also generally lead to a strong and visible thiskngradient over the substrate area.
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Examples of XRD spectra from films deposited withihis range of
conditions are shown in Figure 7.8. In general, laser powers and low deposition
pressures yield disordered films characterized kpadb peaks (see spectrum for
1.6W, 2mTorr deposition). Crystalline films are msted for higher powers and

pressures. However, high pressure and high powgositeons conditions typically

(a) 1.6*10*
F (015) —— 90mTorr, 3.1W
r ——— 590mTorr, 1.6W
—— 90mTorr, 0.9W
— 2mTorr, 1.6W

4*10°

20 30 40 50 60
Angle (20)

(b) 1.6*10* ;
i Te ,

i (100);

Bi,Te,
(015)

1.2*10*

8*10°

Counts

4*10°

020.22.24.26.28.30l32

Angle (20)
Figure 7.8: XRD spectra for films deposited witedapowers between 0.9 and 3.1W
at pressures between 2 and 590mTorr. Peaks maykedrb from the Si substrate.
Peaks marked by *** are from a disordered (Bi,JB) phase (x:¥2:3). The peaks
from (0 1 5) planes for BTe; and SbTe; (JCPDS 015-0863 and 015-0874) are
marked by solid and dashed black lines in (b). {The 0) Te peak (JCPDS 03853
Is seen in several of the spectra.
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result in the formation of mixtures of crystalliphases, including Ble;, ShTes,
Sb-rich alloy and/or Te (see Figure 7.8(b)). SejgaBa,Te; and SbTe; phases yield
separate (015) peaks in the XRD spectrum becagsex(dained in Sect. 7.2.1) the
lattice parameter for these two materials is défifér Separate peaks are not observed
for (0Q) reflections, however, because thkattice parameters for Bie; and SbTes
differ by only 0.4%.

The EDX spectrometer in the SEM was used to detexrthie effect of laser
power and pressure on thin film composition. Befooenparing the compositions of
the films deposited within this set of conditionge will discuss the challenges
associated with measuring the Bi, Sb and Te cordgénhin films on Si by EDX.
First, the EDX spectrum from a blank Si wafer exsita “sum” or “coincidence
peak” at ~3.50keV (at 2x the energy of thg Kne of Si). For thin Bi,ShTe; films,
this can interfere with quantification of Sb via it,; peak at 3.64keV, potentially
leading to an overestimation of the Sb contenthae films. Second, and more
significantly, the M; and M, lines from Bi have energies of 1.90keV and 1.88keV
(ust within the shoulder of the Si peak at 1.74keVhis can lead to &uge
overestimation of the Bi content. In order to detee the extent of these
discrepancies, ICP-OES and EDX results were comdpfme 21 Bp.,ShTe; films
deposited on Si. The fractional erdfom the EDX results for the Bi:Te and Sb:Te

atomic ratios for these samples, defined as

_ (ATe)gpx—(A:Te)icp
f= (A:Te)cp (7.1)

(A=Bi or Sb) are given in Figure 7.9. The averagéug of the fractional difference

between EDX- and ICP-measured Bi:Te and Sb:Te atoatios, marked by dashed
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Figure 7.9 Fractional errors in the measured (a) Bi:Te d)dSp:Te atomic ratios fi
various samples. The average error is marked lashed black line.

horizontal lines, are +0.86 and +0.17 respectivéty.the absence of ICP-OES
measurements for all samples, we will use this ayerfractional difference to
roughly estimate the true compositions of filmsnir&DX measurements. Corrected
values of the metal to tellurium (M:Te=(Bi+Sb): Ta)d Sb:Bi atomic ratios for the
range of deposition pressures and laser powerstige¢ed here are given in Table

IX and Table X, respectively.
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Table IX. Corrected M:Te atomic ratios from EDX rmeeements. Cells are
color-coded as follows: Red = M:Te > 1.2, Orange? < M:Te < 1.2,
Yellow= M:Te < 0.75. The target value is 0.67 (gal).

Deposition Pressure (mTorr)

90 180 310 590 1900
0.6 0.75
Laser | 09 1.09
Power| 12 0.95 0.64
(W) 1.4 0.70 | 0.66
16 1.15 0.83 0.59 0.77 1.12
3.1 0.58

Table X. Corrected Sb:Bi atomic ratios from EDX m@@ments. Cells are
color-coded as follows: Red = Sh:Bi > 3.2, Orang&4< Sh:Bi < 3.2,
Yellow= Sh:Bi < 2.4. The target value is 3 (orange)

Deposition Pressure (mTorr)

2
0.6 1.43
Laser| 09
Power| 1.2 1.85
(W) 1.4 1.60
16 2.88
3.1

The as-deposited film composition is strongly dejest on both laser power
and deposition pressure. For low pressure deposi{@mTorr), the M:Te ratio is ~2x

that of the target value, indicating either thesprece of excess metal atoms or loss of
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Te. High M:Te ratios are also seen for high depmsifpressures and low laser
powers. These samples also generally exhibit lolwegaof Sh:Bi. Films closest in
composition to the PLD target (M:Te=0.67, Sb:Bi=B¢ obtained with intermediate
deposition pressures (90 and 180mTorr) and lasseso(1.2-1.6W).

The measured room temperature electrical condtiesvior this set of films
are given in Table XI. These values are calculatgdg sheet resistances measured
via the van der Pauw method (see Sect. 6.4.2)hackhesses determined from cross-
sectional SEM. An approximate error of ~10% in tbaductivity values is expected
due to errors and variations in thickness. The tetad conductivity increases

significantly with decreasing deposition pressurd mcreasing laser power.

Table XI. Electrical conductivity (in S/m) for filsndeposited with a range of
pressures and laser powers. Cells are color-cogledder of magnitude,
between 10(red) and 1B(blue).

Deposition Pressure (mTorr)

2 90 180 310 590 1900
0.6 5.27E+03
Laser| 09
Power[ 1.2 1.15E+02
(W) 1.4 4.99E+01| 5.01E+01 6.99E+01
1.6 2.51E+02| 4.39E+01| 3.37E+01| 1.88E+02| 8.31E+01
3.1 7.86E+01

The measured values of the Seebeck coefficientr{its of uV/K) are given

in Table Xll. As mentioned in Sect. 6.4.1, the Smmbcoefficient is measured by
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heating one end of the sample. Depending on thgerah heating powers and the

geometry of the sample, temperature drops fAdm0.5 to 4 C are measured across

the sample, while the average temperature incrdasesthan ~30C above room

temperature throughout the measurement. For eachsuremment, the Seebeck

coefficient typically varies by <10% for the rangeAT. The value of the Seebeck

coefficient reported in Table Xl is then an avexawyer the values from the entire

measurement (the range aofl). As anticipated, the magnitude of the Seebeck

coefficient generallydecreaseswith increasing conductivity (lower deposition

pressures and higher laser powers). Interestimgiyever, several films deposited at

2mTorr exhibit negative Seebeck coefficients.

Table Xll. The Seebeck coefficient (itV/K) for films deposited with a range
of pressures and laser powers. “X” indicates thatdonductivity is too low to
perform a Seebeck measurement (i.e. good contattt oot be made between
the thermocouples and the film). Cells are colatezbbased on their sign and

magnitude.
Deposition Pressure (mTorr)
2 90 180 310 590 1900
0.6 60

Laser
Power X

(W) X X

215
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Table XIII. Power factor values (in W/m?Kfor films deposited with a range
of pressures and laser powers. Color denotes ofdeagnitude between 0
(yellow) and 1¢ (red).

Deposition Pressure (mTorr)

2 90 180 310 590 1900
0.6 2.05E-05
Laser| 0.9
Power| 12 4.10E-05

(W) | 14 |6.02E-05

16 |5.49E-05 7.595-05- 8.71E-06

31 1.38E-05

The power factor values for these films are giveable XIIl. The highest
power factor values are measured for intermediatepgessures and laser powers—
the same deposition conditions that typically yigishs closest in composition to the
PLD target. The best power factor value in Tabld,Xlowever, is still ~40x lower
than the literature value for &iSb.sTe; 4.6x10° W/m-K% The n-type films
deposited at low pressures with compositions thatate significantly from the target
exhibit power factor values comparable to the &iommetric films. These results
point to the crucial need for post-deposition atingdor improving the composition,
texture and transport properties of pulsed lasposited Bj.,ShTe; films over the

entire range of deposition conditions.

7.4.30ther Deposition Considerations
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e lLarge (~1-1@m) sized particulates can often be seen on topheffilm
surface (see Figure 7.10). In general, these lpagiculates cover <5% of the
film surface (the area shown in Figure 7.10 hasisaantly more large
particulates than is typical). We find that the signof these particulates does
not depend on the deposition pressure, laser powtre separation between
the substrate and the target. Based on their shapdypothesize that these
particulates are large molten pieces that are egjetbm the target onto the
substrate during deposition. Future optimizatiorthaf deposition conditions
should include implementation of a filter or shadmask, which have been
shown to be successful in preventing depositicthe$e large particles.[1]

e The pressure in the chamber after deposition (dutive first ~30min of

cooling) has a significant effect on the propertafsthe films. This is

10.0kV 5.7mm x800 SE{U)

Figure 7.10: Low magnification top surface SEM iraay a film with a particularly
high density of large particulates.
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especially important for films deposited at low ggere (2mTorr)—if the
background pressure is not raised to ~2 Torr widmin of deposition,

additional Te is lost, resulting in high M:Te ata@miatios and disordered

crystal structures.

7.5 Investigation of Annealing Conditions

The best power factor values from the as-deposited described in Sect.
7.4.2 are still significantly lower than the litewee value for BjsSh; sTes. In this

section, we demonstrate improvements in the prigseof the films with annealing.

7.5.1Annealing in Nitrogen
Annealing the deposited films in a; Mitmosphere can potentially promote grain
growth, leading to better thermoelectric transpproperties. Below we present

annealing studies for films deposited at 1.6W amdr@r for 26min. We note that

Bi:Te Atomic Ratio

0.6 e 1.6W, 180mTorr
3 e 3.1W, 90mTorr
0.4 PR [T SR ST ST T NN TR SN ST T [ T

0 5 10 15 20
Anneal Time (hours)

Figure 7.11: Atomic ratio Bi:Te (measured from E@dd corrected using ICP
measurements of other samples) as a function afading time for deposition
conditions of 1.6W, 180mTorr and 3.1W, 90mTorr.i&tihes are used as a guide.
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annealing of films deposited at higher laser poveerd deposition pressures (3.1W,
90mTorr and 1.6W, 180mTorr) was also investigat¥tlile the crystallinity of these
films improved with annealing in N in general annealing did not lead to the
formation of the alloy phase in these films. XRBuks always indicate the presence
of two separate Bie; and SbTe; phases. Further, the compositions of the films
deposited with these conditions actually get wofferther from the target
stoichiometry) with annealing (see Figure 7.11)sltherefore not surprising that no
significant improvement in the power factor valwéghese films could be achieved
by annealing in Bl The Seebeck coefficient (starting from >490K) generally
decreases with annealing suggesting an increasariier concentration, but even the
best samples still exhibit conductivities 10x lowlean bulk after annealing for 15hrs.

For the annealing study presented here, all filrasewdeposited on <100> Si
with a laser power of 1.6W and a deposition pressir2mTorr. Immediately after
deposition, the temperature was increased from t87390°C (nominally 430 to
45(¢°C) and the N flow was increased to reach a chamber pressuTofr. The
films were annealed at this temperature and pres&urvarious amounts of time
between 0 and 17hrs, and then cooled to room teatperunder 2 Torr of N

The values of the Seebeck coefficient for this cfefiims are shown as a
function of annealing time in Figure 7.12(a). THectrical conductivity and power
factor values are given (normalized to the valueasured as-deposited) as a function
of annealing time in Figure 7.12(b). While the #leal conductivity is relatively
constant, the Seebeck coefficient improves by tofaaf nearly 3 with annealing.

This leads to a factor of more than 8 increaséhenpgower factor value with 17hrs
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Figure 7.12: (a) Seebeck coefficient, (b) electromanductivity and power factor
(normalized to the values measured as-depositgd}[) carrier concentration and

(d) Hall mobility as a function of annealing time.

annealing. Measured values of the carrier concemtrand Hall mobility are given
as a function of annealing time in Figure 7.12(od &d). These values were
determined from Hall measurements done using theSHIOO Hall Effect
Measurement System in the Fablab, equipped witlbATOmagnet. With annealing,
the magnitude of the carrier mobility increasesbgrly 2 orders of magnitude while

the carrier concentration changes sign and de@dasa factor of 20. These results

are indicative of grain growth.
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Figure 7.13: XRD spectra for films annealed inkb¢tween 0 and 17hrs. Annealing
time increases from blue to red (bottom to topye®al Bb«ShTe; peaks (JCPDS
072-1836) are labeled. Peaks from the Si subsdratenarked by *.

The XRD spectra for this set of films are compairedrigure 7.13. With N
annealing, the film transforms from a disorderedicttire, exhibiting several broad
peaks, into a crystalline and highly textured stres, exhibiting exclusively high-
intensity (00) family peaks. The structural transformation igdent from changes in

the peaks near 18nd 47: these peaks narrow and shift to lower angleshgig

lattice constants) with annealing. After 17hrs aalimg, these peaks are aligned with
expected (0 0 6) and (0 O 15) reflections for theyaWe note that this doesot
occur for the (0 0 9) and (0 0 18) peaks, whichmitaan the same width and shift to
higherangles with annealing.

The improved crystallinity of the films with anne® can also be seen in top-
surface SEM images (Figure 7.14). As-deposited,filhes are smooth and grain
boundaries are difficult to resolve (see imagelf&WwW, 2mTorr deposition conditions

in Figure 7.5). With annealing, grain boundarieg aisible and the grain size
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Figure 7.14: SEM images of flms annealed undgfdl 1.5, 8 and 17hrs. All images
were taken at a magnification of 30kx. Scale b@@ahm.
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Figure 7.15: Atomic ratios (measured using ICP-O&sSa function of annealing
time. Target values are indicated by arrows orrititg.

increases with the length of the anneal. After §7mnealing, the grains are highly

faceted (many exhibiting a hexagonal shape) artéile, parallel to the substrate.
For films annealed in Nfor more than 1.5hrs, the XRD spectra indicate the

presence of a single phase, identified as the3iTe; alloy. When separate Hie;

and ShTe; phases are present, two peaks are seen for mattme aeflections (for

example, the (0 1 5) reflection shown in Figure).7JThe exact composition of the

Bi»xShTe; alloy is difficult to determine from the XRD ressil even for the highly

textured 17hr-annealed sample. This is becausexplained in Sect. 7.2.1, the
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Figure 7.16: Schematic of the structure of compsureiween Bile; and Bp. The
Bi,Tes (gray) and Bi (white) “blocks” are shown on the left and rigtgspectively.
From [7].

lattice parameters for Bliie; and SkTe; are nearly identical (varying by only 0.4%),
and the value of for the alloy is not well-established.

The change in composition with,Nannealing helps to shed light on the
structural transformation shown in Figure 7.13. Hbemic ratios Bi:Te, Sb:Te and
M:Te measured with ICP-OES are given as a funatibannealing time in Figure
7.15. As-deposited, the films contain excess Sb BindVith annealing, the Bi:Te,
Sb:Te and M:Te ratios decrease down to the targleiev The ratio of Sb to Bi (not
shown) is relatively constant at ~2.5 for the entiemge of annealing times,
indicating that Sb and Bi are maintained in thenfduring the N annealing or lost at

approximately the same rate.
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Figure 7.17: Crystal structures of,Bes, BiTe and BiTes, from [12]. The layers of
excess Bi are sandwiched betweesilBi unit cells.

The structural characteristics of Bi-rich phaseshefBi-Te system have been
investigated recently by several groups.[7, 12, @5] The range of layered
compounds between pure Bi and,Bi are part of a homologous series
(Bi2)m(Bi2Tes)n; all known intermediate phases (includingB: and BiTe) can be
understood as stacks of ;Blocks sandwiched between blocks obTE:s (shown
schematically in Figure 7.16). The crystal stroetaf B, Te; is compared to that of
BiTe and BiTes in Figure 7.17. XRD spectra reported by Russal[12] for films
with compositions between 40% Bi and 65% Bi arenshn Figure 7.18. This range
of films was deposited via PLD from a stoichiometBi,Te; target; similar to what
we have described above, textured Bi-rich films achieved for low deposition
pressures. For BiTe and 8kes, the high-intensity (A reflections are (0 0 5), (0 O
12) and (0 0 9), (0 0 21), respectively (compar&t @ O 6), (0 0 15) in Bile;). For

intermediate compositions (45% and 53% Bi), peakmftwo phases are typically
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Figure 7.18: XRD spectra of pulsed laser depodiete films with a range of
compositions, from [12]. The Bies, BiTe and BiTe; compositions are highlighted
in red, blue and green respectively.

present. A similar series of phases has been dermtet for the Sb-Te system[96].
Though to our knowledge no such investigation hasnbperformed on the alloy
(Bi,Sb)-Te, the layered structure of the (Bi,Sb)skstem is the same as that of Bi-Te
and Sb-Te. The structural transformation in oungilwith annealing (Figure 7.13) is
therefore understood as a transition from a disedlenetal-rich phase (potentially
Bi1xShTe or ByShTe;) into the phase of the target,,BbhTes. At this time, it is
unclear what the source of the disorder is (naesgaains, variation in the lattice
constant, the presence of multiple phases, misadighayers, etc.). Further
investigation of the disordered films by Raman $pscopy could shed light on this
guestion.[12]

The change in transport properties with annealisge (Figure 7.12) can
therefore be understood as the result of both gyemvth as well as a change in

material (from a disordered metal-rich phase itte stoichiometry of the target).
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These results further support the proposed straicttansformation described above:
Russcet al reported that the metal-rich phases exhibit sicamntly lower magnitudes
of the Seebeck coefficient and mobility, and higtemrier concentrations.

The results described in this section indicaté¢ #raealing films under N
leads to better crystallinity and better stoichitnpen the Bp.,ShTe; pulsed laser
deposited films (grain growth, and the formatiortlod target Bi,ShTe; phase). As
a result, the power factor values increase witheahng. However, the highest power
factor value achieved after annealing for 17hrstil§ almost an order of magnitude
lower than the literature value. In the next settiwe explore the effect of annealing

under a Te vapor to further improve the power factdues.

7.5.2Annealing In Tellurium Vapor

Loss of Te in BiTes-based nanostructures can lead to deteriorationthen
thermoelectric transport properties. One technidenseloped to resolve this issue is
to anneal the nanostructures in a Te vapor (assggpt an inert gas). This idea was
originally proposed by Taylaet al in 2010, and was shown to yield excellent control
over the composition and carrier concentrationhefrmally evaporated Bi-Te thin
films.[97] Improvements of 50% in the Seebeck aoedht were demonstrated after
just 60min annealing in a Te vapor. Similar resiitgare since been reported for
electrochemically deposited Bies;,[11] Bi,«ShTes and Bp(TeSea-y)s [98] thin
films. The results of the former study, shown igfe 7.19, indicate that the Seebeck
coefficient of Bi-rich films increases by as much 800% as the composition

becomes stoichiometric with annealing. Interesyingle vapor annealing was
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Figure 7.19: Seebeck coefficient as a functionamhposition for two sets of Bis Tes
films as-deposited (filled markers) and annealedf{filled markers). The arrows
indicate the changes in Seebeck and compositidnamibealing for 2 particular
samples. Adapted from [11].

beneficial both for Bi-rich and Te-rich compositgnndicating that the annealing
does not result in excess incorporation of Te dgetong anneal times.

The proposed transformation with annealing in a vBpor is depicted
schematically on the Bi-Te phase diagram in Figin20. For Bi-rich films, the
excess Bi reacts with the Te gas until a uniforaT8& phase is reached. As annealing
continues, equilibrium is reached only when theovgmessures of the film and the
gas are equal—this happens when th@ &ifilm becomes slightly Te-rich (the phase
boundary marked near 60.2% Te in Figure 7.20). Ragoof a BpTe; stoichiometry
from a more strongly Te-rich (>61% Te) film (movifiggm right to left in Figure

7.20) is less straight-forward and generally neinsexperimentally.
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Figure 7.20: Schematic of the proposed structuaalsformation that occurs with
annealing in a Te vapor on the Bi-Te phase diagfaom [11].

In the works just described, vapor annealing of shenples was done in
evacuated glass ampoules containing powder Te esnul¥ith the dual PLD-TE
system described in Sect. 6.3, annealing in Te vapa be done in the chamber
immediately after pulsed laser deposition usingtttegmal evaporation system. In
this section, we will describe the process usedmedent results for films annealed
for various lengths of time. As with the previolwectson, we focus on the effect of
annealing metal-rich films deposited on <100> Sihwva laser power of 1.6W at a
background pressure of 2mTorr.

Molybdenum boats coated with alumina (Kurt Lesk®SEBAOMO) loaded
with Te pellets (99.999% Te purchased from Sigmarah) are used for the thermal
evaporation process. Immediately after depositioa,temperature of the substrate is
increased to 39C and the substrate is moved to ~20cm from the ea#ipa boats.
Annealing is done at the same pressure as the ilepo@mTorr); lower pressures

are avoided to prevent additional loss of Te amghén pressures make it difficult to
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measure and control the Te evaporation rate. Thpicae power to the evaporation
electrodes is held constant (~60mW), and the ratdeofdeposition read on the
Inficon Deposition Controller varies between ~0.@81 A/sec. We note, however,
that this is used only as a rough estimate for dbposition rate as the value is
extremely low and likely inaccurate. The films aenealed with continuous Te
evaporation for various lengths of time betweem@ 22hrs, after which the pressure
is increased to 2Torr for cooling.
The XRD spectra for several films annealed in Tpovaare shown in Figure

7.21. These results indicate the same transformdtiom disordered to textured
morphologies with annealing (compare with Figurg3y. Further, despite the large
quantities of Te evaporated (ex: assuming a rat@.@f A/sec, we could expect a

thickness of 47nm evaporated Te on the substnateeparate crystalline Te is seen

4*10*

As Dep
1hr Anneal

(009) * 1hr Anneal *
——— 6hr Anneal
= 13hr Anneal

3*10*F

2*104

Counts (A.U.)

10 4 [

20 . 30 40 50 60
Angle (20)

Figure 7.21: XRD spectra for several films anneate@le vapor (1-13hrs) compared
with the spectrum from a film as-deposited. Sevhkigth-intensity Bj..ShTe; peaks
are marked. Peaks from the Si substrate are méank&d
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in the films. Throughout the annealing process,Ttaés completely incorporated into
the film or pumped away.

The compositions of the Te annealed films were oreasby ICP-OES. The
measured ratios (Bi+Sb):Te are shown as a funadioannealing time in Figure
7.22(a). The power factor values measured for #meesset of samples are shown in
Figure 7.22(b). In general, the M:Te ratio appraacthe target value of 0.67 and the
power factor increases with annealing time (thesaf change for the M:Te atomic
ratios and the power factor are given in Table XIN®wever, it is important to note
the significant scatter in M:Te ratios and powestda values in the sample set. The
power factor values (shown in Figure 7.22(b)) rabgéwveen 1x1® W/m-K? and

11.3x10° W/m-K?*—the high end value is 2.5x the bulk value.

Table XIV. Rates of change in the M:Te atomic ramd the power factor
values with annealing in Nwith a Te vapor, and annealing in.N'hese
values are equal to the slope of the lines in Eigu2.

Annealing Conditions d(M:Te)/dt (/hr) d(PF)/dt (W/m-K%hr)

N, annealingwith Te | -0.76 x 107+ 0.22 x 17 14x10+1.1x 10

N, Annealing 1.7 x10°+ 0.48 x 10 1.75x 10+ 0.75 x 10°
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function of annealing time. Results for films anleean Te vapor (red) are compai

with those for films annealed in,NThe stoichiometric ratio of the target is marked
by a dashed horizontal line. (b) Power factor valag a function of annealing time

for the same set of samples.

Annealing under Te vapor leads to higher powerofactélues than annealing
in N2; however, the results in Figure 7.22 indicate {iathe power factor values are
generally still lower than that of bulk and (2) thenealing process is not well-
controlled. It is not yet clear from the analysiscoystal structure or composition
what distinguishes the films with high power fact@ues (> 4x18 W/m-K?) from
the rest of the samples. Further investigationesded to optimize this annealing
process; preliminary work on the effect of therraahporation power indicates that
higher Te evaporation rates may lead to consigtémngiher power factor values for

short annealing times.

7.6 Summary

In this chapter, we presented an investigation e effect of various
deposition conditions (substrate temperature, laserer, background pressure) on
the properties of BikShTe; films deposited via PLD. We find that a relativéligh
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substrate temperature is required to yield condgaind somewhat crystalline films.
The films closest to the target composition areodépd for intermediate choices of
the laser power and background pressure. If thespre is above 2mTorr, however,
the deposited film contains separateT®s and SbTe; phases and we occasionally
see segregation of crystalline Te.

We focused on films deposited with a laser powet.6WW and a pressure of
2mTorr for an annealing study. As-deposited, thi#lees consist of a metal-rich
phase with structural disorder and can exhibit tiregaSeebeck coefficients. With
annealing in N, the films become crystalline (reverting to thelgl2:3 stoichiometry
of the target) and highly textured (with grainsfprential aligned along the (DO
direction). This improvement in crystallinity is @mmpanied by decreases in the
carrier concentration and increases in the mobMiile we see a change in both the
sign (from n-type to the expected p-type) and tlzgmitude (a ~3x increase) of the
Seebeck coefficient, there is little change in tdoaductivity with annealing. The
result is a factor of more than 8 improvement m plower factor value.

Finally, we investigated the effect of annealing tims in Te vapor in the
PLD-TE chamber immediately after film deposition.hNg the results seem
promising in terms of power factor values (gengrathe power factor of films
annealed in a Te vapor is larger than that of fianaealed in B, so far we do not
have good enough control over the annealing proc&segeral films exhibit power
factor values comparable to or higher than the ludlue, but with the current
deposition and annealing process the thermoeldcansport results vary from run to

run.
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Chapter 8 Fabrication of Porous Bi,.,Sh,Te; Thin Films

In the previous chapter, we investigated the efdécteposition and annealing
conditions on the properties of pulsed laser dépdsBbShTe; thin films, and
identified conditions that yield crystalline filmsith relatively good thermoelectric
transport properties. In this chapter, we presaena@proach to fabrication of porous
thin films using these optimized conditions. Weduoe porosity in the film using a
templated deposition approach: The, BhTe; flms are deposited onto porous
substrates (typically anodic alumina templates). #i&cuss the methods used to
fabricate these porous substrates, and then contpar@roperties of porous and

dense films deposited using this technique.

8.1 Introduction to Porous Thermoelectric Materials

In light of the low power factor values reportedr fonost “simple”
nanostructures, recent work in the field of therlacieic materials has focused on
more complex nanostructuring techniques, includiyigthesis of hanocomposite and
nanoporous materials.[99] These complex therma#echaterials are bulk or
nanostructured systems with embedded nanopartbclesnoscale pores (see Figure
8.1). The nanoscale grain boundaries introduceougir these methods will scatter
phonons, leading to lower values of the thermal doetivity—a conclusion
supported by ample theoretical[5, 99-101] and srptal[13, 99] work. An
example of one such experimental system, holeya8orbbons, is shown in Figure
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Figure 8.1: (a) High resolution TEM image of ErAaoparticles embedded in a
matrix of InGaAs (a nhanocomposites material), ffd®]. (b) Schematic of
nanoporous Si, from [21].

8.2. In this system, the nanopores introduced usinganosphere lithography
technique result lead to a more than 20x decraaskel thermal conductivity over
non-holey nanoribbons.

Complex nanostructuring of thermoelectric materiglsof interest in the
context of this work for the predicted increasethe Seebeck coefficient through
preferential scattering of low-energy electronse Thncept of “energy filtering” is to
control carrier scattering in such a way that thgrovement in the Seebeck
coefficient more than makes up for any decreasgainer mobility—the result is a
net improvement in the power factor. Using the taology from Sect. 5.2, energy
fillering can be understood as the introduction af scattering mechanism
characterized by scattering paramgie® (see Figure 8.3(a)). As suggested in Sect.
5.3, preferential scattering of low-energy elecsraran be good for thermoelectric

transport.
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Figure 8.2: (a)-(c) SEM images of holey Si nanooitwith various pore sizes.
Scale bar: @m. (d) Thermal conductivity as a function of tengiare for the
nanoribbons in (a)-(c), compared with a non-holagaribbon (black) and
amorphous Si@(white). From [13].

The benefits of energy filtering have been repoerpderimentally for several
nanocomposite and nanoporous materials system&8R9] Subsequent modeling
of the thermoelectric transport properties of thegstems supports the conclusion
that the observed improvements in the Seebeckicmeff can be attributed to the
effects of energy filtering.[5, 69, 102] In genetaowever, these theoretical works

also predict a decrease in the magnitude of th#esitay time and in the electrical
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Figure 8.3: Simulations of transport propertiepanous SiGe.[5] (a) Carrier
relaxation time as a function of energy. (b) Eleelrconductivity and (c) Seebeck
coefficient as a function of pore size for varimasues of porosity, taken relative to
comparable dense material. Grain size and poeevggze assumed to be equal.

conductivity with the introduction of nanoincluseand nanoscale pores (see Figure
8.3(a) and (b)). An improvement in the power fastalue is contingent on the proper

choice of material, and on the size and densith®ihanoinclusions/nanopores.

8.2 Pulsed Laser Deposition of PorousBhTe; Thin Films

Porous thin films can be fabricated using methodkimvone of two general
categories: (1) templating techniques, in whichoeops film is formed on top of a
porous substrate or (2) top-down techniques, irclvia dense film is patterned to
create pores. In the present work, we have focasmdst entirely on the former.
Porous Bi,ShTe; films were fabricated via pulsed laser depositian morous
substrates (anodic alumina templates and etchednSi)is section, we describe the
techniques used to fabricate these porous sulstaai® present characterization of

porous thin films fabricated using this method. Thsults reported in this section,
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however, were obtained almost entirely on porolrssfion anodic alumina. The

procedure for fabrication of porous Si is givergaglance for further investigations.

8.2.1Fabrication of Anodic Alumina Templates
Under the right anodization conditions, the surfatealuminum can be converted
into an ordered porous oxide structure, with cylical pores running parallel to each
other and perpendicular to the surface. The deptheopores is determined by the
time of anodization. The pore diameter is contbllyy the anodization conditions
(voltage and acid electrolyte), and can vary betwe2s and 200nm. Anodic alumina
templates are used for a wide range of applicationsluding as filters[103],
templates for deposition of nanowires and nano{id$ and masks for patterning
nanodots or porous thin films.[105] The steps ibritation of anodic alumina
templates on Si substrates (for mechanical suppoet)
1. Deposition of Al: Al films are deposited ontoG0> Si wafers at ~IDTorr using
the thermal evaporation system of the PLD-TE imsgnt (Sect. 6.3). A ~15nm Ti
adhesion layer (99.98% slugs, Alfa Aesar) is depdsiat a rate of ~0.&/s using
EVSBAOMO molybdenum boats coated with alumina (Kuesker). Once the
substrate cools to room temperature (the high pogggrired to evaporate Ti leads to
heating of the substrate), a ~600nm thick Al filndéposited at a rate of 42s using
99.999% Al pellets and ECS20A015W thick—gauge ttergboats (Kurt Lesker).
2. Polishing of Al: In some cases, the depositedil&ls do not have a mirror finish.
Surface roughness can lead to problems during zatain. These films are polished
for ~20min at 100RPM using a Buehler ECOMET 3 Grifidelisher with a 20nm

colloidal silica nanopatrticle solution (Buehler).
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3. Anodization: Just prior to anodization, the Aimk are soaked in a mixture of
chromic acid (45 g/L) and phosphoric acid (3.5 vpl% remove any native oxide
layer from the surface of the Al. The wafers amntimounted onto glass slides using
an insulating adhesive (Crystalbond 509-3, TedaPdtic.) with the Al facing out.
The films are then anodized at <@0using one of two anodization conditions: (1)
For ~50nm pores with a period of ~100nm, the Al isdired at 40V in a 0.3M
oxalic acid solution. (2) For ~25nm pores separaed60nm, the Al is anodized at
25V in a 0.3M sulfuric acid solution.[106] Anodirat is stopped when the Al film
becomes completely transparent and the currentsdropzero; in general, the Al
anodizes at a rate of ~30nm/min.

4. Preparing the top surface: The anodic aluminasfare polished (15-30min at

100RPM with the 20nm colloidal silica solution)drpose the ordered structure. The

Alumina

10.0kV 7.3mm x45.0k 1.00um

Figure 8.4: Cross-sectional SEM image of an anallimina template. (From bottom
to top: the Si substrate, the ~30nm of Ti/Ti&yer and the porous alumina structu
Scale bar: 1000nm.
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10.0kV x110k SE(U) 500nm § 10.0kV 5.3mm x100k SE(U) 500nm

Figure 8.5: Top surface SEM images of alumina teesl anodized using (a) 40V,
0.3M oxalic acid and (b) 25V, 0.3M sulfuric acicca®e bars: 500nm.

pores are then widened slightly by etching for 3mia 10% wt phosphoric acid
solution.

A cross-sectional image of the anodic alumina stinec(prepared in oxalic
acid following the steps just described) is shownFigure 8.4: between 700 and
1000nm of porous alumina sits on top of ~30nm ofi04 on the Si wafer. Top
surface SEM images of anodic alumina templatesgpegpin oxalic acid and sulfuric
acid are shown in Figure 8.5. Because of the roeghin the starting Al film, the
pores in the alumina may not all be perpendicutaithe substrate. While these
substrates are suitable for the investigation desdrhere, better ordering can be

achieved with thicker Al films, longer anodizatibmes and longer polishing.

8.2.2Fabrication of Etched Si Substrates
Etched Si substrates were made by reactive ionngtdhrough a block copolymer

etch mask; a method similar to that described @7]1
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1. Preparation of etching mask: Self-assembled kbloopolymer films were
developed on <100> Si substrates by Dr. Xin Zhangpstdoctoral fellow in Prof.
Robert Briber's group at UMD, as follows. Poly (g&ge-b- 4-vinyl pyridine) (PS-b-
P4VP) block copolymer with 175-b-64 kDa moleculaeight and poly (4-vinyl
pyridine) (P4VP) homopolymer with 5.1 kDa molecuhaight were purchased from
Polymer Source Inc. One part 1%wt P4VP homopolymeasopropanol and three
parts 1.333%wt PS-b-P4VP block copolymer swollerimxane are combined and
shaken until dissolved. This solution is spin-cdat@to <100> Si substrates at 2000
rom with a 1s ramp to achieve a 50nm thick filmeftLin a tetrahydrofuran vapor
environment for more than 12 hours, the block comelr self-assembles into a
hexagonal arrangement of P4VP cylinders in a pplgae (PS) matrix. The
homopolymer P4VP sequesters into the self-assenitd&iP cylinders. The “pores”
can then be opened at the centers of the P4VPdeydal domains by soaking the
film in ethanol, which dissolves the homopolymer.séhematic of this structure is

shown in Figure 8.6.

XXXX.
TR K]

ooc{f“
0000

Figure 8.6: Top surface (left) and cross-sectiagh{}y schematic of the self-
assembled block copolymer mask after dissolvinghttraopolymer. The pores,
exposing the Si substrate (blue) underneath, ateatenter of the P4VP cylindrical
domains (green).

P4VP
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A 50nm PS mask could not withstand the etching tmmg for the duration
required for the pore depths desired in this st(#50nm), so the PS mask was
coated with a thin (~5nm) Cr film using an anglegaktion technique. The angled
deposition technique allows preferential depositbonthe top surface and the inner
walls of the pores, but not on the bottom of theepoThe Si can then be patterned
using the more resistant polymer/Cr bilayer as akma
2. Etching pores into the Si: The Si was etchethanOxford Plasmalab System 100
Inductively Coupled Plasma etcher in the Fablakchig is done with the substrate
at a temperature of 2G, a pressure of 10mTorr and an ICP power of 750%é
C4Fs and Sk gas flow rates are 24 and 16sccm, respectivelyh \iiese process
conditions, the vertical etch rate is close to Z®n/ an etch time of 3min consistently

yields pore depths of ~350nm.

19

XX

{ 89 0 28 ¢ ¥
10.0kV 5.0mm x30.0k m  10.0kV 8.1mm x100k

Figure 8.7: (a) Top surface and (b) cross-secti&iaM images of etched Si
substrates fabricated using the block copolymest€n mask. Scale bar: 500nm.
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3. Removal of the mask: The Cr is removed in a 1G2@omium Etchant bath
(Transene Company, Inc.), and the remaining PBeis temoved by baking at 45D

in air and sonicating in toluene. Top surface arass-sectional SEM images of an
etched Si substrate fabricated in this way are shiowFigure 8.7. The average pore

size is ~90nm and the pore walls are ~10nm thick.

8.2.3Porous BiShTe; Thin Films
In this section, we report the fabrication of padiShTe; thin films via pulsed
laser deposition on porous substrates. To deterthmeffect of porosity on the film
characteristics, deposition is done on two suledratmultaneously: (1) a <100> Si
substrate and (2) a porous substrate (either araddimina or etched Si). These 2
substrates are placed symmetrically about the @btomsition on the substrate holder

to ensure similar deposition rates. The pairs lofidiwere deposited using a laser

Bi,, Sh,Te,

e Ti/TiO,

10.0kV 5.8mm x80.0k SE(U)

Figure 8.8: Cross-sectional SEM image of a poroys3Tes film on top of the
alumina template. The Si substrate and TitT@@hesion layer are also labeled. Scale
bar: 500nm.
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power of 1.6W and background pressure of 2mTom, @mealed at a temperature
and pressure of 376 and 2mTorr. A cross-sectional SEM image of a psrBb.
xShTe; film on an anodic alumina template is shown inufég8.8. The bright
contrast towards the top of the alumina indicabtes some BiShTe; has deposited
inside of the pores. The pulsed laser deposite@nmaatypically penetrates <250nm
into the pores and does not form a continuous fiinough the bottom of the pores.
The thickness of the porous films is measured filoentop surface of the alumina (for
example, for the film in Figure 8.8 the thicknessestimated to be 55nm), ignoring
the coating on the pore walls.

SEM images of as-deposited and 15hr-annealed p@odsdense films are
compared in Figure 8.9. As-deposited, the poroumisficonform well to the
underlying alumina template. The pores in the teteplead to pores in the deposited
Bi»xShTes thin films. With annealing, the grains grow angear more faceted. A
similar transformation is seen in the dense films.

The XRD spectra of dense and porous films annealete vapor for O to
15hrs are compared in Figure 8.10. The dense fithew the now-familiar
transformation from disordered to crystalline marolgy with annealing (from blue
to red) as was demonstrated in Sect. 7.5, althdhighset of films does not show
strong texturing. The porous films show an improeaemin crystallinity with
annealing, with peaks generally increasing in igiign Consistently, however, the
XRD spectra of dense and porous films depositedisameously (shown as the same
color in the two plots in Figure 8.10) indicadégferent phasegresent in the two

films. The spectra from the dense films alwayscatk the presence of some amount
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10.0kV 5.3mm x70.0k SE(U) 500nr 500nm

500nm

Figure 8.9: SEM images of an dseposited (a) porous film on anodic alumina anc
dense film on Si are compared with an annealeddqus film and (d) dense film.
The deposition time was 26min. The films were atetefor 15hrs in a Te vapor. All
images were taken at a magnification of 70-80kxal&bar: 500nm.

of the disordered phase. The porous films, on therchand, do not contain any of
the disordered phase. This result holds true intdgat of annealing time, though the
structures of the two films become similar (i.eystalline) after 15hrs annealing. We
note that while the XRD spectra in Figure 8.10fanen films annealed in Te vapor,
porous and dense films annealed indNow the same differences in structure. These
results indicate that there is a fundamental défiee between the depositions on the
two substrates which leads to different film stues.

We proposed several possibilities for the sourc#nefdifference between the

deposited films. These hypotheses were tested pgstteng on a range of substrates.
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For this investigation, all flms were annealed @nde vapor for 1hr (from Figure

8.10, this is the annealing time for which the stves of porous and dense films are

most different).
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Figure 8.10: XRD spectra from (a) dense and (bdp®films annealed for various
lengths of time. Bi,ShTe;peaks are identified and Si peaks are marked &€
*** peak frequently seen in depositions on alumimanidentified.
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Hypothesis #1: The Si substrate and the anodicialutemplate have very different
thermal conductivities. A difference in the tempera of the substrate surface could
lead to differences in the structure of the depdsitims, as mentioned above in Sect.
7.4.1. We tested this hypothesis by depositing8nTe; on (1) a quartz slide (a low
thermal conductivity dense material) and (2) andamalumina template coated with
amorphous carbon (higher thermal conductivity). Tiba deposited on quartz has
the same crystal structure @ansefilms on Si (showing little or no disordered phgse
and the film deposited on carbon-coated anodic @ainas the same crystal structure
as otherporous films on anodic alumina. Thus, the thermal conuhigt of the
substrate is not the controlling factor.
Hypothesis #2: We investigated whether the surfeleemistry of the substrate
determined the crystal structure of the depositkdsf Depositions on <111> Si,
which show a mix of disordered and crystalline gisasimilar to films on <100> Si,
indicate that there is no preference for the oatom of the wafer. In addition, Si
substrates and anodic alumina templates were coattdd thin layers of (1)
amorphous carbon (grown by chemical vapor depogittmd (2) amorphous ADs
(grown by sputtering) prior to pulsed laser deposit In both cases, the crystal
structure of the porous and dense films differeh wwnore of the disordered phase
found in the dense films.

We therefore propose that the disordered phasessslikely to form on the
porous substrates due to the nanoscale morpholbtecsurface. We investigated
the effect of the nanoscale porosity on the crystaicture by comparing porous films

deposited on anodic alumina with pore sizes of 3066nm and 200nm. These
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templates are alumina anodized in sulfuric acidmaha anodized in oxalic acid and a
commercially available Whatman Anodisc, respecivel

Typical depositions on anodic alumina or porousv8h pores larger than
60nm in diameter are 26min long, yielding ~100nnakHilms in which the pores are
still exposed. For 30nm pores, the deposition tnust be shortened. Top surface and
cross-sectional SEM images of 26min (left) and Iilrfright) depositions on a
“small-pore” anodic alumina template are shown iguFe 8.11. Interestingly, if the

deposition is too long and the pores are completelered, the effect of substrate is

10.0kV 6 4mm x90.0k SE{U)

10.0kV 7.1mm x40.1k SE(U)

Figure 8.11 SEM images of a 26min deposition (left) and amikildeposition (right
on anodic alumina with 30nm pores. The top imageewaken at 90-100kx. Scale
bar: 400nm.
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Figure 8.12: Top surface SEM images of B Te; films deposited on substrates
with a range of pore sizes: (a) 30nm porous alun{la60nm porous alumina, (c)
200nm Whatman Anodisc. Scale bar: 500nm.
lost—the films deposited on alumina and Si havelgaedentical XRD spectra.

Top surface SEM images of films deposited on sabsdrwith the range of

pore sizes 30-200nm are compared in Figure 8.1D ¥&a shows that if the pores

are open, independent of the size of the porespeheus films do not contain the

disordered phase.

A summary of these experiments is given in Table XV
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Table XV. Summary of the structure of films depedibn a range of
substrates. “X” and “D” indicate crystalline anddidered phases,
respectively. Porous substrates are highlighteth darker gray indicating the
templated BiShTe;film is porous and lighter gray indicating the pore

the Bb.xShTe; film were closed.

Substrate Structure
Anodic alumina, 30nm (pores in BiSbTe filoper) X
Anodic alumina, 60nm X
Anodic alumina (60nm) + C X
Anodic alumina (60nm) + a-AD3 X
Etched Si (75nm) X
Anodic alumina, 200nm X
Etched Si, 60nm (pores in BiSbTe fiktosed D+X
Anodic alumina, 30nm (pores in BiSbTe fittosed D+X
<100> Si D+X
<111> Si D+X
Quartz D+X
<100> Si+ C D+X
<100> Si + a-AdO3 D+X

As a whole, the depositions done on a range oftsatbs indicate that the
crystal structure of the deposited films dependsgnily on whether or not the
substrate is porous (and is not strongly controlbgdthe thermal conductivity or
surface chemistry or orientation of the substrdatedherefore seems likely that the
nanostructured morphology of the porous templateissl or controls diffusion during
grain growth in the deposited BShTe; films in such a way that the disordered

phase is less likely to form.
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We will briefly present a comparison of the compiosis and transport
properties of the porous and dense thin films dégebsn this study. However,
because the structures of the two types of filrescansistently different, these results
cannot be used to make any conclusions about tbet ef porosity alone.

The M:Te ratios measured for dense and porous fdmeealed in Te vapor
are shown as a function of annealing time in FigduE3. The composition of the
dense films was measured by ICP-OES, while the oaitipn of the porous films
was measured by EDX. We note that while we expeetetto be an error in the
compositions of porous films measured by EDX (seet.S7.3.2), this error is likely
to be different from that of the dense films. Thlisimply because (for porous films
on anodic alumina) there is a difference in the position of the underlying
substrate. In general, the M:Te ratio decreasesndtw the target value with
annealing; as detailed in Sect. 7.5.2, however, dha is scattered for samples

annealed for short periods of time.

A——A Porous Film
o——e Dense Film

(Bi+Sb):Te

0_5—.|..I.|..I.|..I.

Anneal Time (hrs)

Figure 8.13: M:Te atomic ratios for the porous &lon anodic alumina and dense
films on Si as a function of annealing time. Diatiathe porous films was measured
using EDX, and data for the dense films was meadsuseng ICP-OES.
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Figure 8.14: (a) Electrical conductivity and (b)$eck coefficient as a function of
annealing time for the set of porous and densesfdnmealed in Te vapor.

The transport properties (electrical conductivitydeéSeebeck coefficient) of
the porous films are measured in the same way sitded for the dense films. The
fill factor is ignored for calculation of the congtivity of the porous films. Good
contact is easily achieved, despite the inducedgiyr and roughness in the films.
The electrical conductivity and Seebeck coefficitmtthis set of porous and dense
films are given as a function of annealing time Higure 8.14. The electrical
conductivities of both film morphologies do not alga significantly with annealing,
and the conductivities of the dense films are dastly higher than those of the
porous films. The Seebeck coefficients of the psrand dense films both increase by
a factor of ~10 with annealing, with the Seebecldefse films typically larger in
magnitude. The power factor value of both porousl a@ense films generally
increases with annealing time (Figure 8.15), aredgbwer factor of dense films is

consistently higher than that of porous films.
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Figure 8.15: Power factor value as a function afeating time for porous and dense
films annealed in Te vapor.

8.3 Top-Down Patterning of Porous BShTe; Thin Films

In the previous section, we found that porous filfabricated using a
templated deposition technique consistently forrdifeerent crystal structure than
films deposited on flat Si substrates. In the absesf an adequate reference, we can
make no assertions about the effect of porositpeald@op-down patterning of dense
films may therefore be a better route for futurgesikments. We have carrier out
preliminary work on using ion milling to etch poreso dense Bi,ShTe; films with
self-assembled block copolymer masks. When the A82Pblock copolymer-
homopolymer film was used as a mask (see SecR)8\e found that the structure
does not form through-holes when spun op,BbTe; (Figure 8.16). This prevents
the underlying BixShTe; film from being patterned. A better mask structise
therefore required for top-down patterning. Oneepbial solution is to protect the top

surface of the PS mask with Cr (as was done topiobs into Si), although the post-
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Polystyrene
\EHS

10.0kV 9.8mm x130k SE(U) 400nm 10.0kV 5.6mm x130k SE(U) 400nm

Figure 8.16: Top surface and cross-sectional SEMes of a Bi,ShTe; film
covered with a block copolymer mask after ion mgli Scale bar: 400nm.

patterning removal of the Cr, crucial for accurmgsmsport measurements, may prove
difficult. One alternative to block copolymer pattimg not yet explored is using e-

beam lithography to pattern a PMMA mask on tophefdense Bi,ShTe; films.

8.4 Conclusions

In this chapter, we reported a templated deposiéipproach to fabricating
porous Bj..ShTe; films on anodic alumina templates. We find thailevkhe porous
films show a similar enhancement in the thermoatedtansport properties with
annealing in a Te vapor, the crystal structurehef gorous films consistently differs
from that of the dense films. After deposition owide range of additional substrates,
we propose that these differences arise becauseahestructured surface of the
porous substrates limits grain growth. Becausehisf tesult, we cannot isolate the
effect of nanoscale porosity on the transport prtoge This work indicates that

future investigation should focus on top-down paiteg of dense Bi,ShTe; films.
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Chapter 9 Summary and Future Work

9.1 Conclusions

In this work, we addressed the discrepancy betweeperimental and
modeling work in the field of nanostructured thestsatric materials. We developed
new models for calculating the thermoelectric tpams properties of nanowires and
thin films. Results calculated using these modeis,contrast with the original
modeling work of Hicks and Dresselhaus, indicatat ththe power factor of
nanostructures (1) has a non-monotonic dependemaize and (2) falls below the
bulk value for most of the size range of experirakentterest v > 20nm). The latter
result is supported by a vast majority of experitaerwork in the field of
nanostructured thermoelectric materials. These @hena are the result of
fundamental changes in the electron density-ogstat the size is varied. For small
sizes (typically <20nm), quantum confinement isosty and the power factor
increases with decreasing size. For larger sizesether, the power factor increases
up to the bulk value with increasing size. Thiglige to weakening of confinement,
which causes the quantized energy levels to becoloser together and the
magnitude of the density-of-states to increasesé&galitative trends were seen in
each system investigated, regardless of the sydiamnsionality, the material of
interest or the temperature.

We used the analytical forms of the transport pribgee of nanostructured

systems to derive universal scaling relationshipsvben the thermoelectric power
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factor and various system parameters (material,péeature and size). These
universal curves (1) further prove that the non-atonic size-dependence of the
power factor is a fundamental result of these nwdat (2) allow us to determine the
power factor value of nanostructures of any sirgglgter isotropic material with no

additional computational effort. A new criteria fevaluation of the effectiveness of
confinement% > 5kgT, is proposed based on the features of the univeusees.
These universal curves will therefore serve asidegior future experimental work in
the field of nanostructured thermoelectrics. Spealify, these universal curves can be
used to determine the size-range in which the dgdetecrease in the power factor is
more than compensated by a decrease in the theamdiictivity.

The principle result of this theoretical work isat, in general, the power
factor of simple nanostructures is lower than thdkbvalue. More complex
nanostructuring techniques must therefore be imesd. We explored one such
technique, the introduction of nanoscale througrepoboth in terms of modeling and
experimental implementation. Transport property calations were done for
nanostructured systems in which the carrier seagfdime is a function of energy.
We found that mechanisms which preferentially scattow-energy electrons
(“energy filtering”) lead to the highest power factvalues. In fact, an improvement
in the power factor is seen with the addition ofts&a scattering mechanism even
when the overall scattering rate increases.

These conclusions were then evaluated experimgnt@btrous Bi,ShTe;

thin films were fabricated via pulsed lasieposition onto porous substrates. We find

that because the deposited porous films show diftestructure than dense films
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deposited on planar substrates, these results thengsed to make assertions about

the effects of nanoscale porosity alone.

9.2 Future Work
The results of the modeling work described herentptd the difficulty in
realizing improvements in the thermoelectric povigtor by reducing the system
size. It is therefore crucial that future theoratiand experimental work on this
project focus on whether or not improvements in poger factor can be realized
with complex nanostructuring techniques.
1. Transport models for complex nanostructurése models used here to calculate
the transport properties of nanostructures and Bybtems in which low-energy
electrons are preferentially scattered can onlg givough estimate for the effects of
nanoscale grain boundaries on the magnitude opdiveer factor of nanoporous or
nanocomposite systems. Significant work remainerder to (a) better model such
complex nanostructured systems and (b) to deteroptienized conditions (in terms
of suitable materials choices and nanoparticle/mire and density) for the largest
improvements in the power factor.
2. Top-down patterning of porous thin film3$he templated deposition technique
developed for the fabrication of porous, Bk Te; thin films is not suitable for
determining the fundamental effects of nanoscaleogty on thermoelectric
transport. The results of the experimental workspn¢ed here indicate that future
work should focus on top-down patterning of denkasfas a means for answering
this question. We note, however, that once thensiiequestions are answered with

a top-down process, the templated deposition tgcienicould be reinstated as a
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means to fabricate porous thin films with high powactor values in a single

processing step.
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Chapter 10 Appendix

This appendix includes a description of the froamglof the PLL-TE system
described in Sect. 6.&nd a list of components used in depositicocesse: During
deposition, the pross parameters of the dual P-TE system are controlled using
integrated control rack shown Figure 10.1. The front panel wdssigned and bui
by Blue Wave Semiconductors and includes (A) theodeion controller for therms
evaporation, (B) the control panel for the turbonm (C) the pressure readout, |

the gas flow controller, (E) the substrate tempegeacontroller an (F) the powel

C: Pressure Readout

\W. E: Temperature Monitor . P~ Nin:
\ and Control T
PFOWE pDUrce Tor 11 ’

Figure 10.1 Front panel of the control racks of the F-TE system.

182



source for thermal evaporation. Other switcheshenftont panel control the power

for the roughing pump, the gate valve, position astdtion of the substrate holder,

selection of the thermal evaporation source andepdar the target carousel. In

addition to the front panel, most processing patarseare controlled and recorded

using LabView programs.

The function and part number of the componentsiwithe front panel and

the deposition chamber are listed in the table vbeldVhere applicable, the

description is followed by the letter designatedrigure 10.1.

Table XVI. Part numbers of various components smRh.D-TE system.

Purpose

Description

M anufacturer and Part
Number

Pressur e of chamber

Roughing pump

Pfeiffer DUOO035

Turbo pump

Pfeiffer HiPace 400

Turbo pump control (B)

Pfeiffer TC400

Pressure gauge

Pfeiffer PKR251

Pressure readout (C)

Pfeiffer PKR251 Control Unit

Mass flow controller (D)

MKS MFC with 167 Readout
Module

Substrate temperature

PID controller for heater (E

Eurotherm 2416

Thermal evaporation

Deposition control (A)

INFICON SQC-310

DC power supply (F)

Sorensen DCS8-350E

Quartz crystal sensor

INFICON 008-010-G10

Pulsed laser deposition

532nm laser

Quantel Brilliant b

Target carousel motor

Silverpak 23C
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CAD drawings of various components of the PLD-TEtsgn are given

below. These components were discussed in det8gah. 6.3.

BILL OF MATERIAL

Figure 10.2: CAD drawing: Deposition chamber.
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