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 Three-dimensional (3D) chip architectures have garnered much research interest 

because of their potential to alleviate the interconnect delay bottleneck that is expected to 

limit the traditional progression of Moore’s law through device scaling in planar chips.  

While the benefits of 3D chip integration are clear, there are several obstacles to its 

broader implementation.  In particular, the issue of power dissipation is a major challenge 

to the development of high performance 3D chip stacks.  The well-documented 

difficulties in cooling future 2D chips will only be exacerbated by 3D architectures in 

which volumetric power density is increased and non-uniform power dissipation is more 

severe.  This thesis focuses on three relevant topics in the cooling of 3D chip stacks:  1) 

the determination of effective thermal properties for use in compact thermal models, 2) 

single phase internal liquid cooling, and 3) hot spot remediation with anisotropic thermal 

interface materials. 
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Chapter 1 : Introduction 

Motivation for 3D Chip Stacks 

Since the introduction of the integrated circuit (IC) in 1958, progress in the 

semiconductor industry has been characterized by a doubling of chip transistor count 

roughly every two years.  Gordon Moore, a co-founder of Intel Corporation, is credited as 

being the first to recognize this trend in 1965 �[1] �[2].  Moore famously inferred that the 

trend would persist for the near future, thus introducing a precept – “Moore’s Law” – that 

has shaped and guided the IC industry for the past four decades.  During this time period, 

the prevailing chip architecture has been planar in nature with functional blocks laid out 

in the familiar “tile” pattern seen in Figure �1-1.  Traditionally, the Moore’s Law 

progression in transistor count has been accomplished through continual downscaling of 

chip feature sizes within the confines of this 2D architecture.  However, as industry 

capabilities push beyond the 45 nm technology node – a milestone that is expected to be 

ushered in at the end of this year with the commercial introduction of Intel’s Penryn 

microprocessor �[4] – it is unclear whether further scaling can be supported in the 

traditional planar chip architecture.   
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Figure �1-1: Planar IC technology – Intel Pentium 4 processor �[3] 

 

 One of the largest hurdles facing future 2D scaling efforts is the issue of global 

interconnect delays �[5].  Signals are transmitted to different portions of a chip along thin 

interconnects that are traditionally routed around the chip periphery.  Unlike MOSFET 

transistors, whose gate switching speeds benefit from diminishing feature size, 

interconnect wires degrade in performance with progressive miniaturization �[6].  

Aggressive feature scaling results in more tightly packed wires of smaller cross-sectional 

area; however, since chip footprints have remained relatively constant for recent 

technology nodes, global interconnect wires are required to traverse the same intra-chip 

distance.  The resulting increase in aspect ratio (length/diameter) leads to progressively 

larger electrical resistance and capacitance in the wire which, in turn, increase signal 

propagation delay (‘RC delay’).  At larger technology nodes, this interconnect delay was 

generally considered a non-issue since transistor gate delays were considerably longer 

than interconnect delays �[6].  As scaling continues, however, it is expected that 
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interconnect delays will compete with gate switching delays to become the main 

bottleneck in on-chip data transmission �[7].   

 The impending interconnect bottleneck is underscored in �[6] where it is noted that 

RC wire delays could exceed gate switching delays by two orders of magnitude at the 35 

nm technology node.  One potential solution to this problem is to increase the cross-

sectional area of global interconnects over the main portion of their length so as to reduce 

electrical resistance �[11].  However, “fattening” the wires in this way significantly 

increases the amount of chip area needed for interconnect routing and thus increases the 

cost of the chip.  Another potential solution is to intermittently place so-called ‘repeaters’ 

along the length of wire; these repeaters reduce the effective resistance of the path by 

regenerating the signal and sending it further down the line, either to the next repeater or 

to the final destination �[11].  While repeaters offer lower effective resistance, their 

implementation comes at the expense of increased circuit complexity and power 

consumption.  Alternatively, novel chip architectures could address the RC delay issue 

with global interconnect routing schemes that significantly reduce the maximum distance 

that signals must travel.  Three-dimensional (3D) chip packages are an emerging 

technology that offer great potential in this regard as well as numerous other benefits (e.g. 

a smaller footprint, higher yield, and the possibility of heterogeneous integration) �[12].  

The remainder of this section will serve to introduce 3D chip architectures and identify 

the benefits of three-dimensional system integration. 

 In contrast to the planar architecture shown in Figure �1-1, three-dimensional 

system integration is achieved by vertically stacking the functional elements of a circuit 

(e.g., logic and cache) as shown in Figure �1-2.  A vital attribute of this layered 
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architecture is the reduced distance between communicating portions of the circuit.  The 

increased device proximity can be leveraged to reduce global wire length through the 

implementation of vertical inter-layer interconnects as shown in Figure �1-2b.  The 

schematic in Figure �1-3 qualitatively shows the reduced maximum distance that a signal 

would have to travel in a 3D system compared to the same circuit implemented in a 2D 

fashion.  Yu �[16] indicates that combining the elements of a 1 cm square microprocessor 

into a 3D chip stack can reduce the maximum length of a global interconnect from 20,000 

�m to 10 �m.  This dramatic reduction in wire length implies that 3D architectures can 

offer relief to the interconnect delay problem discussed above.  Using detailed analytical 

wiring models, Banerjee et al. were able to quantify the magnitude of interconnect delay 

reduction for a particular case �[7].  Banerjee et. al. showed that a 63% reduction in 

interconnect delay time can be had at the 50 nm technology node by arranging a planar 

microprocessor into a two-layer 3D chip stack with the same footprint area.  Furthermore, 

this 63% reduction in delay time allows the 3D chip stack to operate at double the 

frequency of its 2D counterpart (6 GHz versus 3 GHz).  Similar reports by other authors 

�[8]-�[10] further indicate the potential for 3D chip architectures to extend the Moore’s 

Law progression in transistor count and processing speed beyond the interconnect delay 

bottleneck that is expected to occur in traditional planar architectures. 
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Figure �1-2:  (a) Schematic of a 3D chip stack concept (adopted from �[13]);  (b) a two-
dimensional representation of the layers and interconnects in a 3D chip stack �[14] 

 

 

 

Figure �1-3:  Reduction of maximum wire length due to chip stacking (adapted from �[12]) 

  

  Three-dimensional chip stacks have garnered considerable attention not only for 

their potential to extend Moore’s Law for microprocessors, but also for their prospective 

enablement of high-end system-on-a-chip (SOC) designs �[18].  Conceptually, SOC 

designs involve the convergence of disparate system technologies onto a single chip with 

the goals of increasing performance, minimizing volume, and reducing cost.  It is 
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anticipated that diverse analog and digital technologies (e.g., logic, memory, RF, 

bioelectronics, MEMS, etc.) will be combined in SOC designs for numerous applications 

including wireless multimedia communication, aircraft control and safety, chemical and 

biohazard detection, and various medical applications �[7].  Planar implementation of 

high-performance SOC designs with large-scale integration will likely yield oversized 

chips with an abundance of excessively long interconnects �[7].  As previously discussed, 

these conditions conspire to generate parasitic interconnect delays which can, again, be 

mitigated with vertical interconnections in 3D chip stacks.  Furthermore, the wafer 

stacking method that is commonly used to manufacture 3D chip stacks naturally lends 

itself to the integration of dissimilar technologies (see Figure �1-4 and the accompanying 

caption).  Technologies with dissimilar operational constraints or incompatible wafer 

processing methods can be placed on separate but interconnected layers so as to allow 

heterogeneous integration.  For instance, digital and analog technologies can be created 

on different layers of the chip stack in order to minimize electromagnetic noise that might 

interfere with their normal operation �[7].  Taken together, the reduced interconnect delays 

and “technology shelving” afforded by 3D chip stacks make them a promising 

architecture for the realization of highly integrated systems-on-a-chip. 
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Figure �1-4: Schematic representation of 3D SOC fabrication (adopted from �[19]) 
 

Thermal Challenges in 3D Chip Stacks 

While the previous section serves to elucidate the potential for 3D chip architectures to 

meet future performance and integration demands, it should be noted that true 3D chip 

stacking is a relatively immature technology that faces several obstacles to its broader 

implementation.  The commercial introduction of highly-integrated 3D systems will 

depend on the development of several key enabling technologies such as: 1) reliable 

vertical inter-layer interconnects, 2) precise alignment methods for wafer stacking, 3) 

refined testing procedures that can accurately assess the integrity of internal connections, 

4) design software for automated routing of complex 3D interconnect paths, and 5) novel 

thermal management techniques �[19].  The latter of these is particularly critical since 

severe thermal conditions are expected to develop in power-dense 3D chip stacks �[7].  

Novel cooling techniques and thermally-aware circuit designs need to be developed and 

implemented to sufficiently limit chip temperatures.  This section will discuss the 

potential for acute thermal problems to arise in 3D chip stacks and briefly present 

examples of thermal management approaches.  
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 The thermal management challenges facing traditional high performance planar 

microprocessors have been well documented �[17].  It is noted that the ever-present 

demand for greater chip performance is accompanied by an attendant rise in maximum 

on-chip power dissipation and peak heat flux.  Roadmap projections by the International 

Electronics Manufacturing Initiative (iNEMI) indicate that these thermal metrics will 

approach 350 W and 190 W/cm2, respectively, for high-performance 2D microprocessors 

within the next decade �[50].  Furthermore, increasingly non-uniform on-chip power 

dissipation is leading to the development of localized regions of high heat flux, or ‘flux-

spots,’ which can significantly elevate local temperatures and cause extreme thermal 

gradients.  In the absence of sufficient cooling, the on-chip temperatures associated with 

these severe thermal loads can degrade processor performance and reduce reliability �[51].  

Unfortunately, the reduced transistor size, increased processing speed, and larger-scale 

integration afforded by 3D chip stacks only serve to exacerbate the thermal issues found 

in planar chips �[7].  As such, traditional air-cooled heat sinks may not be able to 

sufficiently cool high-performance 3D chip stacks without significant weight and volume 

penalties.  

 It is immediately evident that 3D integration of an otherwise planar chip will yield 

a sharp increase in volumetric power density due to simultaneous performance 

enhancement and reduction of exposed area available for cooling.. The increased power 

density in high-performance 3D chip stacks renders traditional air cooling schemes, 

developed for planar chips, inadequate.  These shortcomings are made evident in Figure 

�1-5, which depicts the attachment of a traditional air-cooled heat sink to a 3D SOC.  It 

can be seen that stacking the active layers requires internally generated heat to be 
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conducted through adjacent layers before arriving at the interface with heat sink.  For 

instance, the conduction path from the logic layer to the heat sink in Figure �1-5 is 

extremely inefficient since heat must be conducted through multiple device layers and 

low thermal conductivity inter-layer dielectric materials (typical dielectric materials have 

thermal conductivities on the order of 0.3 W/m-K �[23]).  Therefore, the top layer must be 

overcooled in order to sufficiently reduce device temperatures deep within the stack. 

 

 

Figure �1-5: Traditional air-cooled heat sink applied to a 3D stack (adapted from �[20]) 

 

  Loi et al. �[15] analytically compared the performance of 2D and 3D 

implementations of a processor/cache-memory system acted on by a traditional air-cooled 

heat sink and subject to a 100C maximum operating temperature constraint (the thermal 

resistance from the package and heat sink is quoted as 0.7 K/W with a 45C ambient).  

The authors found that the temperature constraint consistently limited the 3D chip stack 

to operate at a lower clock frequency than the planar system.  Another comparison 

between planar and 3D chip architectures �[22] reveals that a traditional air-cooled heat 

sink applied to a 4-layer chip stack variant of the Alpha 21364 processor yields a 33C 
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increase in maximum temperature over its planar counterpart.  These examples serve to 

illustrate that the performance gains made possible by the use of 3D chip stacks may not 

be fully realized if traditional thermal management approaches are applied.   

 Potential methods for reducing high temperatures and large temperature gradients 

in 3D chip stacks can be classified into two broad categories:  1) thermal-aware circuit 

design and 2) enhancement of thermal transport.  In the former approach, electronic 

floorplanning and processor resource allocation techniques are employed to reduce 

device temperatures, while the latter approach involves novel application of conductive, 

convective, and radiative heat transfer mechanisms.  The most successful thermal designs 

for high performance 3D chip stacks will likely concentrate on thermal transport 

enhancement because, despite the benefits provided by thermal-aware circuit design 

methods – such as partition-driven �[24] and force-directed �[25] standard cell placement, 

dynamic voltage scaling �[26], and global clock gating �[27] – their implementation can 

cause up to a 36% slowdown in operating speed �[27].  Alternatively, thermal transport 

enhancement methods can deliver effective and targeted cooling to critical portions of the 

circuit without causing slowdown.   

 The removal of internally generated heat is a critical challenge facing the 

successful implementation of 3D chip stack cooling methods.  In a purely external 

cooling approach, one might attempt to enhance the conductive path between the internal 

device layers and system envelope while simultaneously applying a high external heat 

transfer coefficient.  In contrast, an internal cooling approach might attempt to shorten 

the conductive path by bringing the cooling mechanism into closer contact with internal 

heat sources.  A survey of the heat transfer coefficients provided by various cooling 
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methods is shown in Figure �1-6.  The high heat transfer coefficients associated with 

advanced liquid cooling techniques – such as cooling by immersed pool boiling, microjet 

impingment, and spray cooling – make such methods prime candidates for external 

cooling of high performance 3D chip stacks.  An externally applied advanced liquid 

cooling method, combined with the use of dedicated thermal vias �[38] or interleaved 

diamond spreaders �[39] to enhance conduction in the stack, could act to sufficiently 

reduce internal device temperatures.   

 In contrast, relatively low heat transfer coefficients can be afforded through the 

use of internal cooling – with imbedded microchannels, for instance �[20] – since the area 

lost during chip stacking is regained by introducing liquid internally.  Internal cooling 

schemes have the advantage of leaving envelope area open for signal transmission and 

reception, a function that is becoming increasing prevalent as RF and optical devices are 

integrated in 3D SOC packages �[7].  Also, since internal cooling approaches tend to rely 

less on conduction in the stack, they are typically more scalable than external cooling 

methods.  However, implementing the manufacture of small microchannels into the 

already demanding process flow for 3D chip stacks is considerably more difficult than 

introducing thermal vias to aid the performance of externally applied cooling.  The 

benefits and drawbacks of internal and external cooling methods should be evaluated 

when developing a 3D chip stack cooling scheme so that the most effective thermal 

enhancement approach is implemented and the use of performance draining ‘thermal-

aware circuit design’ can be kept at a minimum. 
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Figure �1-6:  The heat transfer coefficients provided by different cooling technologies 
 

Thesis Organization 

The previous section discussed the potential for acute thermal problems to occur in 3D 

chip stacks.  In the face of these thermal issues, lack of sufficient cooling methods could 

threaten the broader implementation of high performance 3D integrated circuits.  

Therefore, it is necessary create and explore novel thermal management techniques 

through the development of accurate thermal models.  To this end, this thesis will focus 

on three separate, but sometimes related, facets of cooling 3D chip architectures: 

• The highly complex nature of three-dimensional circuitry can make 

numerical modeling difficult due to the large number of elements that are 
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needed to explicitly resolve all geometric features.  The development of 

compact models is thus important to the efficient assessment of potential 

cooling methods.  One aspect of compact model development is the 

determination of equivalent thermal conductivity.  In Chapter 2, a 

representative model of a layer in a 3D chip stack will be introduced and 

its equivalent thermal conductivity will be determined by both analytical 

and numerical methods. 

• In Chapter 3, application of direct single phase internal liquid cooling with 

the dielectric liquid, FC-72, will be explored for a novel hybrid 3D chip 

stack.  Parametric sensitivities to system geometries, heat generation, and 

fluid inlet conditions will be explored through the use of ANSYS CFX, a 

commercial computational fluid dynamics (CFD) simulation package.  

Also, analytical methods will be introduced throughout the chapter and 

used to validate the CFD models. 

• Chapter 4 will explore the potential for orthotropic spreading materials to 

be implemented in a 3D chip stack and reduce the detrimental high 

temperatures and sharp gradients that are associated with localized ‘flux-

spots.’  First, an analytical solution found in the literature will be 

presented and discussed.  Then, use will be made of this analytical 

solution to explore parametric sensitivities of in-plane conductivity, 

spreader thickness, chip thickness, flux-spot size, and heat transfer 

coefficient.  Finally, the detrimental effects of an interfacial contact 
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resistance will be investigated through the use of a validated finite element 

model in ANSYS. 

 

 Detailed conclusion sections will be provided at the end of each Chapters 2, 3, and 4 in 

addition to the broad conclusions presented in final chapter. 
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Chapter 2 :  Equivalent Thermal Conductivity Determination 

Introduction 

Three-dimensional circuit integration provides an extra degree of freedom in system 

design which can lead to a substantial increase in overall system complexity.  In 

particular, the intricate three-dimensional routing of interconnect wires is a primary 

source of added complexity and feature crowding in 3D chip stacks �[28].  As feature sizes 

shrink and system complexity escalates, the use of compact thermal models becomes 

critical to the efficient evaluation of a potential cooling scheme.  Resistance networks 

based on electrothermal analogies and numerical finite element models benefit greatly 

from the use of simplified geometries with equivalent thermal properties.   

 For example, consider the five-layer 3D chip stack in Figure �2-1a, where each 

discrete layer is made up of an array of similar electronics.  Figure �2-1b depicts a top 

view of a single layer in the chip stack where the gray dielectric material has been 

removed to expose the details of the circuitry.  It can be seen from the enlarged pictures 

in Figure �2-1c and Figure �2-1d that the layer contains numerous small-scale electronic 

components, vias, and interconnects.  These small features can complicate the detailed 

analysis of a global cooling scheme.  Suppose, for instance, that the finite element 

method is used to explore the effectiveness of an envelope spray cooling approach for 

this chip stack.  Under such circumstances, it would be ideal to generate a global model 

of the 3D stack with all circuit details fully modeled; however, the abundance of small 

features makes explicit discretization of the entire model problematic without significant 

computational resources.  Alternatively, a compact thermal model could be developed in 
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which homogeneous blocks with equivalent thermal conductivity are used to represent 

the presence of a detailed layer.  By removing the geometric details of the system and 

accurately capturing their affect on heat transfer through the use of equivalent thermal 

conductivities, one can save considerable computational time and sacrifice little in the 

way of accuracy.  

 

 

Figure �2-1:  (a) Five-layer 3D chip stack; (b) Top view of a single layer with dielectric 
material removed to expose electronics and interconnects; (c) a single ‘unit cell’ of the 

layer; (d) an individual heat source within one unit cell 
 

 Several compact models for 3D chip architectures have been reported in recent 

years.  Palacin et al. were able to develop a dynamic compact thermal model to study the 

transient thermal response of a 3D chip stack with multiple power sources �[29].  Chiang 
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et al. created a compact thermal model to account for both heat generation in active 

device layers and interconnect joule heating �[23]; also, the authors were able to 

corroborate the results of their compact model with the results of a detailed finite element 

analysis.  Most interestingly, Arik, Garg, and Bar-Cohen demonstrated that use can be 

made of equivalent thermal conductivities to develop a compact and efficient numerical 

model for a three-dimensional high heat flux system-on-package design �[30].  By 

replacing complex interconnect structures with homogenous blocks of equivalent thermal 

conductivity, a compact finite element model requiring only 36% of the elements of a 

detailed model was shown to predict the maximum chip and substrate temperatures to 

within 1.6% and 3%, respectively.  This analysis points to the utility of equivalent 

thermal conductivities in the development of compact thermal models.  In this chapter, 

approximate analytical methods and numerical simulations will be used to find the 

equivalent thermal conductivity for a representative local model of a single layer in a 3D 

chip stack.  The analytically determined thermal conductivities will be compared to the 

values provided by numerical simulation, after establishing the mesh-insensitivity of the 

numerical model. 

 

A Representative Local Model 

The intent of this chapter is to explore and compare analytical and numerical methods for 

determining the equivalent thermal conductivity of a nominal device layer in a 3D chip 

stack.  To the extent that the layer of interest exhibits spatially similar electronic circuitry, 

a small representative portion of the layer – a ‘local model’ – can be used to capture the 
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equivalent thermal properties of the entire layer.  For instance, the properties of the layer 

in Figure �2-1b can be found from analysis of the local model shown in Figure �2-1c. 

 

 

Figure �2-2:  (a) Interconnections between three cells of a 3D memory device �[31];  (b) 
Vertical interconnects between a single active device on the lowest layer and various 

active devices in higher layers, with capture pads between layers �[32] 
 

 The open literature was consulted in order to arrive at a representative local model 

for use in this chapter.  As noted in Chapter 1, the layers of a 3D chip stack are 

commonly composed of a semiconductor material – such as silicon, indium phosphide, or 

gallium arsenide – with a dielectric material separating adjacent layers �[7].  The dielectric 

layer is commonly benzocyclobutene (BCB), but can also be methylsilsesquioxane or 

Parylene-N �[19].  The literature search also revealed that metallization and vertical 

interconnects generally exhibit the patterns shown in Figure �2-2, where vertical 

connections have either cylindrical or square crossections and are capped by rectangular 

‘capture pads’ on either end.  In the commonly used wafer bonding manufacturing 
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process for 3D chip stacks, the wafer alignment precision constrains vertical inter-layer 

interconnect sizes to be at least 5 �m �[33].  Also, the pitch between layers in the wafer 

bonding process can be as small as 25 �m �[29]. 

 The above characteristics were used as guidelines in developing the representative 

local model seen in Figure �2-3.  This 50 �m x 50 �m local model consists of a 20 �m 

thick indium phosphide (InP) substrate, a 13 �m thick dielectric layer of BCB, 10 gold 

vertical interconnects (called ‘vias’ for brevity), and 16 InP active devices.  The quantity 

and placement of both the vias and active devices were chosen arbitrarily.  It can be seen 

that the vias possess a square crossection in the BCB layer (6 �m on a side) and a circular 

crossection in the InP substrate (6 �m diameter); also, each via has a ‘capture pad’ on the 

top and bottom for mating to vias in adjacent layers. The active devices have ‘first 

interconnect’ (FIC) gold metallization attached to them in three locations as shown in 

Figure �2-3d.  The horizontal gold traces throughout the local model were created 

somewhat arbitrarily, with the only constraint being that 25% area coverage must be 

achieved (i.e. about 600 �m2).  The thermal conductivities of the three materials used in 

the local model – BCB, InP, and gold – were found in sources �[34], �[35], and �[36], 

respectively, and are reported in Table �2-1.  Larger and more detailed pictures of the local 

model with critical dimensions labeled can be seen in Appendix A.  The local model 

reported in this section will be used throughout the remainder of the chapter to 

demonstrate the determination of equivalent thermal conductivity. 
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Figure �2-3: (a) an isometric view of the 3D local model, (b) with the BCB removed, (c) 
with BCB and InP substrate removed, (d) a top view of the model with BCB removed 

and details of a single heat source (i.e. active device) 
 

Table �2-1: Thermal conductivities of the three materials used in the local model �[34]-�[36] 

 

 

Approximate Analytical Determination of Equivalent Thermal Conductivity 

The well known Fourier Law for heat conduction in one dimension is given by  

  
dT

q kA
dx

= −�  (1) 
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where q�  is the applied heat rate (W), k is the thermal conductivity of the medium (W/m-

K), A is the crossectional area perpendicular to the direction of heat flow (m2), and dT/dx 

is the temperature gradient (K/m).  Considering one-dimensional heat flow in the classic 

plane wall shown in Figure �2-4, Equation 1 can be rewritten as 

 1 2T T L
q kA
− =
�

 (2) 

where the negative sign has been dropped due to the indicated direction of heat flow. 

Using analogies to basic electronic circuit theory, one can understand that the 

temperature difference is like voltage, V, in that it provides the driving potential for heat 

flow.  From this perspective, the quantity q�  is analogous to electric current, I, and 

knowledge of Ohm’s Law, V/I = R, reveals that the right hand side of Equation 2 must be 

like a resistance to thermal conduction.  Therefore, we can define the thermal conduction 

resistance as 

 
L

R
kA

=  (3) 

where L is the one-dimensional conduction length.   

 

 

Figure �2-4:  Classic one-dimensional conduction of heat in a plane wall 
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 This interpretation of heat conduction is of great utility when attempting to 

determine the equivalent thermal conductivity of a composite domain with multiple 

conduction paths.  In many cases, the conduction paths in the model can be represented 

by a network of thermal resistances, and this resistance network can be collapsed into a 

single equivalent thermal resistance, Req, using standard rules for combining resistances 

in series and parallel.  Then, knowing the total conduction length, L, and crossectional 

area, A, from model dimensions, one can solve for the equivalent thermal conductivity of 

the model, keq.  This method will be used in this section to approximately determine the 

equivalent thermal conductivity of the local model in Figure �2-3. 

 

 

Figure �2-5: The local model with outer dimensions and coordinate system labeled 

 

 It is desirable to determine the equivalent conductivities of the local model in 

each of the three coordinate directions shown in Figure �2-5.  First, conduction in the z-

direction will be considered.  Heat being conducted in the z-direction can take one of two 

main paths:  1) directly through the gold vias, or 2) through the BCB and InP substrate.  

Given the relatively low thermal conductivity of the BCB material, one might expect that 
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very little heat will flow through the latter path.  However, as shown in Figure �2-6, there 

is a significant amount of highly conductive gold embedded in the bulk BCB material 

(due to the presence of horizontal interconnects).  Therefore, heat being conducted 

through the upper portion of the model actually takes parallel paths through the BCB 

material and high conductivity, low resistance gold.  The resistance network resulting 

from these idealized one-dimensional conduction paths is shown in Figure �2-7 and Table 

�2-2 describes each resistance in detail.   

 

 

Figure �2-6: Top and front views of the local model with BCB removed to show the 
significance of the embedded interconnect gold 
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Figure �2-7:  Resistance network for heat conduction in the z-direction of the local model 

 

 

 

Table �2-2:  Detailed description of the thermal resistances in Figure �2-7 

Resistance 
# Path Represented L      

[�m] 
k   

[W/m-K] 
A                  

[m2] 
R = L kA  

[K/W] 
R1 Thru vias 33 317 103.6 10−×  289.17 

R2 Thru solid BCB 4 0.29 92.14 10−×  6445.38 

R3 

Thru BCB 
adjacent to 

horizontal i.c. gold 
9 0.29 

90.75 2.14 10−× ×
 

19336.10 

R4 
Thru horizontal 
i.c. gold in BCB 9 317 

90.25 2.14 10−× ×
 

53.07 

R5 Thru InP substrate 20 68 92.14 10−×  137.44 
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 Using the rules for combining resistances in series and parallel, it can be shown 

that an equivalent resistance for the system in Figure �2-7 is given by 

 

3 4
1 2 5

3 4
,

3 4
1 2 5

3 4

277.1 /eq z

R R
R R R

R R
R K W

R R
R R R

R R

� �� �
+ +� �� �+	 
� �= =
� �

+ + +� �+	 


 (4) 

Thus, the equivalent thermal conductivity in the z-direction, keq,z, can be calculated as 

 
1

,
, 47.64eq z base

eq z
z

R A Wk mKL

−
� �

= =� �
	 


 (5) 

where Abase is the footprint area of the local model (Abase = 50 x 50 �m2), and Lz is the 

length of the model in the z-direction (Lz = 13 �m + 20 �m = 33 �m).   

 We now seek the equivalent conductivity in the x- and y- coordinate directions.  

Any heat applied in these directions will flow through the network of horizontal gold 

interconnects in the BCB layer.  As seen in the top view of Figure �2-6, the path traced by 

this gold is somewhat complicated, with various crossectional areas and branching 

pathways.  Also, the horizontal interconnects are typically only connected to one another 

through the FIC gold on the active devices (see Figure �2-3d).  This FIC gold does not 

maintain continuity and is only a fraction of a micron tall, while the horizontal 

interconnects are 9 �m tall (see Appendix A for dimensions); thus, each interface 

between a gold trace and an active device represents a major constriction in the 

conduction path.  Since the horizontal gold interconnects do not create a robust thermal 

path, one might anticipate that the low conductivity BCB material will dominate the 

conduction of heat in the upper layer of the model.  Similarly, it is expected that InP will 

dominate the conduction of heat in the lower layer of the model, despite the presence of 
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the gold vias.  Therefore, to a first approximation, the resistance network for both the x- 

and y- directions is simply given by Figure �2-8, where R6 and R7 are based on conduction 

through solid blocks of BCB and InP, respectively.  Detailed descriptions of each 

resistance in this network are shown in Table �2-3.   

The parallel combination of R6 and R7 is used to find Req,xy as the following  

 6 7
,

6 7

733.26 /eq xy

R R
R K W

R R
= =

+
 (6) 

and the equivalent thermal conductivity in the x- and y- directions, keq,xy, can be 

calculated as 

 
1

,
, 41.33eq xy side

eq xy
xy

R A Wk mKL

−
� �

= =� �� �
	 


 (7) 

where Aside is the crossectional area of the layer as seen from one of its sides (Aside = 50 

�m x 33 �m = 1650 �m2) and Lxy is the conduction length in either the x- or y- coordinate 

direction (Lxy = 50 �m). 

 

 

Figure �2-8: Resistance network for heat conduction in the xy-plane of the local model 
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Table �2-3:  Detailed description of the thermal resistances in Figure �2-8 

Resistance 
# Path Represented L      

[�m] 
k   

[W/m-K] 
A                  

[m2] 
R = L kA  

[K/W] 

R6 
Thru BCB upper 
layer of model 50 0.29 106.5 10−×  265252 

R7 
Thru InP lower 
layer of model 50 68 91 10−×  735.30 

 

 Comparison of Equations 5 and 7 reveals that the equivalent thermal conductivity 

in the z-direction is higher than that in the xy plane.  This difference is predominately 

attributable to the orientation of the gold vias. The high conductivity gold vias run 

vertically through the layer and thus provide a robust thermal path in the z-direction.   

 

Numerical Determination of Equivalent Thermal Conductivity 

As an alternative to the approximate analytical methods described in the previous section, 

use can be made of the finite element method (FEM) to determine the equivalent thermal 

conductivity of the local model.  In this approach, the model geometry is created virtually 

in a three-dimensional computer aided design (CAD) package and then imported into 

finite element analysis software where it is discretized with many small elements.  Each 

finite element is comprised of several nodes and the heat conduction equation is 

linearized over this collection of nodes in order to arrive at an approximate temperature 

distribution.  When appropriate boundary conditions are applied to the local model, the 

resulting temperature field can be used to determine the equivalent thermal conductivity 

of the model.  

 The local model in Figure �2-3 was created in the commercial CAD program, 

Pro/Engineer; the Pro/Engineer geometry was then imported to the commercial FEM 
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package, ANSYS, for model descretization.  A ten-node tetrahedral element called 

‘Solid87’ was used to discretize the model with varying degrees of resolution.  The 

simulation method and boundary conditions used to determine the equivalent thermal 

conductivity of the model will now be discussed; please refer to Figure �2-9 as the 

discussion proceeds. 

 First, high-conductivity blocks (of essentially infinite thermal conductivity) were 

added to opposing sides of the local model in whatever direction the equivalent 

conductivity was desired.  These blocks are only simulation features and are not part of 

the true system geometry.  For instance, in Figure �2-9, the equivalent conductivity is 

being determined along the z-axis (as indicated by the coordinate system in the figure), so 

the high-conductivity blocks are placed on the top and bottom of the local model.  Second, 

boundary conditions were applied to the model.  An arbitrary heat flux was applied to one 

of the high-conductivity blocks and an arbitrary temperature was specified on the other 

block.  The boundary conditions on the remaining outer surfaces of the model were made 

adiabatic to ensure that the bulk flow of heat would be from one high-conductivity block 

to the other.  Finally, upon running the simulation, the block with the heat flux boundary 

condition attains some constant temperature (since the conductivity of the block is 

essentially infinite).  The temperature difference, �T, between the high-conductivity 

blocks was then used in Fourier’s law to determine the equivalent conductivity of the 

model (the conduction distance, �x, and the heat flux, q’’, are already known from model 

dimensions and the arbitrarily applied heat flux, respectively). 
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Figure �2-9: Method for determining the equivalent thermal conductivity in ANSYS 

 

The approach outlined above for finding the equivalent thermal conductivity was 

verified in a general way by using the simple model shown in Figure �2-10.  The 

validation model consists of an array of gold cylinders that run completely through the 

thickness of a solid indium phosphide slab (cylinder diameter: 5 �m; slab dimensions: 50 

x 50 x 20 �m).  This configuration was chosen because a simple analytical calculation 

can be used to determine the equivalent thermal conductivity in the z-direction (the 

coordinate system is indicated in Figure �2-10).  The analytical expression for the 

equivalent conductivity is given by the following: 

 gold InP
eq gold InP

total total

A A
k k k

A A
� � � �

= +� � � �
	 
 	 


 (8) 

where Atotal  is the total cross-sectional area in the xy-plane (Atotal = Agold + AInP), and the 

conductivities, kgold and kInP, are given in Table �2-1.  Upon substitution of values, the 

analytical expression indicates that the equivalent thermal conductivity should be 116.9 
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W/m-K.  To check this in ANSYS, two high-conductivity blocks were placed on the top 

and bottom of the model (analogous to what is shown in Figure �2-9).  The boundary 

conditions were imposed as described in the previous paragraph and Fourier’s Law was 

used to determine the equivalent conductivity.  The value of keq found through the 

ANSYS simulation was 115.7 W/m-K, which is only a ~1% error from that predicted by 

the analytical expression.  This provides first-order verification that the method used to 

determine the equivalent thermal conductivity is accurate. 

 

 

Figure �2-10: Verification model – 5 x 5 array of gold cylinders embedded in an InP slab 

 

 With the understanding that the numerical approach outlined above can produce 

accurate estimates for the equivalent thermal conductivity, an initial ANSYS simulation 

was run to determine keq,x, keq,y, and keq,z for the local model.  In this initial simulation, 

the model was discretized into 72,661 elements and the resulting equivalent thermal 

conductivities are reported in Table �2-4.  In congruence with the results of the previous 

section, the highest equivalent conductivity was found to occur along the z-axis and the 

equivalent conductivities in the x- and y- directions were found to be in close proximity.  
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However, the numerically determined conductivities are seen to be 15% to 24% larger 

than the approximate analytical values determined in the previous section.   

 

Table �2-4:  Numerically determined equivalent conductivities for the local model 

Equivalent 
Conductivity 

Value     
[W/m-K] 

% greater than 
analytical 

keq,x 49.9 20.7 

keq,y 47.8 15.7 

keq,z 59.0 23.8 
 

 

 For fear that the initial discretization was too coarse, a mesh sensitivity analysis 

was conducted for all ANSYS simulations.  In these sensitivity analyses, the variation of 

the temperature field was observed for different levels of mesh refinement.  Each group 

of components in the local model was given a name and assigned a mesh multiplier as 

shown in Table �2-5.  Between trials of a given analysis, the mesh multipliers were varied 

in order to change the resolution of the mesh in certain components (a smaller mesh 

multiplier yields a more refined mesh).  Table �2-5 shows representative mesh sensitivity 

results from simulations designed to find the equivalent conductivity along the z-axis (see 

Figure �2-9 for the configuration).  Comparison of trial 1 and trial 7 in Table �2-5 reveals 

that a 13 fold increase in the element count – to nearly 1,000,000 elements – yields a 

difference of less than 1% in the maximum temperature rise.  In these simulations, the 

maximum temperature is achieved in the high-conductivity block where the heat flux is 

applied, and it is the key value used in determining the equivalent conductivity.  Thus, it 

is found that the numerically determined equivalent conductivities are quite insensitive to 

mesh refinement beyond the initial discretization.  Coupled with the validation model 
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presented above, this mesh sensitivity analysis serves to verify that the numerically 

determined equivalent conductivities reported in Table �2-4 are accurate and that three-

dimensional conduction effects in the individual layers account for the discrepancy 

between values obtained from the well discretized numerical models and the first-order 

analytical approximations based on parallel heat flow paths. 

 

Table �2-5: Mesh sensitivity analysis for keq along the z-axis 

 

 

Conclusion 

Two different methods of determining the equivalent thermal conductivity of a 

representative layer in a 3D chip stack were presented in this chapter.  These equivalent 

properties find use in global numerical simulations of 3D chip stacks where explicit 

modeling of complex geometric features can overwhelm traditional computational 

platforms.  In contrast, homogeneous blocks with equivalent thermal properties can be 
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used in place of exceedingly complex circuitry to arrive at more efficient global 

numerical models. 

 Approximate analytical and numerical methods were employed in this chapter to 

determine the equivalent conductivities of a representative local model of a single layer 

in a 3D chip stack.  The analytical method used was approximate in that it assumed ideal 

one-dimensional conduction; also, some potential conduction paths were ignored for the 

sake of simplicity or because it could be reasoned that inclusion of those paths would not 

significantly impact the results.  The numerical method of determining equivalent 

conductivities involved the use of ANSYS, a commercial FEM package.  A validation 

model for the numerical approach was developed and a thorough mesh sensitivity 

analysis was conducted to verify the robustness of the numerical results. 

 It was found that the numerically determined equivalent thermal conductivities 

were 15% to 24% larger than the analytically determined values.  This difference is 

largely attributable to the approximate nature of the simple parallel/series heat flow paths 

used in the analytical procedure.  It is concluded that the analytical method can save 

considerable time in approximating the equivalent properties of a layer, but can become 

cumbersome for very complex circuits.  Alternatively, numerical simulations using FEM 

software can take a considerable amount of time to set up, run, and validate, but they are 

likely to yield more accurate results for complex circuits like the representative model 

considered in this chapter.  
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Chapter 3 :  Internal Liquid Cooling with Single Phase Microchannels 

Introduction 

As discussed in Chapter 1, the issue of heat dissipation is seen as a major roadblock in the 

development of high performance 3D chip stacks �[37].  In particular, the increased power 

density created by stacking active device layers is presenting a significant challenge to 

thermal management engineers.  Removal of internally generated heat by way of 

traditional external cooling is made difficult by the use of low thermal conductivity inter-

layer dielectric materials.  These low conductivity materials yield inefficient thermal 

conduction paths to the envelope of the system and thus require external cooling 

approaches to provide very high heat transfer coefficients at the envelope in order to 

sufficiently cool internal circuitry.  However, some promising methods of spreading 

internally generated heat to the boundaries of 3D chip stacks – such as the use of high 

conductivity thermal vias �[38] and implementation of diamond heat spreaders �[39] – have 

made the use of external cooling schemes more viable.  

 In contrast to external cooling methods, internal liquid cooling with perflourinated 

liquids �[40] offers the ability to bring effective cooling directly to internal active devices.  

The inherent benefit of this approach is that the area for heat transfer lost in the chip 

stacking process is regained, and perhaps surpassed, by introducing fluid internally.  This 

area increase implies that internal cooling schemes can provide the same heat removal 

rate as an external approach, with a lower heat transfer coefficient.  Implementation of 

internal liquid cooling also has the added benefit of leaving envelope surface area 
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available for optical and RF devices to receive and transmit data, which is an increasingly 

important function as true 3D system-on-a-chip designs are realized �[7].   

 Despite the merits of internal liquid cooling for 3D chip stacks, the concept has 

received very little direct attention in the literature.  Koo et al. have published perhaps the 

only thorough paper on the topic �[20], in which the benefits of a liquid cooled integrated 

system of microchannels like those in Figure �3-1 are explored.  The authors use a thermal 

resistance network and an empirical correlation for flow boiling in horizontal channels – 

proposed by Kandlikar �[41] – to examine the benefit of introducing two-phase flow of 

saturated water (at sub-atmospheric pressure such that Tsat = 70C) into a system of 400 

�m by 300 �m rectangular microchannels.  A 150 W multi-layer chip stack comprised of 

memory and logic layers was alternately subjected to the microchannel cooling approach 

and a traditional air-cooled heat sink with a thermal resistance of 0.25 K/W acting on the 

first device layer.  It was found that the microchannel cooling approach yielded greater 

temperature uniformity in the stack as compared to the air-cooled design, since the 

microchannels provide well-distributed cooling throughout the internal regions.  This 

result indicates the scalability of internal cooling approaches and implies that their use 

may be preferred in systems where numerous device layers are required.  Also, the 

temperature of the logic layers – which generated 90% of the heat in these simulations – 

was reduced considerably in the microchannel cooling approach when the flow boiling 

heat transfer mechanism was active.  In the best performing configuration studied by the 

authors, the two-phase microchannel approach was able to remove 68 W/cm2 at each 

device layer while keeping the junction temperatures below 85C.  The air-cooled heat 

sink was shown to remove 37.5 W/cm2 at the top device layer, yet internal temperatures 
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routinely exceeded 110C in chip stacks with more than two device layers.  This 

theoretical study illustrates the potential for a bank of liquid cooled microchannels to 

remove considerable heat from a 3D chip stack.   

 

 

 

Figure �3-1:  Notional implementation of microchannels in a 3D chip stack �[20] 

 

 In this chapter, application of direct single phase internal liquid cooling with the 

dielectric liquid, FC-72, will be explored for a novel hybrid 3D chip stack.  Parametric 

sensitivities to system geometries, heat generation, and fluid inlet conditions will be 

explored through the use of ANSYS CFX, a commercial computational fluid dynamics 

(CFD) simulation package.  Also, analytical methods will be introduced throughout the 

chapter and used to validate the CFD models.  

 

Novel 3D Chip Stack Model 

The hybrid 3D chip stack that will be analyzed in this chapter is shown schematically in 

Figure �3-2.  The model consists of two functional chip stacks as follows: the upper chip 

stack represents a logic-intensive 3D processor stack with highly dissipative and densely 
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packed active device layers; meanwhile, the lower chip stack is comprised of more sparse 

electronic circuitry which represents the presence of low level processing or memory 

storage.  For the sake of brevity, these two distinct portions of the model will be called 

the ‘top chip stack’ (TCS) and ‘bottom chip stack’ (BCS), respectively, from this point 

forward.   

 

 

Figure �3-2:  Schematic of hybrid chip stack examined in this chapter 

 

 The high performance TCS dissipates nearly all of the heat in the hybrid chip 

stack and thus is a prime candidate for aggressive internal cooling.  However, the TCS 

contains densely packed active devices and an abundance of vertical inter-layer 

interconnects which may prohibit the use of internal microchannel cooling.  Introducing 

process steps to manufacture banks of microchannels into the already demanding process 

flow for making high performance 3D chip stacks, such as the TCS, is seen as a major 

challenge �[20].  The implementation of dedicated layers for etching or machining of 

microchannels can extend the required length of inter-layer interconnects and thus 
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increase delay times and degrade performance.  Also, global interconnect routing is made 

considerably more complex by the need to funnel all inter-layer interconnects through the 

available spaces between microchannels.   

 In contrast to the difficulties presented by the complex nature of the TCS, the 

BCS contains relatively uncomplicated circuitry and has less stringent performance 

demands.  Thus, the BCS is a more practical and convenient location for the introduction 

of internal liquid cooling.  However, since the BCS produces very little heat in 

comparison to the TCS, the layers of the BCS ought to be stacked in such a way as to 

promote heat transfer from the TCS.  To this end, one might consider orienting the layers 

of the BCS so that they run perpendicular to the layers of the TCS, effectively forming a 

series of ‘extended surfaces’ below the TCS.  Fluid could then be flushed in the gaps in 

the vertically oriented BCS layers so as to draw heat out of the TCS in a manner 

analogous to a heat sink.  This conceptual design is depicted schematically in Figure �3-3 

where dimensions have been included.   
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Figure �3-3: The hybrid chip stack to be analyzed in this chapter 

 

 As indicated, the system has a small footprint of 1.6 mm x 3.2 mm and the TCS is 

500 �m thick while the BCS is 2 mm tall.  Both the top and bottom chip stacks are made 

predominately of silicon, which is assumed to have a thermal conductivity of 124 W/m-K 

�[42].  The silicon layers, or ‘slices,’ in the BCS are each 20 �m thick, with 80 �m  gaps 

between slices.  This thickness and spacing combination allows 16 vertically oriented 

silicon slices to be placed under the TCS (note that the scale is exaggerated in Figure �3-3 

to show detail; not all slices are shown).  The BCS dissipates a total of 0.307 W, which 

translates to an internal heat generation of 19.2 mW in each of the 16 silicon slices.  In 

contrast, the TCS dissipates 85 W, a considerable amount given its size, yielding an 
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internal heat generation rate of 33.2 kW/cm3 and imposing a heat flux of 1.66 kW/cm2 on 

the BCS. 

 Throughout this chapter, single phase FC-72 is assumed to flow through the gaps 

in the BCS.  FC-72 is a perfluorinated liquid which is chemically and electrically inert 

and is thus suitable for direct liquid cooling of electronics.  The properties of FC-72 are 

taken at 25C throughout the chapter and are given by the following �[43]: 

– � = 1718 kg/m3 
– k = 0.05526  W/m-K 
– � = 6.011 x 10-4  N*s/m2 
– cp = 1196 J/kg-K 
– Pr = 13 
– Tsat = 57 ºC 

The remainder of this chapter will analytically and numerically review the thermo-fluid 

conditions that arise from application of this liquid cooling method for different system 

parameters. 

 

A Review of Analytical Basics 

All of the numerical simulations that were run in CFX had single phase laminar flow 

characteristics.  As such, it would be beneficial to review some important points from 

analytical treatments of heat transfer to laminar internal flows. 

Consideration of an energy balance leads to the familiar equation: 

 ( ), ,p m o m iQ m c T T= −�  (9) 

Where Q is the total heat transfer rate of the conduit, m with an overdot is the mass flow 

rate, cp is the specific heat capacity of the fluid at constant pressure, and Tm,i and Tm,o are 
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the mean inlet and outlet temperatures, respectively.  This simple energy balance is true 

irrespective of the flow conditions and wall heating conditions.   

Another familiar equation is the expression for local convective heat transfer to 

the fluid: 

 , ,'' ( )w x w m xq h T T= −  (10) 

where qw,x’’ is the local wall heat flux, h is the convective heat transfer coefficient, Tw,x is 

the local wall temperature, and Tm,x is the local mean temperature of the fluid.  The non-

dimensional heat transfer coefficient at the wall, or Nusselt number, is defined in the 

following way: 

 hh D
Nu

k
=  (11) 

where h is the heat transfer coefficient, Dh is the hydraulic diameter of the conduit and k 

is the thermal conductivity of the fluid.  A discussion of a basic heat transfer analysis in 

tubes (in which equations 9-11 are developed) is available in all heat transfer textbooks 

and given specifically in �[44]. 

Infinitely Wide Parallel Plates 

The gaps in the BCS will serve as channels for fluid flow.  The ratio of the channel width 

to the gap height is relatively large, so that analytical treatments of infinitely wide 

parallel plate channels are applicable to in the present analysis.  Useful information on 

analyses of this type can be found in a textbook written by Kays and Crawford �[46].  The 

authors report a method to determine the Nusselt number at different axial positions in a 

parallel plate channel heated by a constant wall heat flux on both sides of the channel, 

q1’’ and q2’’, where the subscript indicates the wall on which the flux is applied.  
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Solutions exist for walls heated symmetrically (q1 = q2) or asymmetrically (q1 � q2).  The 

Nusselt number expression for wall 1 is given by 

 1
2 11 ( ''/ '')

ii

i

Nu
Nu

q q θ
=

−
 (12)  

To obtain Nu2 from equation 12, simply switch the subscript on each term from a 1 to a 2, 

or vice versa.  The isolated wall Nusselt numbers, Nuii, and the influence coefficients �i, 

in equation 12, and are tabulated in Table �3-1 for different values of the non-dimensional 

distance into the channel, x+, defined as  

 
( )2 /
Re Pr

hx D
x+ =  (13) 

where x is the axial distance into the channel, Dh is the hydraulic diameter, Re is the 

Reynolds number, and Pr is the Prandlt number.  For flow between infinitely wide 

parallel plates, the hydraulic diameter can be shown to equal Dh = 2a (where a is the 

spacing between the plates).  Also, the well known definitions for the Reynolds and 

Prandlt numbers are the following: 

 Re Pr ph
cVD

k

µρ
µ

= =  (14) 

where V is the mean fluid velocity, and �, �, and k are the density, dynamic viscosity, 

and thermal conductivity of the liquid, respectively. 
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Table �3-1:  Nusslet numbers and influence coefficients of interest from �[46] 

x+ Nuii �i 
0.0005 23.5 0.01175 
0.005 11.2 0.0560 
0.02 7.49 0.1491 
0.10 5.55 0.327 
0.25 5.39 0.346 
� 5.38 0.346 

 

 Thus, for a given fluid and a given axial distance into the channel, x, one can find 

the wall temperature by the following process:  

 

1. Use x, the fluid properties, and the plate spacing to find x+ in equation 13. 

2. Knowing x+, use the tables in �[46] to find Nuii and �i, interpolating as necessary. 

3. Determine Nu1 or Nu2 from equation 12 (knowing the heat fluxes). 

4. Use the Nusselt number determined in previous step to determine the value of h 

for that wall from equation 11. 

5. Use q1’’, q2’’, x, and the plate dimensions to determine Q, the total heat 

transferred to the fluid up to the point x. 

6. Then, knowing Q, equation 9 can be used to find Tm,o (in this case, Tm,o = Tm,x). 

7. Using Tm,x and the appropriate h and qw’’ (either q1’’ or q2’’), equation 10 can be 

used to find the wall temperature, Tw. 

Developing Laminar Flow 

Later, it will be shown that fully developed thermal and hydrodynamic flow is not 

achieved in the BCS under reasonable flow conditions; that is, for reasonable working 
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fluids and inlet velocities.  Since developing conditions will dominate the flow, a review 

of the characteristics of developing profiles would be beneficial at this point.   

The general axial development of temperature and velocity profiles for laminar flow 

is shown in Figure �3-4.  The temperature and velocity are assumed to be uniform at the 

inlet.  As axial distance into the channel increases, boundary layers develop on the 

channel walls (represented by the gray regions).  The temperature and velocity of the 

fluid vary from the wall to the edge of the boundary layer, but the core of the flow 

maintains the uniform inlet values.  Eventually, the boundary layers grow large enough to 

join in the center of the channel and eliminate this core of uniform inlet temperature or 

velocity.  At this merging point, the profile becomes parabolic and conditions are said to 

be fully developed.  In Figure �3-4, the point at which fully developed thermal and 

hydrodynamic conditions are reached is marked by xfd,t and xfd,h, respectively. 

 

 

Figure �3-4: Developing laminar flow temperature and velocity profiles for isoflux 
channels 
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The values of xfd,t and xfd,h are dependent on the inlet velocity, channel geometry, and 

fluid properties.  Most introductory heat transfer and fluid dynamics texts offer the 

following approximate expressions for the entry lengths �[45]: 

 ,

1
Re Pr

20fd t hx D≈  (15)  

 ,

1
Re

20fd h hx D≈  (16)  

As indicated by equations 15 and 16, the difference in the rate of thermal and 

hydrodynamic profile development depends on the Prandlt number of the fluid.  Velocity 

profiles develop more rapidly than thermal profiles for fluids with high Prandlt numbers 

(>>1).  If the Prandlt number is approximately unity, as is the case for many gases 

including air, the hydrodynamic and thermal profiles will develop simultaneously. This is 

generally not the case for liquids and decidedly not the case for the high Pr number FC 

liquids.  It is to be noted that in the developing flow region, higher fluid velocity results 

in thinner boundary layers and higher heat transfer coefficients.  

Due to the difficulty in graphically determining the fully-developed state when 

investigating profiles generated from numerical models, use can be made of the changing 

ratio of the centerline velocity to the inlet (or average) velocity as the fully-developed 

profile is approached.  Figure �3-5 displays this ratio for developing laminar flow in 

parallel plate channels.  The vertical axis in Figure �3-5 is the ratio of the centerline 

velocity to the uniform inlet velocity, while the horizontal axis is a non-dimensional axial 

distance into the channel.  As shown, the ratio of centerline velocity to inlet velocity 

approaches 1.5 as the flow becomes fully developed.  This fact will be used in later 

discussions to help assess the validity of the profiles generated by ANSYS CFX.     
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Figure �3-5: Centerline velocity development, laminar flow in a parallel plate channel �[47] 

 

A Two-Dimensional Approximation of Flow in the BCS 

Although the complexity of the thermo-fluid conditions in the BCS make it desirable to 

perform a three-dimensional simulation of the velocity and temperature fields, the large 

aspect ratios of  the BCS channels necessitate a very large number of elements and make 

such simulations difficult.  Initial simulations were, therefore, performed with a two-

dimensional configuration in which the fluid inlet is at the bottom of the BCS and the 

outlet is at the top (where the TCS sits).  While this configuration departs from the actual 

flow distribution pattern, it does make it possible to study the salient parametric trends 

and obtain a first-order approximation of the BCS temperature distribution.  The 

simplified 2D flow pattern also facilitates validation of the numerical results with the 

analytical results discussed in the previous section.  Execution of the more resource 

intensive 3D simulations was limited to only a few cases, which will be presented in 

more detail later.   

 A schematic of the 2D model created in CFX is shown in Figure �3-6 (the model is 

a single gap of the BCS).  The fluid inlet is assumed to be at the bottom of the BCS, and 
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the fluid outlet at the top.  Each 20 �m thick silicon slice generates heat internally, and 

heat flux (resulting from heat generation in the TCS) is supplied to the tops of the silicon 

slices.  The 80 �m gap between silicon slices allows 16 slices to fit under the footprint of 

the TCS.  Referring to the dimensions in Figure �3-3, the area of a single silicon tip at the 

interface with the TCS can be calculated in the following way: 

 -8 2A = 20 µm  3.2 mm = 6.4 10  m× ×  (17) 

Also, the total heat coming down from the TCS is 85 W;  thus, assuming 100% of the 

heat generated in the TCS is coming down to the BCS, the heat flux applied to the top of 

a single slice is given by 

  785
'' 8.3 10

16
2W W/m

slices A
q = = ×

×
 (18) 

In addition to the heat flux in equation 18, each slice of silicon generates heat internally.  

As reported earlier, a total of 0.0192 W is dissipated in each slice, while approximately 

5.3 W is applied to each silicon slice by the TCS.  Thus, the heat supplied by the TCS can 

be expected to play the dominant role in determining the temperature distribution in the 

silicon slices. 
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Figure �3-6:  2D flow configuration assumed in the BCS   

 

The two dimensional geometry seen in Figure �3-6 was created in ANSYS CFX, a 

commercial computational fluid dynamics analysis package.  The simulation process 

flow in CFX proceeds as follows: first, the model geometry is created using dedicated 

CAD modeling software called DesignModeler; then, the CAD geometry is imported into 

CFX-Mesh, a meshing program which provides a means to discretize the geometry with 

finite elements; the resultsing mesh is imported to CFX-Pre, a pre-processing program 

which allows the definition of material/fluid properties and boundary conditions; finally, 

the mesh information and boundary conditions are communicated to the CFX solver, 

which discretizes the Navier-Stokes equations over the computational grid in the fluid 

domain and accounts for conjugate effects to arrive at a temperature distribution in the 

solid domain.  The ability to monitor convergence criteria and compute a system energy 

balance in the CFX solver was used to test different levels of model discretization for 

various system parameters and arrive at mesh-independent results.  The resulting mesh 

and boundary conditions used in the 2D CFX simulations are shown in Figure �3-7 (the 
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model has been turned on its side in the figure).  The model was meshed with 

predominately tetrahedral elements (58,970 elements); however some hexahedral 

“inflation” elements (10,240) were used near walls to better resolve the large temperature 

and velocity gradients that are expected in these regions.  Due to symmetry, the silicon 

slices are one-half their usual thickness (10 �m) and have insulated boundary conditions 

on one side.  The working fluid is assumed to be FC-72, and the inlet temperature is 

always set at a constant 25C (298K).   

 

 

Figure �3-7: 2D model mesh with boundary conditions and details shown 

 

Approximately 40 simulations were performed with this mesh for various scenarios 

where the fluid inlet velocity, the heat flux imposed by the TCS, and the conductivity of 

the BCS ‘slices’ was varied parametrically between runs.  The computational platform 

used during these simulations was a Dell PC with a Windows based operating system, 2 

gigabytes of random access memory, and a Pentium 4 processor running at 2.66 GHz.  To 

ensure proper convergence and accurate results, the root mean square residual target was 

set to 10-7 on the iterative solver and the computed energy balance was required to be 
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within 1% accuracy.  The results of these 40 parametric variations will be discussed 

shortly, but first validation of the CFX and the 2D mesh will be presented. 

General CFX Validation 

In the early stages of dealing with CFX, the model shown in Figure �3-8 was created and 

checked against analytical predictions.  As shown, the model consisted of a single 150 x 

10 x 50 �m fluid domain with uniform and constant heat flux (q’’ = 2.88 x 106 W/m2) 

applied to the areas of the bounding walls.  Water was chosen as the working fluid with 

an inlet velocity of 1 m/s.   

 

 

Figure �3-8: CFX verification model 

 

The wall temperatures for this configuration can be determined analytically from 

equations 9-14 via the method laid out in the Infinitely Wide Parallel Plates section.  Two 

cases were run in CFX.  The heat loading was symmetric in the first case (q’’ applied on 

both sides), while asymmetric heating (q’’ applied on the bottom and zero flux on the 

top) was applied in the second case.  The results of the CFX runs are compared to the 

analytically determined wall temperatures in Figure �3-9 and Figure �3-10.  As shown, the 

analytical and CFX results match quite well (to within 0.5 %). 
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Figure �3-9: Symmetric Heating  

 

 

Figure �3-10: Asymmetric Heating 
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2D Thermal and Hydrodynamic Profile Validation 

Before examining the results of the 2D simulations, it will be instructive to examine what 

type of flow conditions should be expected in the 2D model.   

The thermal and hydrodynamic entry lengths are known from equations 15 and 16, 

respectively.  Using the fluid properties of FC-72, assuming the gap is 80 �m wide, and 

taking a conservatively small inlet velocity of 1 m/s, we have the following from 

equations 14 and 16: 

 
2

h
,

V(D )1
3.7

20fd hx mm
ρ

µ
= ≈  (19) 

Since the thermal entry length is just the hydrodynamic entry length multiplied by the 

Prandlt number, and the Prandtl Number for FC-72 is approximately 13, we have:  

 , , ,Pr 13 48fd t fd h fd hx x x mm= = ≈  (20) 

Equation 19 clearly shows that even for the relatively small inlet velocity of 1 m/s, the 

hydrodynamic entry length is longer than the axial length of the 2D channel (2 mm).  The 

thermal entry length is even longer, stretching well beyond the axial length of the 2D 

channel.  Therefore, we expect the thermal and hydrodynamic profiles to be developing 

throughout the entire length of the channel for an inlet velocity of 1 m/s or greater.  

Furthermore, it will be shown later that fluid inlet velocities greater than 1 m/s are needed 

to effectively cool the BCS; thus, the profiles will be developing for all effective inlet 

velocities. 

 The relevant characteristics of developing hydrodynamic and thermal profiles 

were reviewed above in the Developing Laminar Flow section.  Profiles extracted from 
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the 2D CFX simulation results will now be compared to the expected profile 

characteristics for validation purposes. 

 Visual inspection of the velocity profiles produced by CFX – for example the 

velocity profile shown in Figure �3-11a at an entry length of 1.5mm – reveals an approach 

to the parabolic, fully developed profile, though the centerline region is seen to still 

reflect the inlet condition. Values of the centerline velocity from multiple CFX runs (at 

different inlet velocities) were compared to the plot shown in Figure �3-5.  The results of 

this comparison are shown graphically in Figure �3-11b (the blue diamonds are the results 

from CFX).  As shown, the CFX results agree well with the analytical prediction of the 

centerline velocities, so the CFX velocity profiles can be assumed to be within 

engineering accuracy. 

 

 

Figure �3-11: (a) Velocity profile in the 2D model at 1.5 mm for Vinlet > 1 m/s, (b) 
Comparison of centerline velocity to the expected values reported in �[47] 

 
 

 The thermal profiles produced by CFX are somewhat more easily verified.  The 

developing nature of the thermal profiles is easier to observe since flow within the small, 

2 mm channel leaves us deep within the thermally developing range.  A plot of the 
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thermal profiles from a typical 2D model simulation is shown in Figure �3-12.  The plot 

lines in Figure �3-12 are color-coded; each color corresponds to the temperature profile at 

a different axial location (see the legend at the bottom of the figure).  These profiles 

qualitatively exhibit the characteristics that are displayed in Figure �3-4.  Near the channel 

inlet, the flow is mostly a constant temperature; then, at greater entry lengths, the size of 

the constant temperature core shrinks as the boundary layer grows.  Clearly the CFX-

computed temperature field is still far removed from being thermally fully developed 

even at the outlet (the red profile in Figure �3-12), reflecting the expectation that nearly a 

50mm flow length would be required to achieve the thermally fully-developed state.  

 

 

Figure �3-12: Temperature profiles at different axial positions in the channel 
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A Note About Turbulence 

The hydrodynamic entry length for turbulent channel flow is given by equation 21 �[48].  

For example, consider FC-72 flowing into the 80 �m gap between silicon slices (Dh = 160 

�m) with an inlet velocity of 20 m/s.  Equation 21 reveals that the turbulent 

hydrodynamic entry length is ~3.2 mm under these conditions. 

 1/ 6
, , 4.4Re hDfd h turbx =  (21) 

Since 3.2 mm is greater than the 2 mm channel length, the turbulent profile does 

not achieve a fully developed state in the channel.  Further, since the boundary layers do 

not merge in the channel, one can consider each side of the channel as an isolated flat 

plate with a free stream of liquid flowing over it.  This familiar situation is shown in 

Figure �3-13.  As labeled, xc is the critical distance at which the laminar-to-turbulent 

transition begins.  For flow over a flat plate this transition occurs roughly around Rex,cr = 

5 x 105, where the length scale on the Reynolds number is the distance from the leading 

edge, x �[45].   

 

Figure �3-13:  Boundary Layer Development over a Flat Plate 
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 Several CFX simulations were run on the 2D configuration for different FC-72 

inlet velocities.  One can compute the value of Rex at a given x location by taking the 

centerline velocity at x as the equivalent free stream velocity.  The results of such a 

calculation for inlet velocities of 10, 15 and 20 m/s are shown in Table �3-2 for different x 

locations.  As shown, the critical laminar-to-turbulent value of Rex,cr = 5 x 105 is not met 

or exceeded anywhere in the channel for the velocities considered.  Thus, one would not 

expect a turbulent boundary layer to be fully realized in the channel, even at the highest 

velocity considered.  

 

Table �3-2: Flat plate Reynolds Numbers for “isolated” 
plates subject to the channel centerline velocity 

 

 

Recall that an inlet velocity of 20 m/s was used in the calculation of xfd,h,turb to 

justify the isolated plate analysis.  However, the isolated plate analysis is still valid for 

the 10 and 15 m/s inlet velocities considered in Table �3-2.   The smaller inlet velocities 

do not significantly impact the value of xfd,h,turb in equation 21 due to the weak 

dependence of xfd,h,turb on Reynolds Number (Re1/6).  It can easily be shown that xfd,h,turb = 

2.8 mm for an inlet velocity of 10 m/s, which is still well beyond the end of the 2D 

channel.   

The parametric range of inlet velocity was capped at 20 m/s because a pressure 

drop of 1.8 atm was necessary to sustain such a flow (pressure drops in the range of 1-2 
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atm are considered acceptable for this application).  It is conceivable that one could 

accept pressure drops slightly higher than 2 atm and, thus, be able to afford a higher inlet 

velocity.  As shown in Table �3-2, Rex is approaching Rex,cr at the end of the channel for 

Vin = 20 m/s.  Therefore, if pressure drops greater than 2 atm are attainable, then inlet 

velocities greater than 20 m/s could be sustained and the boundary layer might transition 

to turbulence near the end of the channel.  However, the vast majority of the channel 

boundary layer would still be in the laminar regime and one would expect a laminar 

numerical model to approximate the thermal and flow fields well.  Since laminar 

conditions are encountered for most reasonable inlet velocities and laminar analyses lead 

to more conservative results, only laminar analyses will be carried out and discussed in 

this chapter. 

 

Results of 2D Model Simulations 

The following sub-sections will show the results of the 2D CFX simulations for varying 

model parameters.  Reliability concerns typically impose a nominal chip temperature 

limit of 90-110C for microelectronic applications; therefore, model parameters that yield 

maximum silicon temperatures in this range will be sought in each sub-section. 

Percentage of TCS Heat Applied  

The amount of heat applied to the 2D model by the flux from the TCS was varied in order 

to determine the effect on the surface temperature of the silicon.  Recall that 5.3 W is 

supplied to the two half-slices represented in the 2D model when 100% of the TCS heat 

is applied as a flux.  Also recall that the heat generated in each silicon slice is only 0.0192 
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W, meaning the TCS heat flux is dominant.  One can understand that if a large portion of 

the TCS heat were intercepted before entering the BCS, then cooling the BCS by internal 

flow would be made easier.  The simulations were, therefore, run for varying TCS heat 

loading, representing the possibility that a certain percentage of the TCS heat could be 

removed (perhaps by external cooling) before reaching the BCS.   

Simulations were run with a 5.029 m/s inlet velocity of FC-72 and for 30 % – 

100 % TCS heat flux (where at 100 % the TCS heat flux is given by equation 18).  The 

maximum silicon slice temperature is seen in Figure 10 to reach 200C (for an inlet 

temperature of 25C) for the 100% TCS heat load and to decrease linearly to 75C for a 

30% TCS load.  Changes in the fluid inlet temperature can be expected to translate 

directly into changes in the maximum silicon temperature.   

 

 

Figure �3-14: Effect of TCS Heat Load on Maximum Silicon Temperature  
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Inlet Velocity 

As discussed above, the thermal profile is developing throughout the entire 2D channel.  

Thus, one would expect that increasing the fluid velocity would yield a considerable 

decrease in the wall temperature of the silicon.  To investigate this, the inlet velocity was 

varied from 0.3 m/s to 20 m/s for a constant TCS heat load (100%) and fixed gap height 

(80µm).  The results, along with the pressure drop at each velocity, are shown in Figure 

�3-15. 

 

 

Figure �3-15: Effect of Inlet Velocity on Maximum Silicon Temperature  

 

 As shown, increasing the velocity over this range lowers the wall temperature by 

about 62% (this is calculated as a percentage of the temperature rise above the 25 C inlet).  
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However, maximum wall temperatures are still unacceptably high (i.e. >110C), even for 

the highest inlet velocity considered (Tmax = 150C at Vin = 20 m/s).  These simulations 

were run with the assumption that 100 % of the TCS heat is applied to the BCS.  If some 

of the BCS heat were intercepted by external cooling methods and/or if the inlet 

temperature were lowered, the wall temperature curve in Figure �3-15 would shift 

downward (due to the linear relationship described in the previous sub-section) and 

reduce the maximum wall temperature to more acceptable levels.  

It is noteworthy that although the maximum silicon temperature is 200C for an 

inlet velocity of ~5 m/s, the pressure drop is only about one quarter of an atmosphere 

(~28kPa).  Given that pressure drops of 1-2 atmospheres are probably acceptable for this 

application, it stands to reason that the velocity could be increased considerably before 

pressure drop becomes a serious issue.  As noted earlier, an inlet velocity of 20 m/s yields 

a pressure drop around 1.8 atm.  However, the four fold increase in velocity from 5 m/s to 

20 m/s yields only a 50C reduction in the maximum wall temperature.  At larger 

velocities, prohibitively large pressure drops and diminishing improvements in silicon 

temperatures can be expected. 

Thermal Conductivity of BCS Slices 

Due to the inherently low internal heat generation in the BCS slices and the dominance of 

heat conducting into the BCS from the upper chip stack, the silicon slices in the BCS 

essentially serve the same role as fins of a heat sink.  In this analogy, the TCS can be 

thought of as the ‘base’ of the heat sink; heat is conducted from this ‘base’ into the slices 

– or ‘fins’ – which create more surface area for convective heat transfer.  It is evident that 

the heat flux entering the fluid through the ‘fin’ walls will be highest near the TCS/BCS 
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interface and diminish along the length of the fin.  This heat flux variation is shown in 

Figure �3-16 for silicon slices with k = 124 W/m-K and an inlet velocity of 5.029 m/s.  It 

is clear that the majority of the heat enters the fluid near the TCS/BCS interface while 

almost no heat enters the fluid near the inlet at the bottom of the BCS.  However, this 

heat flux variation is heavily dependent on the thermal conductivity of the slices or ‘fins.’  

Higher thermal conductivity in the slices, achieved through replacement of the silicon 

with a higher conductivity material or coating the silicon with a much more conductive 

material (e.g. diamond), would yield a more uniform heat flux variation and enhance 

thermal performance.  The results of varying the effective wall conductivity from that of 

silicon (124 W/m-K) to that of high thermal conductivity silicon-diamond composite 

(~1000 W/m-K) are shown in Figure �3-17.   

 

 

Figure �3-16:  Heat flux variation along the length of the 2D channel at the interface of the 
silicon and cooling fluid (FC-72) 
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Figure �3-17: Wall conductivity varied 

 

 The maximum wall temperatures start to approach the target levels (<110C) as the 

wall conductivity approaches 600 W/m-K.  These results indicate that the effectiveness of 

this internal cooling technique is heavily dependent on the spreading resistance in the 

slices.  If a diamond spreader could be implemented as shown in Figure �3-18, then 

temperatures in the silicon would certainly be reduced.  The effective thermal 

conductivity of the silicon/diamond composite slices shown in Figure �3-18 is reported in 

the inlayed table for different diamond thicknesses.  These effective thermal 

conductivities were determined using area ratios and assuming that the thermal 

conductivity of the silicon and diamond are 124 W/m-K and 1800 W/m-K, respectively.  

One can use the table in Figure �3-18 along with the plot in Figure �3-17 to determine the 

thickness of diamond needed to achieve some prescribed maximum wall temperature. 
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Figure �3-18: Hypothetical configuration to increase spreading 

Summary 

Superposition of the individual parameter variations presented in the preceding sub-

sections reveals the conditions for which the target silicon operating temperatures (90-

110C) can be met.  Increasing the inlet velocity is a beneficial, but this approach alone 

can not sufficiently cool the BCS under the stated conditions since diminishing returns 

are seen for escalating inlet velocities and pressure drop can become an issue.  For an 

inlet velocity of ~5 m/s, increasing the thermal conductivity of the BCS slices beyond 

600 W/m-K reduces device temperatures to target levels.  Alternatively, target 

temperatures can be achieved at a 5 m/s inlet velocity by intercepting ~50% of the TCS 

heat by alternate cooling methods.  In a combined approach, a lower enhanced BCS slice 

conductivity of 250 W/m-K could be afforded if only 25% of the TCS heat was removed 

by other means.  If it is not possible to intercept some of the TCS heat through other 
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cooling methods, then a combination of high inlet velocity and enhanced spreading in the 

BCS might be used.  If a pressure drop of up to 2 atm can be afforded in the BCS, then an 

inlet velocity of ~20 m/s could be used in conjunction with an effective BCS slice 

conductivity of ~275 W/m-K to reduce the maximum BCS temperatures lower than 110C.  

It should again be noted that the above results were developed under the 

simplified 2D flow approximation.  While these results indicate the salient parametric 

sensitivities, a true three dimensional model is necessary to most accurately capture the 

performance of the proposed liquid cooling approach.  Thus, a 3D model was developed 

and will be discussed in the following section.  

 

A Three-Dimensional Model of Flow in the BCS 

The 3D model is representative of a more practical flow configuration in the BCS in 

which the flow enters from one of the lateral sides of the BCS and exists from the 

opposite lateral side.  A schematic of the 3D model is shown in Figure �3-19.  All of the 

dimensions and materials are the same as the 2D configuration shown in Figure �3-6.  

Some key differences are that length of the channel in the flow direction is now 3.2 mm 

instead of 2 mm.  Also, the manner in which the heat flux is applied is different.  The 2D 

flow simplification required that the fluid exit from the “top” of the BCS.  As a result, a 

heat flux boundary condition could not be applied to the entire top of the 2D model; 

rather, the flux was artificially applied only to the tips of the silicon (see Figure �3-6).  In 

the more realistic 3D model, a uniform heat flux is applied to a silicon ‘base.’  Heat 

conducts to the fluid stream either directly through the base or by flowing down the 

silicon slice and into the fluid.  Since the heat flux is applied over the silicon base in the 
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3D case—instead of just the silicon tips as in the 2D case—the applied heat flux must be 

altered.  Altering equations 17 and 18 to account for the base area yields equations 22 and 

23: 

 -6 -3 -7 2A = 100  10 m  3.2  10 m = 3.2  10 m× × × ×  (22) 

 7
2

85
'' 1.66 10

16 A
W W

q
slices m

= = ×
×

 (23) 

The heat flux in equation 23 assumes that 100 % of the heat generated in the TCS is 

entering the BCS.  Comparing equation 18 to equation 23 reveals that the incident heat 

flux has been reduced by ~80 % due to the added area, but at 3.2kW/cm2 is still 

approximately an order of magnitude above the heat fluxes encountered in state-of-the-art 

electronic cooling systems. 
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Figure �3-19: Schematic of the 3D model configuration 

 

Results of 3D Model Simulations   

The same computational platform and CFX simulation process flow used to develop the 

mesh for the 2D case was also used to create the mesh for the 3D flow configuration.  

The mesh in the fluid domain in the 3D simulations consists of 399,300 elements, about 

85% of which are hexahedral elements along the fluid/solid interfaces (342,200 

hexahedral elements).  The mesh in the solid domain is comprised completely of 

tetrahedral elements (955,500), bringing the total number of elements in the 3D model to 

over one million (1,354,800).  Due to the size and complexity of the 3D model, complete 

convergence of the numerical analysis takes over 8.5 hours.  This considerable runtime 

prohibits the extensive parametric exploration conducted for the 2D case.  However, the 
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results of the 2D model indicate that increasing inlet velocity and enhancing the thermal 

conductivity of the BCS slices can significantly reduce temperatures in the BCS. 

Therefore, the effectiveness of these two approaches will be examined for the 3D flow 

configuration, albeit with a more limited scope.    

Inlet Velocity 

The results of the 2D simulations revealed that inlet velocities beyond 5 m/s were needed 

to yield BCS temperatures approaching acceptable limits.  Therefore, the 3D simulation 

was only run for inlet velocities greater than 5 m/s.  Three different FC-72 inlet velocities 

– 5, 15, and 20 m/s – were explored with the laminar fluid flow model in CFX.  

 A plot of the typical temperature contours (shown in Kelvins) of the silicon at the 

fluid/silicon interface is shown in Figure �3-20 for an inlet velocity of 20 m/s.  This 

temperature variation qualitatively makes sense as the hottest part of the wall is near the 

outlet at the TCS interface where the heat is being supplied.  Similarly, the temperature is 

lowest at the bottom of the slice, far away from the applied heat flux and toward the inlet.  

It is seen that the pure silicon thermal conductivity of 124 W/m-K yields sharp 

temperature gradients in the upper portion of the slice and a relatively uniform 

temperature along the bottom half of the slice. 
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Figure �3-20: Temperature contours in the silicon with Vin = 20 m/s, ksilicon = 124 W/m-K 
(the figure shows a side view of one slice at the silicon/fluid interface) 

 

 

Table �3-3: 3D simulations results (laminar flow) 

 

 

 The maximum silicon temperature and pressure drop from the 3D simulations are 

displayed in Table �3-3.  The results for the 3D simulation with a 5 m/s inlet velocity can 

be compared to the data point at 5 m/s in Figure �3-15 which pertains to the 2D simulation.  

Two important differences between the 2D and 3D model can be determined from 

comparison of the two results with Vin = 5 m/s: 
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1. The 2D model clearly underestimates the maximum silicon temperature.  This is 

because the flow configuration in the 3D model requires that a portion of the fluid 

is exposed to the highest applied heat flux along the entire length of the channel.  

In the 2D model, the direction of fluid flow and the direction of heat flow oppose 

one another so that cold fluid is continually washing over the region of the slice 

where heat is applied.  The maximum temperature in the silicon is under-

predicted by 134C, or 40%, in the 2D case because of this unrealistic flow pattern.  

Similarly, the 2D model under-predicts the average temperature at the interface of 

the silicon and FC-72 by 35% (Tavg,3D = 72.6C and Tavg,2D = 47.8C).     

2. The 2D model also under-predicts the pressure drop because of the shortened 

channel length.  In the more realistically oriented 3D flow pattern, the channel 

length is 1.6 times that of the 2D model.  Thus, the pressure drop across the 

channel is somewhat larger in the 3D simulation.  Note that earlier it was stated 

that a 20 m/s inlet velocity resulted in at 1.8 atm pressure drop for the 2D 

simulation.  However, Table �3-3 reveals that the 3D simulation indicates a 

pressure drop of 2.4 atm.  This is an important difference, as the 2D simulation 

might lead one to believe that such an inlet velocity is achievable, while the 3D 

simulation might lead one to reconsider whether 20 m/s can be attained. 

 

 The average temperature of the slices in the BCS is found to be 72.6C for the case 

with an inlet velocity of ~5 m/s.  This average temperature is relatively close to the 25C 

fluid inlet temperature and is small in comparison to the maximum BCS temperature of 

334C.  The large difference between maximum and average BCS temperatures indicates 
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the need for greater thermal spreading in the BCS.  Implementation of a high 

conductivity spreader on the walls of the 3D channel – as indicated in Figure �3-18 for the 

2D case – will act to soften the sharp thermal gradients seen in Figure �3-20 and reduce 

the maximum BCS temperatures to more acceptable levels.  The following section will 

serve to explore the effectiveness of this approach for the 3D model.   

Thermal Conductivity of BCS Slices 

Parametric exploration with the two-dimensional model, reported in previous sections of 

this chapter, revealed that increasing the effective thermal conductivity of the ‘slices’ in 

the BCS can significantly improve thermal spreading in the slices and thus reduce the 

maximum temperatures in the BCS.  Higher effective thermal conductivity in the slices 

can be realized through the use of a more highly conductive material than silicon or, more 

likely, through the implementation of a separate high conductivity spreader.  For example, 

a diamond spreader might be used in an analogous manner to that depicted in Figure �3-18 

in order to better facilitate spreading in the BCS.  The thermal conductivity of the slices 

was varied from 124-1200 W/m-K in several CFX simulations to represent the use of a 

more highly conductive material or the presence of a spreader in the BCS.  The 

temperature profile on the wall of the slice (i.e. at the interface of the FC-72 and the slice) 

is shown in Figure �3-21 for a representative case where the effective thermal conductivity 

of the slice is assumed to be 600 W/m-K and the inlet velocity is 20 m/s.  Comparison of 

this temperature profile with that shown in Figure �3-20 for a silicon slice (k = 124 W/m-

K) reveals that the increasing the effective conductivity of the slice to 600 W/m-K raises 

the average temperature by 2.4C, but lowers the maximum temperature by 117C and 

greatly softens the temperature gradient in the upper half of the slice. 
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Figure �3-21: Temperature contours in slice with Vin = 20 m/s, keff = 600 W/m-K, (the 
figure shows a side view of one slice at the silicon/fluid interface) 

 

 

 The results of the parametric variation of effective slice conductivity from 124 

W/m-K to 1200 W/m-K are shown in Figure �3-22 for high inlet velocity of 20 m/s.  As 

expected, large reductions in the BCS temperature are seen for increasing effective wall 

conductivities.  It is seen that effective conductivities greater than 800 W/m-K are needed 

to reduce the maximum device temperatures below 110C.  The thickness of diamond 

needed to achieve this 800 W/m-K conductivity is 6.8 �m as indicated in Figure �3-18. 
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Figure �3-22:  Varying the effective conductivity of the BCS slices in the 3D model 
 

Summary  

The resource intensive 3D simulations were only run for the two most promising 

approaches for reducing BCS temperatures found during parametric exploration of the 

2D model: 1) increasing inlet velocity and 2) enhancing spreading in the slices.  It was 

found that increasing the inlet velocity to 20 m/s by itself was insufficient to cool the 

BCS.  For an inlet velocity of 20 m/s, the peak BCS temperature was found to be ~160C 

above nominal acceptable maximum electronic device temperatures (90C-110C), 

indicating that inlet velocities well beyond 20 m/s would be necessary to cool the BCS if 

no spreading enhancement was used.  In order to reduce temperatures to target levels, a 

combined approach with a high inlet velocity and large effective thermal conductivity in 

the BCS slices must be used.  With a 20 m/s inlet of FC-72, the effective thermal 
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conductivity of the slices must be 800 W/m-K or greater to reduce the maximum BCS 

temperature below 110C, with an effective conductivity of 1200 W/m-K yields a 

maximum temperature of 100C. 

 

Conclusion 

In this chapter, application of direct single phase internal liquid cooling with the 

dielectric liquid, FC-72, was explored for a novel hybrid 3D chip stack through numerical 

simulations with ANSYS CFX.  The hybrid 3D chip stack is comprised of upper and 

lower portions which are respectively referred to as the top chip stack (TCS) and bottom 

chip stack (BCS).  In the proposed approach, cooling is achieved by flushing FC-72 

through channel-like openings in the BCS.  Relevant analytical treatments of single phase 

channel flow were reviewed in beginning of this chapter, and these analytical methods 

were later employed to validate numerical models and establish mesh independent 

simulation results. 

 A simplified two-dimensional model of the thermo-fluid characteristics in the 

BCS was developed in ANSYS CFX in order to quickly explore parametric sensitivities 

and validate CFX results with respect to hydrodynamic and thermal profile development.  

The small dimensions of the flow path in the BCS result in developing flow conditions 

throughout the channels.  Furthermore, the small channel dimensions delay the onset of 

turbulence in the channel until relatively high inlet velocities of >20 m/s are introduced.  

Therefore, all simulations were conducted assuming developing laminar flow conditions 

in the BCS.  Over 40 numerical simulations were run with the 2D model for various 

combinations of applied TCS heat flux, fluid inlet velocity, and thermal conductivity of 
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the BCS slices.  These simulations revealed that increasing the latter two parameters 

provided the most promising results for reducing BCS device temperatures.  It was found 

that a combined approach of increasing inlet velocity to 20 m/s and enhancing the 

thermal conductivity of the BCS slices beyond ~275 W/m-K reduces maximum 

temperatures into the nominal target range of 90C-100C for microelectronics applications.  

The enhanced BCS conductivity might be achieved through the implementation of a high 

conductivity spreading material, such as diamond.  The chart in Figure �3-18 can be used 

to infer that a diamond layer only 1.5 �m thick is needed to achieve an effective slice 

conductivity of ~275 W/m-K.  However, these results are relevant only to the simplified 

2D flow model. 

 In order to more accurately resolve thermofluid conditions in the BCS, a true 

three-dimensional numerical model was developed.  The 3D model required significantly 

more computational resources than the 2D model, and the 8 ½ hour runtime for the 3D 

model prohibited detailed exploration of the parametric space.  Therefore, with the results 

of the 2D simulations as a guide, the 3D model was run for about 10 different 

combinations of inlet velocities and BCS slice thermal conductivities.  The results of the 

3D model reveal that the simplified 2D model significantly under-predicts the severity of 

the thermal conditions in the BCS (maximum and average temperatures in the slices are 

under-predicted by 40% and 35%, respectively, with the 2D model).  The more realistic 

3D simulations show that large inlet velocities of 20 m/s and very highly conductive 

slices with keff � 800 W/m-K are needed to reduce maximum BCS temperatures lower 

than 110C, and keff = 1200 W/m-K is necessary to achieve Tmax = 100C.  It should be 

noted that all simulations conducted in this chapter are assumed to have an inlet 
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temperature of 25C, and reduction of this inlet temperature can be expected to translate 

directly into reduction of the maximum device temperatures.  

 An important conclusion from this chapter is the beneficial effect that 

introduction of a thermal spreader has on reducing the maximum BCS temperatures.  It is 

seen that a highly conductive material attached to the side of the silicon BCS slices can 

significantly reduce temperature gradients in the silicon near the applied heat flux.  One 

can imagine that the implementation of such a spreader would also serve to lessen the 

severity of non-uniform power dissipation within the slices themselves.  Thus far, only 

spreading materials of isotropic thermal conductivity have been considered, but the 

following chapter will focus on the ability for orthotropic spreading materials to reduce 

the detrimental temperature rise associated with non-uniform power dissipation on a chip. 
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Chapter 4 : Anisotropic TIMs/Spreaders 

Introduction 

Technology scaling, fueled by consumer and industry demands for higher performance 

microprocessors, is leading to nanoscale chip feature sizes and significant increases in 

on-chip power dissipation.  As indicated in Figure �4-1, The International Technology 

Roadmap for Semiconductors (ITRS) forecasts that high performance microprocessors 

will exhibit feature sizes as small as ~15 nm and transistor densities approaching ten 

billion transistors per square centimeter by the end of the next decade �[49].  Also, the 

International Electronics Manufacturing Initiative (iNEMI) Technology Roadmap 

predicts that maximum on-chip power levels will exceed 350 W over the same period of 

time, presenting a significant challenge to thermal management engineers �[50].   

 

 

Figure �4-1: The 2005 ITRS forecast for high performance microprocessors �[49] 
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Moreover, efforts to reduce delay times and increase performance are forcing highly 

dissipative elements of the chip into closer proximity, thus contributing to severe non-

uniformity in on-chip power dissipation.  The segregation of logic and memory cells and 

the desire to reduce on-chip communication delays have led the logic portions of the chip, 

which dissipate up to 90% of the total power, to occupy only 25%-50% of the total chip 

area �[49].  This allocation of processing resources facilitates the development of sub-

millimeter high heat flux regions, or “flux-spots,” that may exceed the average chip flux 

by a factor of six to ten, with peak fluxes approaching 1000 W/cm2 �[49] �[52].  In the 

absence of an adequate cooling solution, these flux-spots produce locally high 

temperatures and extreme thermal gradients which can degrade processor performance 

and compromise reliability through the acceleration of thermally activated failure 

mechanisms �[51].  While the roadmap projections and non-uniform power dissipation 

trends cited here relate to planar IC technology, 3D chip stacks are expected endure flux-

spots of similar size and severity �[53].  Figure �4-2 depicts the non-uniform power 

dissipation for a representative chip and the corresponding temperature non-uniformity. 

 

 

Figure �4-2:  On-chip heat flux (left) and temperature map (right) (adapted from �[51])  
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 In this Chapter, the term “flux-spot” is used in reference to the actual region of 

elevated chip power dissipation, while the term “hotspot” refers to the temperature rise 

associated with a given flux-spot.  This distinction is useful since there are two primary 

approaches to alleviating high temperatures that result from non-uniform power 

dissipation:  The first approach is to reduce the severity of the flux-spot by altering its 

fundamental characteristics (e.g. reducing its size and/or associated power dissipation);  

the second approach is to leave the flux-spot characteristics unaltered, but implement a 

thermal management solution that delivers more targeted and effective cooling to the 

flux-spot.  The former approach, which might be termed ‘flux-spot mitigation,’ is 

commonly achieved by altering floorplanning at the microarchitectural level [54] and/or 

reallocating computational tasks in real time [55] [56] in an attempt to change spatial or 

temporal non-uniformities in power dissipation.  While flux-spot mitigation techniques 

are sometimes successful, the associated temperature reductions often come at the 

expense of processor slowdown [57].  Alternatively, the second approach, or ‘hotspot 

remediation,’ which is the focus of this chapter, requires the use of novel cooling 

techniques to selectively cool sub-millimeter flux-spots 

In light of the deleterious effects associated with severe flux-spots, recent thermal 

management designs have diverted focus from uniform reduction of die temperature to 

site-specific flux-spot cooling.  Advanced liquid cooling techniques – such as single and 

two-phase flow in microchannels �[58], thin-film microgap cooling �[59], microjet 

impingement �[60], and spray cooling �[61] – offer high heat transfer coefficients that may 

meet the local cooling needs imposed by the presence of flux-spots on planar chips.  
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However, 3D chip architectures promote the development of flux-spots on internal device 

layers, which may be inaccessible by proposed applications of microjet and spray cooling 

technology.  Thus, microchannel and microgap cooling approaches, which were outlined 

in the previous chapter, will likely be the favored methods of delivering fluid to internal 

flux-spots in 3D chip stacks.  While these approaches provide very high heat transfer 

coefficients, their cooling performance is directly tied to channel/gap size and mean fluid 

velocity.  Therefore, global application of a microchannel or microgap system that is 

designed to sufficiently cool severe flux-spots will result in overcooling of the remainder 

of the chip at the expense of increased pressure drop and required pumping power.  Novel 

cooling techniques with the ability to provide targeted flux-spot cooling could be used in 

conjunction with microchannel and microgap cooling to reduce the required heat transfer 

coefficient and thus decrease the required pumping power.  

 As reported in �[62], mini-contact enhanced bismuth telluride thermoelectric 

coolers (TEC) offer promising hotspot remediation in the presence of a global cooling 

scheme.  These thermoelectric coolers are solid state refrigeration devices that – upon the 

application of electric current – take advantage of the Peltier effect to provide a local 

cooling flux on the back of the chip.  It is reported that hotspot temperature reductions as 

large as 17 C are achievable with an optimized mini-contact pad and low thermal contact 

resistances �[62].  Thus, use of thin-film TECs could be an attractive flux-spot cooling 

approach, provided that the TECs can be made small enough, and that they can be 

implemented in the processing of 3D chip stacks without the development of significantly 

detrimental thermal contact resistances.  Alternatively, it is reported in �[64] that the 

thermoelectric properties of the silicon chip itself can be leveraged to yield significant 
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hotspot remediation.  In this approach, electric current is delivered to the silicon via a 

metal post that might be monolithically grown on the back of the silicon to minimize 

thermal contact resistance.  Current flow proceeds from this post, through the silicon, and 

finally to a ring electrode where Peltier heating takes place (far from the flux-spot).  

Figure �4-3 indicates how a silicon thermoelectric cooler might be implemented in a 3D 

chip stack.  This approach has a distinct advantage over separate thin film TECs in that it 

avoids the significant thermal contact resistance likely to be associated with the 

attachment of thin film TEC’s to the silicon chip and occupies very little additional 

volume; also, the necessary metallization could be added to 3D stack processing with 

relative ease. 

 

 

Figure �4-3: Potential implementation of a silicon TEC (adapted from �[63]) 

 

 In contrast to the active thermoelectric cooling techniques discussed above, 

anisotropic TIMs/spreaders provide a passive approach to hot spot remediation.  When 
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used together with an existing global cooling solution, such materials, bonded directly to 

the silicon chip as shown in Figure �4-4, can conduct heat laterally away from the flux-

spot and towards cooler areas of the chip that are subjected to lower heat flux.  These 

anisotropic TIM/spreaders can thus substantially reduce the heat flux variations imposed 

at the interface with the global cooling scheme and lower the temperature rise associated 

with a severe flux-spot.  This approach has the usual benefits associated with being a 

passive technique: 1) it consumes no extra energy and 2) it is reliable (assuming that 

thermal integrity of the chip/spreader interface is maintained).  Additionally, no a priori 

knowledge of the flux-spot location is required, provided that the TIM/spreader blankets 

the entire chip area (the performance of the anisotropic TIM/spreader is dependent on the 

location of the flux-spot, but it is not a “hit or miss” approach like some other flux-spot 

cooling techniques). 

 

 

Figure �4-4: Potential implementation of an anisotropic TIM/Spreader in a 3D stack up 

 

 The effectiveness of attaching an anisotropic TIM/spreader will be reviewed in 

this chapter.  First, an analytical solution found in the literature will be presented and 
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discussed.  Then, use will be made of this analytical solution to explore parametric 

sensitivities of in-plane conductivity, TIM/spreader thickness, chip thickness, flux-spot 

size, and heat transfer coefficient.  Finally, the detrimental effects of an interfacial contact 

resistance will be investigated through the use of a validated finite element model in 

ANSYS. 

 

Analytical Solution 

The bi-layer compound slab shown in Figure �4-5 was used to investigate the hotspot 

remediation provided by an orthotropic spreader attached directly to the back of a square 

chip with a single, centrally located, square flux-spot.  All external surfaces are assumed 

adiabatic, except for a heat flux boundary condition at the flux-spot and a convective 

boundary condition on the back of the orthotropic spreader.  Background heating on the 

active side of the chip is forgone because only the hotspot temperature rise is sought.  

The boundary conditions are such that inclusion of background heating would simply 

elevate the entire temperature field.  This effect becomes non-trivial if temperature 

dependent material properties and heat transfer coefficients are employed, but all 

properties and heat transfer coefficients are taken to be constant in this analysis.  The 

convective boundary condition represents the influence of a global cooling scheme and is 

modeled by a uniform heat transfer coefficient on the back of the spreader.   
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Figure �4-5:  Schematic of compound chip/spreader system 

 

 Using the separation of variables method, Muzychka, et al. �[65] have solved the 

heat conduction equation for the system and boundary conditions shown in Figure �4-5.  

Their final solution is developed from successive modifications to the solution obtained 

for an isotropic single-layer system, shown in Figure �4-6.  It is reported in �[65] that 

simple alterations can be made to certain parameters in the single-layer solution to arrive 

at the solution for a bi-layer system with isotropic thermal conductivity in each of the 

specified layers.  The authors further indicate that orthotropic conductivity in the second 

layer can be accounted for through the use of thickness and conductivity transformations.  

The intent of this section is to present an abridged derivation of the temperature field 

solution for the isotropic layer shown in Figure �4-6, discuss the modifications used to 

account for the presence of a second orthotropic layer as in Figure �4-5, and finally, to 

recast these results in terms of a useful spreading resistance.   
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Figure �4-6:  Schematic of the single layer system from which the bi-layer solution is 
found 

 

 The governing equation for heat diffusion in an isotropic solid is the so called 

Laplace Equation in three dimensions and is given by Equation 24: 

 
2 2 2

2 2 2 0
T T T

x y z
∂ ∂ ∂+ + =
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 (24) 

where T is the temperature in the solid.  The boundary conditions in Figure �4-6 are 

represented mathematically by the following: 
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In Equation 25, Q and As are the total heat added at the flux spot (in Watts), and the area 

of the flux-spot, respectively.  The heat transfer coefficient in Equation 26 can be either a 

direct heat transfer coefficient or an effective heat transfer coefficient achieved through 

the use of extended surfaces.  All other outer surfaces are assumed adiabatic. 

 The essence of the separation of variables method is the assumption that the 

solution to the problem posed in Equations 24-26 is expressible as a linear combination 
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of functions that each depend on only one variable, and thus are more easily obtained.  In 

this situation, we seek a separated solution of the form  

 ( , , ) ( )* ( )* ( )T x y z X x Y y Z z=  (27) 

where the independent variables (i.e. the coordinate directions) are written as lower case 

letters and the functions are written as capital letters.  Assuming a solution of the form in 

Equation 27 and substituting it into Equation 24 yields the following 

 '' '' '' 0X YZ XY Z XYZ+ + =  (28) 

where each prime denotes differentiation of the function with respect to its independent 

variable.  Upon dividing both sides of Equation 28 by XYZ we arrive at the following  

 
'' '' ''

0
X Y Z
X Y Z

+ + =  (29) 

In order for Equation 29 to be satisfied, each of the quotients X’’/X, Y’’/Y, and Z’’/Z must 

be constant.  Therefore, each pair of quotients and constants provides a separate ordinary 

differential equation that may be solved independently using the stated boundary 

conditions.   

 For instance, if we assume that the quotient X’’/X is equal to a constant, -�2, then 

we have the following ordinary differential equation 

 2'' 0X Xλ+ =  (30) 

We know that the walls at x = 0 and x = L are adiabatic, so we have  

 ' 0 0
T

X YZ at x and x L
x

∂ = = = =
∂

 (31) 

Wishing to ignore the trivial case where either, or both, of the funtions Y(y) and Z(z) 

vanish, we set X’ = 0 at x = 0 and x = L.  This provides the boundary conditions from 

which to solve the ODE in Equation 30.  Solutions for the functions Y(y) and Z(z) are 



 

 86 

found in an analogous way.  The details of this process are long and beyond the scope of 

this document.  Books by Carslaw and Jaeger �[66] and Strauss �[67] will provide a 

sufficient overview of the method of separation of variables for the interested reader.   

 The final solution for the temperature field in the system shown in Figure �4-6 is 

reported in �[49] to be: 
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(32) 

Notice in Equation 32 that the bulk temperature of the fluid has been placed on the left 

hand side of the equation, yielding an expression for the temperature excess, �Tbulk, in the 

solid.  The eigenvalues are given by , ,m n

m n
L L
π πλ δ= = and 2 2

mn m nβ λ δ= + and the Fourier 

coefficients are found from application of the boundary conditions in the z-direction.  

Imposing the boundary conditions at z = 0 results in expressions for the ‘A’ coefficients 

as follows: 
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Meanwhile, the ‘B’ coefficients are found from application of the boundary condition at z 

= t1.  The coefficient B0 is found to be 2
1Q k L−  and the remaining ‘B’ coefficients are 

related to those in Equation 34 by a parameter, �, in the following way 

 , , , ,m n mn m n mnB Aϕ= −  (35) 

where the spreading parameter, �, is a function of a dummy variable �, with �(�) given by 
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and � is replaced by �m, �n, or �mn in Equation 36 as appropriate.   

 An expression for the excess temperature on the active side of the chip can be 

found by substituting z = 0 into Equation 32.  The nature of the hyperbolic sine and 

hyperbolic cosine functions is such that sinh(0) = 0 and cosh(0) = 1.  This conveniently 

allows us to drop some terms in Equation 32 to arrive at a simpler expression for the 

excess temperature on the heated side of the solid 
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 The authors of �[65] report that the excess temperature on the active side of the 

chip (z = 0) in a bi-layer system can be obtained through use of Equation 37 when some 

simple substitutions are made for the coefficient A0 (Equation 33) and the parameter �(�) 

(Equation 36).  The proposed expressions for A0 and �(�) for a bi-layer system are given 

by Equations 38 and 39, respectively. 

 1 2
0 2

1 2
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L k k h
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The new parameters in Equation 39 are to be evaluated as 2
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where � is again replaced by �m, �n, or �mn as appropriate. 

 Bear in mind that the conductivity of the second layer, k2, is assumed to be 

isotropic in the above expressions.  However, it is revealed in �[65] that if either of the 

layers exhibits orthotropic conductivity, the solution for purely isotropic layers can be 

used when the following length scale and conductivity transformations are employed in 

the subject orthotropic layer: 

 

/

eq xy z

eq
z xy

k k k k

t
t t

k k

→ =

→ =
 (40) 

Thus, k2 and t2 in Equations 38-39 can be replaced by the transformations in Equation 40 

to account for orthotropicity in the spreader.   

 The collection of Equations 37-40, along with the Fourier coefficients in Equation 

34, provide a full solution for the excess temperature on the active side of the compound 
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structure shown in Figure �4-5.  The overall resistance to heat transmission for the system 

in Figure �4-5 is comprised of 1) the resistance to one-dimensional heat flow, and 2) the 

spreading resistance.  Each of the four terms in Equation 37 can be traced to one of these 

two resistances.  The first term in Equation 37 is the Fourier coefficient, A0, which is 

given by Equation 38 and is attributable to uniform one-dimensional conduction through 

the compound system.  The three remaining terms are related to thermal spreading and 

thus vanish as the hotspot size approaches the chip size.  It will prove useful to relate 

parametric trends to the concepts of one-dimensional and spreading resistances in later 

discussions.  Therefore, the above results will now be recast in terms of thermal 

resistance following the work of Muzychka, et al. �[65]. 

 The total thermal resistance can be related to the average excess temperature at 

the hotspot through the following definition 

 bulk
T

T
R

Q
∆=  (41) 

where RT is the total thermal resistance, including thermal transport by both conduction 

and convection.  The term bulkT∆  in Equation 41 is found by integrating Equation 37 over 

the hotspot region and dividing by the hotspot area, or, expressed mathematically: 

 
1

( , ,0)
s

bulk bulk s
s A

T T x y dA
A

∆ = ∆��  (42) 

As noted, the total thermal resistance is also the sum of the one-dimensional resistance 

and the spreading resistance as follows 

 1T D sR R R= +  (43) 

The one-dimensional resistance to heat conduction is easily found to be 
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1

1
D

z

t t
R

k L k L hL
= + +  (44) 

 Meanwhile, the spreading resistance, Rs, can be found by substituting Equations 41, 42, 

and 44 into Equation 43: 

 1 2
2 2 2

1

1 1
( , ,0)

s

s bulk s
s zA

t t
R T x y dA

A Q k L k L hL
� �

= ∆ − + +� �
	 


��  (45) 

The integration in Equation 45 was carried out by Yovanovich et al. in �[68] and was 

found to yield the following expression for the spreading resistance in a bi-layer structure 

with a centrally located flux-spot 
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 (46) 

where the eigenvalues are the same as those for Equation 32 and the parameter 	 is given 

by Equation 39.  The reader is reminded that the thickness and conductivity 

transformations given in Equation 40 can be used  in Equation 46, if either of the layers 

exhibit orthotropic conductivity. 

 The analytical solutions developed in this section allow for rapid exploration of 

the parametric trends in hotspot remediation with orthotropic TIMs/spreaders.  MATLAB 

codes were developed to aid in the evaluation and graphical representation of the series 

solutions presented above (see Appendix B).  Input parameters to the MATLAB program 

were varied to determine the parametric sensitivities of hotspot temperature and overall 

thermal resistance to 1) in-plane spreader conductivity, 2) spreader thickness, 3) hotspot 
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size, and 4) heat transfer coefficient.  The results of these parametric explorations are 

discussed in the following sections. 

 

Variation of In-Plane Spreader Thermal Conductivity 

Successful hotspot remediation via implementation of an orthotropic spreader depends on 

the ability of the spreader to conduct heat away from local regions of high heat flux to 

other parts of the chip with lower thermal loads.  Therefore, one might anticipate that the 

hotspot remediation provided by an orthotropic spreader is directly tied to its in-plane 

thermal conductivity, kxy.  This conclusion is supported by the thickness and conductivity 

transformations in Equation 40, which clearly show that any increase in kxy for fixed 

values of kz and t will result in larger values keq and teq.  Both of these effects reduce the 

spreading portion of the overall thermal resistance, while the resistance to one-

dimensional conduction remains constant (since teq/keq = t/kz).  Therefore, an increase in 

the conductivity ratio, kxy/kz, leads to an attendant decrease in the overall thermal 

resistance, and thus a decrease in the average hotspot temperature.   

 A representative chip/spreader system with the parameter settings listed in Table 

�4-1 was used to determine the magnitude of the benefits of increasing kxy (see Figure �4-5 

for parameter definitions).  Please note that the parameters in Table �4-1 will be used 

throughout this section and can be assumed unless otherwise specified.  The thru-plane 

conductivity of the spreader, kz, was chosen to be 5 W/m-K because this is a nominal 

thru-plane conductivity for some natural graphite materials as well as pyrolytic graphite 

�[69]-�[70].  A heat transfer coefficient of 10,000 W/m2-K was applied to represent the 

presence of an aggressive cooling approach (e.g. pool boiling or a microchannel cold 
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plate); also, and average heat transfer coefficient of 10,000 W/m2-K can be achieved in 

the internal cooling approach outlined in the previous chapter with a fluid inlet velocity 

of 0.55 m/s and a gap of 500 �m. The in-plane conductivity was varied between 5 and 

1800 W/m-K in order to determine the effect that the degree of anisotropy had on hotspot 

remediation. 

 

Table �4-1: Parameter Settings for kxy variation 

 

 

 The excess temperature profiles on the active side of the chip, subjected to a 

1.4kW/cm2, 0.5mm flux spot, are shown for several different in-plane conductivities in 

Figure �4-7.  It is found that the isotropic spreader (kz = kxy = 5 W/m-K) has a hotspot 

temperature that is nearly 47.5 C above ambient.  As expected, increasing the in-plane 

conductivity, kxy, decreases this temperature excess.  For kz = 5 and kxy = 350, which is 

representative of natural graphite sheets �[69], the hotspot temperature is ~9.3 C below 

that obtained through use of the isotropic spreader.  If the in-plane conductivity is further 

increased to 1800 W/m-K, a hotspot suppression of ~14.3 C is attained.  It is noteworthy 
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that while high in-plane conductivities yield substantial reductions in the maximum 

hotspot temperature, which occupies 0.16mm2, much of the chip area and most notably 

the edges of the chip experience very modest increases in temperature.   

 

 

Figure �4-7: Excess temperature profiles taken through the middle of the active chip 
surface for various kxy  

 

 Hotspot remediation relative to the temperature rise resulting from a low 

conductivity isotropic spreader is more clearly shown for each kxy on the left side of 

Figure �4-8.  In order to put these results into context, the performance of several 

alternative spreaders with varying conductivities were evaluated subject to the same 

geometric parameters and thermal boundary conditions listed in Table �4-1.  With the 

isotropic spreader (k = 5 W/m-K) as a baseline, the hotspot cooling achieved by each 

alternative spreader is shown on the right hand side of Figure �4-8.  The first data point 

corresponds to an isotropic spreader with the same conductivity of the silicon chip, k = 
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163 W/m-K; this scenario represents the possibility of simply extending the silicon chip 

to provide better cooling.  It is found that extending the silicon in this way provides about 

18.3 C of cooling, which exceeds by 4 C the hotspot suppression achieved through use of 

the orthotropic spreader with kz = 5 W/m-K and kxy = 1800 W/m-K.   However, it can be 

seen in Figure �4-8 that an orthotropic spreader with kz = 10 W/m-K and kxy = 1700 W/m-

K – which is characteristic of annealed pyrolytic graphite (APG) �[70] – is found to 

provide the same hotspot suppression as the extended silicon chip.  Implementation of a 

copper spreader with isotropic thermal conductivity of 400 W/m-K provides further 

hotspot suppression of ~23.0 C.  Of the alternative spreaders considered, the best hotspot 

suppression of ~27.0 C was provided by the orthotropic CVD diamond film with kz = 

1450 W/m-K and kxy = 2000 W/m-K �[71].  In the case of the diamond it was assumed, 

perhaps unrealistically, that the larger of the diamond’s conductivities could be oriented 

to correspond with the plane of the chip.  Regardless, the exceptional performance of the 

diamond film is most readily attributed to its large average thermal conductivity, with 

only modest enhancement coming from its relatively small degree of anisotropy.  For 

instance, the orthotropic diamond considered here only provides 0.4 C better cooling than 

an isotropic spreader with kz = kxy = 1450 W/m-K.  Also, orienting the conductivities in a 

more realistic fashion, with kz = 2000 W/m-K and kxy = 1450 W/m-K, reduces the 

hotspot temperature by only 0.3 C.  Thus, the anisotropy of the diamond plays only a 

minor role in its effectiveness as a spreader. 
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Figure �4-8: Hotspot cooling compared to an isotropic spreader 

 

 The above results show that increasing the in-plane thermal conductivity of an 

orthotropic spreader can provide substantial hotspot temperature reduction.  For the 

parameters considered, the cooling performance of a highly orthotropic APG spreader 

was able to match the cooling provided by an equal thickness of pure silicon.  This is an 

important result given the general reluctance of chip manufacturers to allocate valuable 

silicon for thermal management that might otherwise be used to produce more chips.  

Despite the good performance of the best highly orthotropic spreaders, an equally sized 

copper spreader provides about 4 C better hotspot remediation for the conditions 

examined.  However, natural graphite orthotropic spreaders may have a practical 

advantage over copper spreaders in space-constrained 3D chip stacks since they provide 

respectable hotspot cooling, yet can be made extremely pliable and thin (one company 

supplies 50 �m thick graphite sheets �[72]).  Also, graphite spreaders offer a weight 

advantage over copper spreaders of equal size since the density of natural graphite is 
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approximately 4 times lower than that of copper.  This weight difference could be 

significant in mobile applications where portability is a top concern.  Furthermore, highly 

orthotropic spreaders with low thru-plane conductivity have the ability to reduce hotspot 

temperatures while simultaneously insulating adjacent layers of a 3D chip stack.  

 A more subtle advantage of highly orthotropic TIMs/spreaders is that they tend to 

reduce surface temperature variation at the interface with the cooling scheme.  Figure �4-9 

shows the temperature rise on the back of the silicon, copper, and APG spreaders as a 

function of location on the back of the spreader.  The �T displayed in Figure �4-9 is the 

difference between the local temperature and the edge temperature; thus, the value of �T 

vanishes for all profiles as the edge of the spreader is approached.  For the parameters 

considered it can be seen that the silicon and copper spreaders allow a maximum 

temperature variation of 8 C and 4.3 C on the back of the spreader, respectively, 

compared to a maximum variation of 0.05 C for the APG spreader.  As such, 

implementation of an APG spreader would yield a system that is less susceptible to local 

dryout or critical heat flux under the influence of a directly applied two-phase cooling 

scheme (e.g. pool boiling or flow boiling).   
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Figure �4-9: Temperature rise on the back of silicon, copper, and APG spreaders 

 

Variation of Spreader Thickness 

The thickness of the TIM/spreader in Figure �4-5 will play a direct role in not only hotspot 

cooling performance, but also in the realistic implementation of orthotropic 

TIMs/spreaders in 3D chip stacks where persistent miniaturization trends set practical 

limits on the space claimed by thermal management solutions.  As such, it is important to 

explore the tradeoffs between spreader thickness and cooling performance when 

assessing the merits of an anisotropic spreader.  The impact of spreader thickness on 

hotspot remediation is best understood in terms of the overall thermal resistance of the 

system, RT, which is the sum of the spreading resistance, Rs, and the resistance to one-

dimensional conduction and convection, R1D (see Equation 43).  MATLAB codes were 

developed to aide in the evaluation of R1D (Equation 44) and Rs (Equation 46) for various 

spreader thicknesses (see Appendix C). 
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 Using the model in Figure �4-5 and the parameter settings in Table �4-1, the 

thickness of each of the spreaders represented in Figure �4-8 was varied to determine the 

effect on R1D, Rs, and hence RT.  Typical trends seen during this analysis are depicted in 

Figure �4-10 where it is clear that the total thermal resistance experiences a minimum for 

some critical value of the spreader thickness.  This can be explained by monitoring the 

variations of Rs and R1D for increasing spreader thickness.  Near a spreader thickness of 

zero, the total thermal resistance of the system approaches that of a single layer of silicon 

(see Figure �4-6).  As thickness increases, the one-dimensional resistance grows linearly 

and the spreading resistance deteriorates monotonically.  Initially, Rs deteriorates at a 

greater rate than R1D increases so that the total thermal resistance declines.  However, Rs 

experiences a diminishing rate of decline for larger and larger spreader thickness such 

that the negative slope of Rs eventually equals the positive slope of R1D in magnitude.  

The thickness at which this occurs is the optimum spreader thickness for minimization of 

the total thermal resistance (and, thus, minimization the average hotspot temperature).  

For any increase in spreader thicknesses beyond this optimum, the linear rise in R1D is 

greater than the decrease in Rs and the total thermal resistance increases.   
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Figure �4-10: Typical thermal resistance trends for various spreader thicknesses 

 

 It should be noted that the spreading resistance trend shown in Figure �4-10 is only 

observed for spreaders of sufficiently high conductivity.  If spreader conductivities 

become low enough, the variation of spreading resistance with thickness can change 

significantly, causing the variation of RT to diverge from the trend observed in Figure 

�4-10.  For instance, consider again the model in Figure �4-5 with the settings in Table �4-1 

and an isotropic spreader of kz = kxy = 5 W/m-K.  The variation of spreading resistance 

with increasing thickness is shown for this case in Figure �4-11 (All of the spreading 

resistance data in Figure �4-11 is normalized by the spreading resistance that would be 

achieved if no spreader were present and the bare chip was cooled directly by the same 

heat transfer coefficient; this resistance is called Rbare and Rs/Rbare�1 as t2�0).  It can be 

see that Rs persistently escalates for increasing values of t2; thus, no minimum total 

thermal resistance exists and the addition of any size spreader, in this case serving as an 

“insulator,” will only increase the average hotspot temperature as compared to the case of 
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a directly cooled bare chip.  A more complex spreading resistance variation is seen in 

Figure �4-11 for an orthotropic spreader with kz = 5 W/m-K and kxy = 20 W/m-K.  The 

spreading resistance first decreases, then achieves a minimum near 130 �m, and finally 

increases for all larger thicknesses.  A similar undulating pattern is seen for an isotropic 

spreader with kz = kxy = 10 W/m-K.  It is possible for the total thermal resistance to 

undergo a minimum for these more complex Rs patterns, but no minimum is guaranteed; 

rather, the existence of a minimum will depend on the rate at which the one-dimensional 

resistance increases.   

 

 

Figure �4-11: Rs variations for spreaders with ‘low’ and ‘intermediate’ thermal 
conductivity 

 

 Analytical determination of the conductivity marking the transition from the 

spreading resistance variations shown in Figure �4-11 to the monotonically decreasing 

trend shown in Figure �4-10 is made difficult by the mathematical complexities of the 
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equation for spreading resistance (Equation 46).  Therefore, the developed MATLAB 

code was used to approximately determine this transition point by trial and error.  For the 

parameters considered, it was found that the development of a monotonically decreasing 

spreading resistance occurs in the vicinity of keq = 14.5 W/m-K for either an isotropic or 

orthotropic spreader, where keq = kz = kxy for an isotropic material and keq for an 

orthotropic spreader is given by Equation 40.  Solution of Equation 40 for an orthotropic 

spreader with kz = 5 W/m-K reveals that an in-plane conductivity greater than 42 W/m-K 

will yield keq 
 14.5 W/m-K, and thus, a spreading resistance trend like that shown in 

Figure �4-10.   

 In the previous section, the sensitivity of hotspot temperature was explored with 

respect to varying in-plane conductivity for TIMs/spreaders of fixed thickness with kz = 5 

W/m-K (see Figure �4-8, left side).  The same range of spreader conductivities will now 

be examined for varying spreader thickness.  Figure �4-12 – which shows the variation of 

total thermal resistance against spreader thickness for a variety of kxy – confirms the 

expectations set forth in the preceding paragraphs.  First, the total thermal resistance for 

each of the kxy curves approaches the resistance of a directly cooled chip as spreader 

thickness approaches zero (RT�10.84 K/W as t2�0).  Second, corroborating the results 

of the previous section, the total thermal resistance and average hotspot excess 

temperature decrease for increasing kxy.  Third, for low in-plane conductivities – as seen 

for the dashed lines where kxy = 5 and 25 W/m-K – there is no optimum thickness and RT 

is strictly increasing.  Finally, high in-plane conductivities yield a trend like that in Figure 

�4-10 where RT is minimized for some optimum spreader thickness.  The optimum 



 

 102 

thickness varies with in-plane conductivity as shown in Figure �4-13, exhibiting a peak 

optimum thickness of ~160 �m in the vicinity of kxy = 200 W/m-K.   

 

 

Figure �4-12:  Variation of RT and average hotspot excess temperature for increasing 
spreader thickness (kz = 5 W/m-K) 
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Optimum Spreader Thickness for Various kxy with kz = 5 W/m-K
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Figure �4-13:  Optimum Spreader thickness varies with in-plane thermal conductivity 

 

 Recall that several alternative spreaders were examined in the previous section, 

namely annealed pyrolytic graphite (APG), silicon, copper, and CVD diamond (see 

Figure �4-8, right side).  The variation of RT with t2 for each of these alternative spreaders 

can be seen in Figure �4-14.  It is found that the highly orthotropic APG exhibits similar 

behavior to that shown in Figure �4-12, with a distinct minimum occurring at a spreader 

thickness of 157 �m.  However, the silicon, copper, and diamond spreaders all exhibit a 

broad ‘plateau’ for which the thermal resistance remains relatively constant with 

thickness (these spreaders do indeed have minimum values of RT, but the minima occur 

beyond the 2 mm thickness at which plotting was stopped in Figure �4-14).  The 

appearance of the ‘plateau’ for in total thermal resistance for silicon, copper, and 

diamond is attributable to the high thru-plane conductivities of these materials.  Recall 

from the discussion of Figure �4-10 that a minimum in RT occurs when the downward 
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slope of Rs is equal to the upward slope of R1D.  The one-dimensional resistance of a 

spreader with high kz is relatively insensitive to changes in t2; therefore, the negative 

slope of Rs must decrease significantly in magnitude before it offsets the positive slope of 

R1D.  For silicon, copper, and diamond, the slope of Rs approaches that of R1D quite 

slowly, leading to the formation of the ‘plateau’ seen in Figure �4-14.  The thicknesses at 

which the total resistance of silicon, copper, and diamond are within about 1% of their 

minima are 1400 �m, 1300 �m, and 800 �m, respectively. 

 

 

Figure �4-14: Variation of RT for increasing spreader thickness for alternative spreaders 

 

 Figure �4-13 and Figure �4-14 reveal that highly orthotropic graphite 

TIMs/spreaders yield optimum hotspot cooling performance at relatively low thicknesses 

– under 165 �m – for the conditions examined.  Furthermore, it is interesting to note in 

Figure �4-14 that the orthotropic APG spreader yields lower average hotspot temperatures 
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than copper for thicknesses up to ~200 �m and lower temperatures than silicon up to 

~500 �m.  Also, the minimum average hotspot excess temperature for APG is 24.4 K at 

157 �m, which is only 5.0 K and 1.3 K hotter than that provided by nine times the 

thickness of copper and silicon (~1.4 mm), respectively.  The exceptional performance of 

highly orthotropic TIMs/spreaders at low thickness may lead them to be favored over 

conventional heat spreading materials in space constrained 3D chip stacks.   

 Up to this point, the thickness of the silicon chip in Figure �4-5 has been fixed at 

250 �m for all cases.  One can understand that the silicon chip may indeed exhibit 

different thicknesses depending on wafer processing, and that these different chip sizes 

will affect the overall thermal resistance of the chip/spreader system.  The variation of RT 

with spreader thickness is shown in Figure �4-15 for a spreader with kz = 5 W/m-K and kxy 

= 350 W/m-K, where each of the plotted line represents a different chip thickness (all 

other parameters remain unchanged, see Table �4-1).  The total thermal resistance is seen 

to decrease with increasing chip thickness.  However, it is clear that the additional 

cooling provided by an optimally thick spreader becomes less dramatic for greater chip 

thicknesses.  This is more clearly shown in Figure �4-16 where the RT data for each plotted 

line in Figure �4-15 has been normalized by the total thermal resistance the would exist if 

the spreader were removed and the bare chip were cooled directly (this resistance is 

called RT,bare).  It is seen that an optimally thick spreader reduces RT,bare by ~43% when 

the chip is 75 �m thick but only reduces RT,bare by ~7% when the chip is 400 �m thick.  

The reduction in spreader effectiveness for increasing chip size is the result of the silicon 

bearing more of the burden of spreading heat, and thus is not exclusive to orthotropic 

spreaders (i.e. highly conductive isotropic spreaders suffer an analogous reduction in 
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effectiveness).  As chip thicknesses shrink – which is a likely scenario as chip 

manufactures strive to more efficiently utilize expensive silicon ingots – the inherent 

spreading provided by the chip is reduced.  The results in Figure �4-16 indicate that the 

implementation of orthotropic TIM/spreaders can compensate for the loss of inherent 

spreading in thinner silicon chips of the future.  

 

 

Figure �4-15: Effect of chip thickness of spreader thickness variation for an orthotropic 
spreader with kz = 5 W/m-K and kxy = 350 W/m-K 
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Figure �4-16:  Normalized total resistance for different chip thicknesses and an orthotropic 
spreader with kz = 5 W/m-K and kxy = 350 W/m-K 

 

 Figure �4-16 also reveals that increasing chip thicknesses are accompanied by a 

steady decrease in the optimum spreader thickness for a given kxy.  In order to better 

understand this variation, the plot in Figure �4-13 was reproduced for different values of t1.  

The results can be seen in Figure �4-17, and it is clear that smaller chip thicknesses yield a 

larger optimum spreader thickness for a given kxy.  Also, thicker chips yield lower 

sensitivity of optimum thickness to in-plane conductivity, as evidenced by the 

suppression of the peak optimum thickness in Figure �4-17 for larger values of t1. 
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Optimum Spreader Thickness for Various kxy and t1 with kz = 5 W/m-K 
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Figure �4-17: Change in optimum spreader thickness for various kxy and t1 

 

Variation of Flux-Spot Size and Heat Transfer Coefficient 

The size and overall power dissipation of a flux-spot are dependent on the intensity of the 

computational task being performed and the allocation of processing resources on the 

chip.  Thus, the wide variability of 3D chip architectures implies the potential for a 

myriad of flux-spot sizes and power dissipations to be encountered.  Also, the assortment 

of available cooling approaches – from high end liquid cooling to traditional heat sink/fan 

combinations – supply a wide range of potential heat transfer coefficients.  Both of these 

parameters – flux-spot size and heat transfer coefficient – have an immediate effect on 

the temperature achieved at the hotspot.  This section investigates the sensitivity of 
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hotspot temperature to flux-spot size and heat transfer coefficient for the system in Figure 

�4-5. 

 Figure �4-18 depicts an example of the temperature rise associated with a 500 x 

500 �m hotspot under the influence of a 1.4 kW/cm2 heat flux on the 1 x 1 cm 

chip/spreader system of Figure �4-5.  For progressively larger flux-spots, the temperature 

spire will become broader and exhibit flatter and flatter peaks.  Eventually, the active 

chip temperature will approach the uniform value associated with one-dimensional 

conduction in the limit that the flux-spot size approaches the size of the chip.  

Alternatively, the temperature spike is expected to vanish as the flux-spot size approaches 

zero.  These two limiting cases provide upper and lower bounds for the hotspot 

temperature and give a sense of the general shape and magnitude of the temperature rise 

for different flux-spot sizes. 

 

 

Figure �4-18: Generic 3D plot of the temperature spike on the active side of the chip 
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 The temperature rise associated with very small flux-spots (i.e. those that are 

small in comparison to the chip dimensions) is dominated by thermal spreading in the 

silicon, and thus is relatively insensitive to the presence of the spreader and the nature of 

the applied cooling scheme.  Therefore, it can be expected that very small flux-spots will 

yield thermal behavior akin to that of a flux-spot acting on a semi-infinite slab of silicon.  

For larger flux-spots, the TIM/spreader characteristics and the applied heat transfer 

coefficient will exert increasing influence on the hotspot temperature, causing the hotspot 

temperature to diverge from that predicted by the semi-infinite slab model.  The effects of 

varying spreader and chip properties were examined in the previous section and the 

effects of varying heat transfer coefficient will be discussed later in this section.  

 The peak temperature for the classical case of a flux-spot acting on a semi-infinite 

medium of isotropic conductivity, k1, is given by the following expression �[73] 

 
1

''
edge

q w
T

k π
∆ =  (47) 

where q’’ is the applied heat flux, w is the length of one side of the square flux-spot and 

�Tedge is the difference between the peak temperature and the edge temperature (for a 

semi-infinite solid the “edge” is assumed to be infinitely far away and have a temperature 

approaching 0 K).  Equation 47 is plotted in Figure �4-19 for flux-spots that are 10 �m – 

500 �m one a side with an applied flux of 1.4 kW/cm2.  The peak-to-edge temperature 

difference is also plotted in Figure �4-19 against w for three alternate chip thicknesses in 

the chip/spreader system defined by Figure �4-5 and Table �4-1 (where kxy = 100 W/m-K 

for the orthotropic spreader).  The edge temperature used in the definition of �Tedge for 

the finite case is found by substituting x = 0 and y = L/2 into Equation 37 and adding the 

bulk fluid temperature (see Figure �4-5 for the coordinate system).  As expected, the peak 
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temperature rise asymptotically approaches the semi-infinite case as the flux-spot size 

tends toward zero.  For larger flux-spots, the finite nature of system, the spreader 

characteristics, and the applied heat transfer coefficient all exert greater influence on the 

temperature profile and cause a divergence of �Tedge from the semi-infinite prediction.  

Figure �4-19 also confirms the elementary result that, for systems with thicker chips, the 

temperature rise is well-approximated by the semi-infinite model over a wider range of 

flux-spot sizes.  

 

Variation of Hotspot Temperature Rise with Size of Flux Spot
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Figure �4-19: Hotspot temperature rise for escalating flux-spot size 

 

 The convective boundary condition applied to the back of the spreader in Figure 

�4-5 represents the presence of a global cooling solution.  The magnitude of the effective 

heat transfer coefficient depends on the nature of the convective heat transfer and 
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whether or not extended surfaces or other area enhancements are present in the cooling 

system.  It is thus desirable to determine the influence that a change in heat transfer 

coefficient has on hotspot temperature.  Given the form of the expression for one-

dimensional resistance in Equation 44, one can easily anticipate that R1D will vary as 1/h 

(R1D�� as h�0 and R1D� ( ) ( )1 1 2 zt k A t k A+  as h��).  However, the dependence of the 

spreading resistance to a change in heat transfer coefficient is less easily 

predicted.  Therefore, the developed MATLAB codes were used to explore the variation 

of Rs for heat transfer coefficients ranging from 1,000 to 10,000 W/m2K.  For the 

conditions in Table �4-1 with kxy = 350 W/m-K and the stated range of heat transfer 

coefficient, the spreading resistance is found to remain relatively constant, with only a 

modest decline for increasing heat transfer coefficient.  Figure �4-20 shows the total 

thermal resistance and its decomposition into R1D and Rs for this representative case.  As 

noted, Rs is seen to remain relatively constant wile R1D follows the expected 1/h 

variation.  Given the relative invariance of Rs with h, the variation of the total thermal 

resistance, and thus the average hotspot temperature, primarily exhibits a 1/h dependence 

on heat transfer coefficient.  Thus, the assumption that RT varies as 1/h can be used as an 

excellent first approximation. 
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Figure �4-20:  Sensitivity of the thermal resistances to varying heat transfer coefficient 
 

 

Numerical Simulations and Contact Resistance Variation 

 The parametric results above indicate that use of an orthotropic spreader is a 

promising approach to reducing hotspot temperatures.  However, it may be anticipated 

that the physical attachment of the orthotropic material to the back of the chip, as 

depicted in Figure �4-5, may well result in the creation of a potentially significant and 

deleterious thermal contact resistance.  Typical contact resistances for electronic 

packaging applications are reported to be in the range of 10-3 to 1.0 K-cm2/W �[75].  

Resistances of ~10-3 K-cm2/W are representative of an excellent interface achieved by 

monolithic growth or eutectic interface attachment, while resistances of ~1.0 K-cm2/W 

represent a relatively poor thermal interface achieved through the use of phase change 
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materials and elastomeric pads �[51].  It is desirable to model the contact resistance at the 

chip/spreader interface and determine its effect on hotspot remediation; however, to the 

author’s knowledge, there is no analytical solution that explicitly accounts for the contact 

resistance in a layered structure. Consequently, the parametric sensitivity of hotspot 

temperature to contact resistance is explored through numerical simulations with ANSYS 

for contact resistances varying from 0 to 1.0 K-cm2/W.  

  A one-quarter symmetry model of the chip/spreader structure shown in Figure 

�4-5 was created in ANSYS using the parameters listed in Table �4-1.  The tetrahedral 

version of ‘SOLID87’ – a ten node thermal element with a single degree of freedom 

(temperature) – was used to discretize both the chip and spreader domains as shown in 

Figure �4-21.  The mesh was refined significantly in the vicinity of the flux-spot in order 

to better resolve the large thermal gradients that are anticipated in this area.  For 

boundary conditions, an inward heat flux was applied at the flux-spot area and an 

effective heat transfer coefficient was applied to the top surface of the spreader (all 

remaining boundaries are adiabatic).  The thermal contact resistance enters into the 

numerical modeling through the use of so-called ‘Contact’ and ‘Target’ surface-to-

surface contact elements (‘TARGE170’ and ‘CONTA174’ were used in this ANSYS 

model).  One side of the chip/spreader interface is assigned the target surface, while the 

opposing side is declared a contact surface.  The appropriate elements are meshed onto 

the contacting surfaces of each volume and the combined presence of Contact and Target 

elements forms a so-called ‘contact pair.’  The nature of the contact between the elements 

is defined through the specification of certain ‘key options’ and ‘real constants’ that 

toggle particular interface handling characteristics for each of the TARGE170 and 
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CONTA174 element types �[74].  In this case, all mechanical properties of the interface 

are turned off, and only thermal characteristics are considered.  A symmetric surface-to-

surface interface with a specified thermal contact conductance was thus created between 

the chip and spreader volumes.  The final mesh consists of 298,645 elements (120,654 

elements in the chip volume, 160,654 in the spreader volume, 8,210 target elements, and 

9,136 contact elements).  Approximately 20 minutes are needed to run a single case on a 

Windows based operating system with 2 Gb of RAM and a Pentium 4 processor running 

at 2.66 GHz.   

 

 

Figure �4-21: Mesh used to evaluate the effects of contact resistance in ANSYS 

 

 The ANSYS numerical model is valuable because it makes possible the analysis 

of a physical situation for which there is no analytical solution.  Naturally, the lack of an 

analytical solution complicates direct validation of the full ANSYS model; however, one 

might reasonably assume that the full model is accurate if the accuracy of each salient 
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model feature can be independently validated.  The two major features of the ANSYS 

model in Figure �4-21 are the performance of the contact resistance and the resolution of 

complex thermal conduction from the flux-spot to the ambient.  Analytical solutions are 

available for each of these salient features and the following paragraphs will be devoted 

to independently verifying that the contact resistance and thermal spreading portions of 

the numerical model agree with analytically determined results.  

 Figure �4-22 depicts the representative two-layer system that was used to validate 

contact resistance modeling in ANSYS.  This model is nearly identical to that of Figure 

�4-5, except a contact resistance is included between the chip and spreader, and the heat 

flux is applied uniformly over the entire active surface of the chip.  Since the heat flux 

acts on the entire chip area and the edges are adiabatic, no lateral thermal conduction 

takes place and the system can be modeled by the simple one-dimensional resistance 

network shown in Figure �4-22.  The resistance network can be solved to find the contact 

resistance, Rc’’, and heat flux, q’’, if all other parameters are fixed.  The expressions for 

Rc’’ and q’’ are given by Equations 48 and 49, respectively, where �T is the interfacial 

temperature jump: 
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With knowledge of the above expressions for contact resistance and heat flux, one can 

choose values for �T and T1 such that it is convenient to verify ANSYS results.  
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Choosing the convenient values of �T = 10 K and T1 = 330 K and substituting them into 

Equations 48 and 49 reveals that a contact resistance of 0.606 K-cm2/W and a heat flux of 

165 kW/m2 are needed to achieve the stated �T and T1. 

  

 

Figure �4-22:  Model used to investigate the thermal contact resistance in ANSYS 

 

An ANSYS model was run for the system arrangement in Figure �4-22 with Rc’’ = 0.606 

Kcm2/W and q’’ = 165 kW/m2 to determine if the designed thermal characteristics would 

appear in the numerical results.  It can be seen from the resulting through-thickness 

temperature distribution in Figure �4-23 that, as designed, the temperature on the chip side 

of the interface is 330 K and a 10 K temperature jump exists at the interface (z = 0.25 

mm).  The matching between analytical and numerical results for this representative case 

provides validation that the contact resistance feature in ANSYS performs as expected.  
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Figure �4-23: ANSYS temperature profile through the thickness of the model in Figure 
�4-22. 

 

 With the knowledge that a contact resistance can be successfully modeled in 

ANSYS, attention now turns to validation of thermal spreading in the bi-layer 

chip/spreader system.  The analytical solutions discussed in the beginning of this chapter 

will be used as a benchmark for ANSYS results.  The usual baseline model defined by 

Figure �4-5 and Table �4-1 was created in ANSYS without a thermal contact resistance and 

the in-plane thermal conductivity of the spreader was varied in an attempt to reproduce 

the analytical results found on the left-hand side of Figure �4-8.   

 For low and moderate degrees of spreader anisotropy, excellent matching was 

found between the chip temperature profiles provided by ANSYS and the temperature 

profiles determined from the analytical expression in Equation 37.  For instance, Figure 

�4-24 shows good agreement between the numerical and analytical temperature profiles 

for a spreader with kz = 5 W/m-K and kxy = 50 W/m-K.  Furthermore, the 3D surface 
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temperature plots in Figure �4-25 show that analytically and numerically determined chip 

temperatures are in good agreement (to within 0.5%) over the entire active surface of the 

chip for a spreader with kz = 5 W/m-K and kxy = 100 W/m-K.  

 

 

Figure �4-24: Comparison of numerical and analytical temperature profiles on the active 
side of the chip for various for kxy = 50 and kxy = 1800 

 

 

Figure �4-25: Surface temperature plots show good matching for kxy = 100 W/m-K 
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 In contrast to the excellent agreement seen at low degrees of anisotropy, highly 

anisotropic spreaders yield some discrepancy between analytical and numerical results.  

Referring back to Figure �4-24, the case where kxy = 1800 W/m-K shows some 

inconsistency between analytical and numerical results, particularly in the vicinity of the 

hotspot where the ANSYS model tends to underpredict the analytically-derived hotspot 

temperature.  Due to limitations on node count in the version of ANSYS being used 

(512,000 node maximum), the model’s discretization could not be refined well enough to 

yield complete matching for high degrees of anisotropy.  Figure �4-26 shows the peak 

hotspot temperature predicted by ANSYS approaching the analytical peak hotspot 

temperature for progressive mesh refinement (kxy for the spreader is 500 W/m-K in this 

case).  The increase in node count was halted at ~415,000 in Figure �4-26 because further 

mesh refinement pushed the number of nodes beyond the limits of the software.  This 

~415,000 node mesh is depicted in Figure �4-21 and was used in all subsequent 

simulations since it provides the nearest agreement to analytical results.  Finally, Figure 

�4-27 shows the results of Figure �4-8 with analytical results overlaid.  This further 

illustrates that the hotspot temperatures predicted by analytical and numerical methods 

diverge as in-plane spreader conductivity is increased. 
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ANSYS Hotspot Temperature for 
Different Levels of Mesh Refinement
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Figure �4-26:  ANSYS results approach the analytical predictions for progressive node 
count 
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Figure �4-27: Numerical results under-predict hotspot cooling for larger and larger kxy/kz 
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 With validation that both contact resistance and thermal conduction can be 

accurately modeled in ANSYS for all but the most extreme cases of anisotropy, one 

might reasonably assume that the full ANSYS model – which accounts for spreading in 

the presence of a contact resistance – will be accurate under similar circumstances.  In 

order to obtain a general understanding of how the presence of a contact resistance affects 

the flow of heat in the system, the full ANSYS model was run for two extreme cases of 

contact resistance – i.e. perfect thermal contact (Rc’’ = 0 K-cm2/W) and very poor 

thermal contact (Rc’’ = 6 K-cm2/W).  The system parameters listed in Table �4-1 were 

used and the spreader conductivities were taken as kz = 5 W/m-K and kxy = 500 W/m-K.  

Figure �4-28 shows the resulting heat flux vectors near the flux-spot in the silicon chip for 

each contact resistance, with the results for perfect thermal contact on the top and poor 

thermal contact on the bottom.  Comparing the two heat flux plots reveals some subtle 

differences that indicate the influence of contact resistance on the flow of heat in the 

system.  In the case of perfect thermal contact, the heat flux vectors generally have a 

larger vertical component, representing the expectation that heat will more readily flow 

across the interface and into the spreader.  Similarly, the heat flux vectors in the case of 

poor thermal contact exhibit a greater component in the horizontal direction since, under 

the influence of the contact resistance, heat is required to spread more in the silicon 

before reaching the orthotropic TIM/spreader.  The contact resistance thus acts to more 

evenly distribute the heat flux imposed on the spreader, thereby reducing the spreader’s 

effectiveness.  Ultimately, the presence of the contact resistance results is larger peak and 

average temperature rises at the flux-spot (these peak and average are 61.9C and 57.7C 
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for the perfect interface, respectively, with the poor thermal interface resulting in 96.2C 

and 91.6C peak and average temperatures, respectively).   

 

 

Figure �4-28:  Heat flux plots in the silicon for perfect and poor thermal contact 

 

 With the expectation that hotspot temperatures should increase for escalating 

contact resistance, a total of 78 ANSYS simulations were run for contact resistances 

ranging from 0 K-cm2/W to 1 K-cm2/W, with model parameters defined in Table �4-1.  

Figure �4-29 depicts the increase in hotspot temperature over the stated contact resistance 

range for differing degrees of spreader anisotropy (the in-plane conductivities shown here 

are the same as those tested in Figure �4-7).  The reader is reminded that 10-3 K-cm2/W is 

a very low contact resistance that may be achieved by way of monolithic growth on the 

back of the chip or through the use of soldered interface; alternatively, a poor interface, 
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such as a loosely pressed interface with a phase change material or elastomeric pad, is 

represented by a contact resistance near 1 K-cm2/W. 
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Figure �4-29: Hotspot vs. contact resistance for various kxy 

 

 For the conditions studied, it is found that the contact resistance has a significant 

effect on hotspot temperature, particularly when extreme anisotropy is present in the 

spreader.  In order for a spreader with kz = 5 W/m-K and kxy = 1800 W/m-K to provide at 

least 10 K better hotspot cooling than the isotropic spreader, the contact resistance must 

be made lower than 0.1 K-cm2/W.  However, even for a contact resistance of 0.5 K-

cm2/W, a nearly 5 K temperature reduction can be achieved by the best orthotropic 

material and 3 or 4 K for more commonly available graphite TIM/spreaders. 
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 It was noted earlier in this chapter that the exceptional hotspot remediation 

provided by thin CVD diamond films is more attributable to their high average thermal 

conductivity than to their orthotropic nature.  Since it is generally beneficial to implement 

a spreader with a high average conductivity, and the aim of this chapter is to investigate 

the effects of orthotropic properties on hotspot remediation, the performance of diamond 

spreaders has been largely ignored thus far.  However, it is worth mentioning here that 

slightly orthotropic polycrystalline CVD diamond films offer a significant advantage in 

terms of contact resistance due to their ability to be monolithically grown on the back of 

the silicon chip.  The extremely high thermal conductivity of CVD diamond films, 

coupled with the potential to minimize contact resistance through monolithic growth on 

silicon, make diamond films an extremely attractive thermal spreader for this application 

for hotspot remediation.  However, the practical integration of CVD diamond growth into 

silicon wafer processing is a difficult since high temperatures (~900C) are typically 

needed.  If diamond is grown on a wafer as a final step, the high temperatures could 

damage existing circuitry and reduce yield.  Also, the cost of CVD diamond is often 

prohibitively high for all but the most advanced commercial and military applications.  

 

Conclusion 

The opening portion of this chapter introduced the growing problem of non-uniform on-

chip power dissipation in 3D microelectronic systems and reviewed potential methods for 

cooling the resulting ‘flux-spots.’  When used in the presence of a global cooling solution, 

anisotropic TIMs/spreaders, bonded directly to the silicon chip, can lower the 

temperature rise associated with a severe ‘flux spot’ by preferentially conducing heat 
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laterally away from the flux-spot, toward portions of the chip that are subjected to lower 

heat flux.  The bulk of this chapter served to explore the potential for such anisotropic 

materials to mitigate hot spots for different geometric parameters and varying degrees of 

anisotropy.  An existing analytical solution for a flux spot on a bi-layer slab was 

introduced and subsequently used to explore parametric sensitivities of in-plane thermal 

conductivity, TIM/spreader thickness, chip thickness, flux-spot size, and heat transfer 

coefficient.   

Increasing the in-plane conductivity of an orthotropic spreader with kz = 5 W/m-K 

revealed that hot spot temperatures can be suppressed 9.3C and 14.3C below the peak 

temperature attained for the isotropic spreader (kz = kxy = 5 W/m-K) with in-plane 

conductivities of 350 W/m-K and 1800 W/m-K, respectively.  Comparison of these 

results – which are representative of orthotropic natural graphite sheets – to common 

isotropic spreaders (e.g. silicon and copper) showed that better performance can 

sometimes be attained with the isotropic spreaders.  However, the natural graphite 

orthotropic TIMs/spreaders do provide respectable hot spot remediation and have added 

the benefits of being relatively low cost and low density.  Additionally, highly orthotropic 

spreaders suppress the temperature variation at the interface with the cooling scheme, 

which can delay the onset of dryout when direct two-phase cooling is applied. 

The interplay between the thickness of othrotropic TIMs/spreaders and the hot 

spot remediation that they provide is critical in space-constrained 3D chip stacks.  As 

such spreader thickness was varied in order to determine its effect on hot spot reduction.  

It was found that an optimum thickness, which minimizes the overall thermal resistance, 

exists above modest degrees of anisotropy.  For the conditions examined, highly 
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orthotropic spreaders are seen to exhibit relatively low optimum thicknesses in 

comparison to isotropic silicon and copper spreaders.  Furthermore, an annealed pyrolitic 

graphite spreader with kz = 10 W/m-K and kxy =1700 W/m-K was found to provide better 

hotspot mitigation than a silicon spreader for thicknesses less than 500 µm and better 

than a copper spreader for thicknesses less than 200 µm.  The exceptional performance of 

highly orthotropic spreader at very small thicknesses provides advantage over traditional 

isotropic materials in space-constrained 3D chip stacks. 

The variation of chip thickness, hot spot size, and applied heat transfer coefficient 

were also studied.  Parametric variation of the chip thickness revealed that the 

introduction of an optimally thick orthotropic spreader is less effective for thicker silicon 

chip since the silicon itself bears more of the spreading burden in this case.  In contrast, 

an optimally thick spreader offers a pronounced reduction of hot spot temperature when 

implemented on a relatively thin chip.  Orthotropic TIMs/spreaders can thus compensate 

for the loss of inherent thermal spreading that will occur in thinner chips of the future.  

Varying the flux-spot size, w, showed that the temperature rise associated with a heat flux 

acting on a semi-infinite silicon slab is approached as w vanishes.  The intuitive result 

that the hot spot temperature rise approaches the semi-infinite limit more rapidly for 

increasing chip thickness was also confirmed.  Variation of the applied heat transfer 

coefficient showed that the spreading resistance is relatively insensitive to variation of h 

from 1,000 to 10,000 W/m2-K.  It is therefore concluded that the variation of the total 

thermal resistance, and thus the average excess hotspot temperature, will very nearly 

exhibit a 1/h variation for the geometric parameters considered.  
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Finally, the detrimental effects of an interfacial contact resistance between the 

chip and spreader were evaluated through the use of a validated finite element model.  

The contact resistance has a deleterious effect on hot spot temperature because it requires 

that heat be spread more in the silicon chip before reaching the orthotropic TIM/spreader.  

Simulation results showed that an extremely robust thermal interface (i.e. one with 

contact resistance less than or equal to 10-3 K-cm2/W) had very little effect on the thermal 

performance of the considered orthotropic TIMs/spreaders.  However, as the thermal 

robustness of the interface deteriorates, so does spreader performance.  The deterioration 

in performance is particularly rapid when the spreader has a high degree of anisotropy.  

For contact resistances beyond 0.7 K-cm2/W, a highly orthotropic spreader with kz = 5 

W/m-K and kxy = 1800 W/m-K provided only slightly better hotspot reduction than an 

isotropic spreader with kz = kxy = 5 W/m-K.  Thus, efforts should be made to reduce the 

deleterious interfacial contact resistance that arises upon physical attachment of an 

orthotropic spreader onto the back of a silicon chip.  
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Chapter 5 :  Conclusions 

The opening chapter of this thesis served to introduce the interconnect delay bottleneck 

that is expected to limit the traditional progression of Moore’s law through device scaling 

in planar chips.  An alternative three-dimensional chip architecture has been identified 

which can potentially alleviate these interconnect delay issues while simultaneously 

allowing for the integration of heterogeneous technologies into a single 3D microsystem.  

While the benefits of 3D chip integration are clear, there are several obstacles to its 

broader implementation.  In particular, the issue of power dissipation is a major challenge 

to the development of high performance 3D chip stacks.  The well-documented 

difficulties in cooling future 2D chips will only be exacerbated by 3D architectures in 

which volumetric power density is increased and non-uniform power dissipation is more 

severe.  Traditional external cooling approaches using heat sink and fan combinations are 

unlikely to meet the needs of 3D chip stacks since high thermal resistance between 

internal device layers and the heat sink exist under traditional configurations.  The 

development of novel cooling approaches and accurate thermal modeling procedures is 

necessary to overcome the acute thermal challenges forecasted for 3D chip stacks.  

Therefore, this thesis focuses on three relevant topics in the cooling of 3D chip stacks:  1) 

the determination of effective thermal properties for use in compact thermal models, 2) 

single phase internal liquid cooling, and 3) hot spot remediation with orthotropic thermal 

interface materials.  It should be noted that this concluding chapter will discuss the results 

of these analyses in a general way.  More thorough and specific discussions can be found 

in the conclusions at the end of each of chapters 2, 3, and 4.  
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In light of the extremely complex electronic circuitry engendered by three 

dimensional system integration, compact thermal models are needed to efficiently assess 

the viability of different global cooling schemes.  The determination of equivalent 

thermal conductivity is often critical to the development of accurate compact thermal 

models.  A representative 3D chip stack was presented in Chapter 2 along with numerical 

and approximate analytical methods of determining its effective conductivity.  The 

analytical method consisted of simple one-dimensional conduction paths through 

different portions of the model, while the numerical simulations involved a more robust 

process of modeling the 3D circuitry in detail and performing a mesh sensitivity analysis 

to ensure the mesh-independence of the final results.  It was found that the approximate 

analytical method under-predicted the numerically determined equivalent thermal 

conductivities considerably.  It is thus concluded that a more thorough analytical 

approach, with a more detailed resolution of the relevant conduction paths, would be 

necessary to yield accurate equivalent thermal conductivity results.  However, analytical 

resistance networks can become cumbersome to use and time consuming to develop 

when the circuitry being represented exhibits significant complexity.  Numerical 

simulations also take considerable time to set up, run, and validate, but they will likely 

yield more accurate results than approximate analytical methods for complex circuits like 

the representative model considered Chapter 2.  Once in hand, these equivalent thermal 

conductivities, whether analytically or numerically determined, can be applied in 

compact global models to more efficiently evaluate the performance of various cooling 

approaches.  
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In Chapter 3, application of direct single phase internal liquid cooling with the 

dielectric liquid, FC-72, was explored for a novel hybrid 3D chip stack through numerical 

simulations with ANSYS CFX.  The hybrid 3D chip stack is comprised of upper and 

lower portions which are respectively referred to as the top chip stack (TCS) and bottom 

chip stack (BCS).  The TCS portion of the model imposes a significant heat load on the 

low power dissipation BCS.  In the proposed approach, cooling is achieved by flushing 

FC-72 through channel-like openings in the BCS.  Chapter 3 serves to 1) review relevant 

analytical methods for determining thermal and hydrodynamic behavior in the BCS, 2) 

develop and validate an approximate 2D model of the thermofluid conditions in the BCS 

for rapid parametric exploration, and 3) to develop a computationally demanding 3D 

model of the BCS in order to determine the flow conditions under which device 

temperatures could be reduced to the nominal 90-110C maximum operating temperature 

range for microelectronics.  It was shown developing flow conditions will prevail in the 

BCS for reasonable inlet velocities (i.e. above 1 m/s) due to the small channel dimensions.  

The 2D model simulations – which represented an unrealistic flow pattern in the BCS but 

allowed for rapid variation of system parameters – revealed that increasing the fluid inlet 

velocity and enhancing the thermal conductivity of the BCS material are two beneficial 

approaches to reducing device temperatures.  With these results as a guide, more accurate 

and resource intensive 3D simulations were run to determine the true BCS temperatures.  

It was found that inlet velocities of 20 m/s and an equivalent BCS ‘slice’ thermal 

conductivity of greater than 1200 W/m-K are needed to reduce device temperatures to 

less than 100C.  An inlet velocity of 20 m/s results in a pressure drop of ~2.4 atm, and the 
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enhanced BCS thermal conductivity of the can be achieved through the implementation 

of a high conductivity material, such as CVD diamond, on the silicon slices in the BCS.   

The concept that enhanced spreading in the BCS could reduce the detrimental 

effects of a localized high heat flux was continued in Chapter 4, in which the potential for 

anisotropic spreading materials to mitigate the detrimental high temperatures associated 

with non-uniform on-chip power dissipation (i.e. ‘flux-spots’) was explored.  When used 

in the presence of a global cooling solution, anisotropic TIMs/spreaders, bonded directly 

to the silicon chip, can lower the temperature rise associated with a severe ‘flux spot’ by 

preferentially conducing heat laterally away from the flux-spot, toward portions of the 

chip that are subjected to lower heat flux.  In Chapter 4 the hotspot remediation provided 

by anisotropic spreaders was quantified for different geometric parameters and varying 

degrees of spreader anisotropy.  An existing analytical solution for a flux spot on a bi-

layer slab was introduced and subsequently used to explore parametric sensitivities of in-

plane thermal conductivity, TIM/spreader thickness, chip thickness, flux-spot size, and 

heat transfer coefficient.  Later, a validated numerical model was used to determine the 

effects of a contact resistance at the chip/spreader interface.  It was found that highly 

orthotropic natural graphite spreaders (with kxy = 1800 W/m-K and kz = 5 W/m-K) can 

achieve 14.3C more hot spot cooling than an isotropic spreader (kz = kxy = 5 W/m-K) of 

the same thickness for a chip subjected to a 500 x 500 µm flux-spot dissipating 1.4 

kW/cm2.  Comparison of orthotropic spreaders and high conductivity isotropic spreaders 

such as silicon and copper revealed that highly orthotropic spreaders can yield better hot 

spot remediation, particularly at low spreader thicknesses.  The orthotropic graphite 

materials have the additional benefits of being more cost effective than increasing silicon 
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chip thickness, and being far less dense than both silicon and copper.  It was also found 

that highly orthotropic spreaders act to isothermalize the temperature at the interface of 

the spreader and the global cooling scheme.  These benefits along with the exceptional 

performance of highly anisotropic spreaders at small thicknesses may lead anisotropic 

spreaders to be favored over traditional isotropic spreaders in space-constrained 3D chip 

stacks where portability is a top concern.  However, as with any spreader, the physical 

attachment of an orthotropic TIM/spreader to a silicon chip can result in the formation of 

a deleterious interfacial contact resistance.  This effect of various contact resistances was 

explored with a numerical model created in ANSYS.  For the conditions considered, it 

was found that contact resistances below 0.05 K-cm2/W yield small performance losses, 

while a contact resistance of >0.7 K-cm2/W significantly reduce the hotspot remediation 

provided by even highly orthotropic spreaders.  Efforts should thus be made to reduce the 

severity of interfacial thermal contact resistances during assembly. 
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Appendix A:  Detailed Local Model Drawings for Chapter 2 
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Appendix B: MATLAB Code for Determining Hotspot Temperature 

clear 
clc 
  
%-------------------------------------------- 
% Chip Dimensions and Thermal Characteristics 
%-------------------------------------------- 
a = 1e-2;                            %Length of a side of the rectangular system, m 
b = a;                               %Length of the other side, m 
t_c = 250e-6;                        %Thickness of the chip, m 
k_c_perp = 163;                      %Thermal conductivity perpendicular to the plane of the chip, W/m-
K 
k_c_par = 163;                       %Thermal conductivity parallel to the plane of the chip, W/m-K 
k_c_e = (k_c_perp*k_c_par)^(1/2);    %Effective thermal conductivity of the chip, W/m-K 
t_c_e = t_c/(k_c_perp/k_c_par)^(1/2);    %Effective thickness of the chip, W/m-K 
  
  
%------------------------------------------------- 
% Spreader Dimensions and Thermal Characteristics 
%------------------------------------------------- 
t_s = 500e-6;                        %Thickness of the spreader, m 
k_s_perp = 5;                       %Thermal conductivity perpendicular to the plane of the spreader, 
W/m-K 
k_s_par = 350;                        %Thermal conductivity parallel to the plance of the spreader, W/m-
K 
k_s_e = (k_s_perp*k_s_par)^(1/2);    %Effective thermal conductivity of the spreader, W/m-K 
t_s_e = t_s/(k_s_perp/k_s_par)^(1/2);    %Effective thickness of the spreader, W/m-K 
  
  
%----------------------------------------------------------- 
% Hotspot Location, Dimensions, and Thermal Characteristics 
%----------------------------------------------------------- 
%% Please note that the origin is located at the bottom left corner of the 
%% rectangle.  The dimension, b, extends in the y-direction and the 
%% dimension, a, extends in the x-direction 
  
y_c = b/2;                          %y-location of hotspot, m 
x_c = a/2;                          %x-location of the hotspot, m 
c = 500e-6;                         %Extent of rectangular hotspot in the x-direction, m 
d = c;                         %Extent of rectangular hotspot in the y-direction, m 
q_flux = 1.4e7;                     %Heat flux at the hotspot, W/m^2 
Q = q_flux*(c*d);                   %Heat rate at hotspot, W                             
  
%------------------------------------------------- 
% System Constants (heat transfer coeff included) 
%------------------------------------------------- 
x = x_c;                                %x-location at which the temperature is desired, m 
y = y_c;                                %y-location at which the temperature is desired, m 
T_f = 298;                              %Bulk temperature of the convective fluid, K 
h = 10000;                              %Heat transfer coefficient on the back of the spreader, W/m^2-K 
kappa = k_s_e/k_c_e;                    %Parameter used to simplify later expressions, dimensionless 
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alpha = (1-kappa)/(1+kappa);            %Parameter used to simplify later expressions, 
dimensionless 
A_o = (Q/(a*b))*(t_c_e/k_c_e+t_s_e/k_s_e+1/h);  %The first Fourier Coefficient, based on 1-D 
conduction, K 
term1 = A_o;                                    %This is the first term of the solution 
  
  
%--------------------------- 
% Iterations for Summations 
%--------------------------- 
%% Iteration control 
m_max = 1000;                             %Number of iterations done on summations over m 
n_max = m_max;                             %Number of iterations done on summations over n 
  
%% Second Term of Solution 
term2m = 0;                               
for m = 1:m_max 
    term2=term2m;                         
    lambda2 = m*pi/a;                                %The eigenvalue, lambda 
    stigma2 = (lambda2+h/k_s_e)/(lambda2-h/k_s_e);   %greek letter used by Yovanovich, et al. 
     
    phi2 = (alpha*exp(4*lambda2*t_c_e) - 
exp(2*lambda2*t_c_e)+stigma2*(exp(2*lambda2*(2*t_c_e+t_s_e)) - 
alpha*exp(2*lambda2*(t_c_e+t_s_e))))/... 
           (alpha*exp(4*lambda2*t_c_e) + 
exp(2*lambda2*t_c_e)+stigma2*(exp(2*lambda2*(2*t_c_e+t_s_e)) + 
alpha*exp(2*lambda2*(t_c_e+t_s_e)))); 
     
    A_m2 = (2*Q*(sin((2*x_c+c)/2*lambda2)-... 
                 sin((2*x_c-c)/2*lambda2)))/... 
                (a*b*c*k_c_e*lambda2^2*phi2);       %Fourier Coefficients for the second term 
             if isnan(A_m2) 
                term2m = term2; 
                break 
            end 
   term2m = A_m2*cos(lambda2*x)+term2; 
end 
  
%% Third Term of the Solution 
term3n = 0; 
for n = 1:n_max 
    term3 = term3n; 
    delta3 = n*pi/b;                                %The eigenvalue, delta 
    stigma3 = (delta3+h/k_s_e)/(delta3-h/k_s_e);    %greek letter used by Yovanovich, et al. 
     
    phi3 = (alpha*exp(4*delta3*t_c_e)-
exp(2*delta3*t_c_e)+stigma3*(exp(2*delta3*(2*t_c_e+t_s_e))-
alpha*exp(2*delta3*(t_c_e+t_s_e))))/... 
           
(alpha*exp(4*delta3*t_c_e)+exp(2*delta3*t_c_e)+stigma3*(exp(2*delta3*(2*t_c_e+t_s_e))+alpha*
exp(2*delta3*(t_c_e+t_s_e)))); 
        
    A_n3 = (2*Q*(sin((2*y_c+d)/2*delta3)-... 
                 sin((2*y_c-d)/2*delta3)))/... 
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                (a*b*d*k_c_e*delta3^2*phi3);       %Fourier Coefficients for the third term 
             if isnan(A_n3) 
                term3n = term3; 
                break 
            end 
    term3n = A_n3*cos(delta3*y)+term3; 
end 
  
%% Fourth Term of the Solution 
term4mn = 0; 
for m = 1:m_max 
    term4n = 0; 
    term4m = term4mn; 
    lambda4 = m*pi/a;                               %The eigenvalue, lambda 
        for n = 1:n_max 
            term4 = term4n; 
            delta4 = n*pi/b;                        %The eigenvalue, delta 
            beta4 = (lambda4^2+delta4^2)^(1/2);     %The eigenvalue, beta 
            stigma4 = (beta4+h/k_s_e)/(beta4-h/k_s_e);    % greek letter used by Yovanovich, et al. 
             
            phi4 = (alpha*exp(4*beta4*t_c_e) - 
exp(2*beta4*t_c_e)+stigma4*(exp(2*beta4*(2*t_c_e+t_s_e)) - 
alpha*exp(2*beta4*(t_c_e+t_s_e))))/... 
                   (alpha*exp(4*beta4*t_c_e) + 
exp(2*beta4*t_c_e)+stigma4*(exp(2*beta4*(2*t_c_e+t_s_e)) + 
alpha*exp(2*beta4*(t_c_e+t_s_e)))); 
            
            A_mn4 = (16*Q*cos(lambda4*x_c)*sin(lambda4*c/2)*cos(delta4*y_c)*sin(delta4*d/2))/... 
                    (a*b*c*d*k_c_e*beta4*lambda4*delta4*phi4);      %Fourier Coefficients for the third 
term 
            if isnan(A_mn4) 
                term4n = term4; 
                break 
            end 
            term4n = A_mn4*cos(lambda4*x)*cos(delta4*y)+term4; 
        end 
    term4mn = term4n+term4m; 
end 
term1; 
term2m; 
term3n; 
term4mn; 
sum = term1+term2m+term3n+term4mn; 
T_hot = sum+T_f 
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Appendix C:  MATLAB Code for Varying Spreader Thickness 

clear 
clc 
  
%-------------------------------------------- 
% Chip Dimensions and Thermal Characteristics 
%-------------------------------------------- 
a = 1e-2;                            %Length of a side of the rectangular system, m 
b = a;                               %Length of the other side, m 
t_c = 400e-6;                        %Thickness of the chip, m 
k_c_perp = 163;                      %Thermal conductivity perpendicular to the plane of the chip, W/m-
K 
k_c_par = 163;                       %Thermal conductivity parallel to the plane of the chip, W/m-K 
k_c_e = (k_c_perp*k_c_par)^(1/2);    %Effective thermal conductivity of the chip, W/m-K 
t_c_e = t_c/(k_c_perp/k_c_par)^(1/2);    %Effective thickness of the chip, W/m-K 
  
  
%------------------------------------------------- 
% Spreader Dimensions and Thermal Characteristics 
%------------------------------------------------- 
t_s = [0e-6:40e-6:800e-6];            %Thickness of the spreader, m [1e-6:100e-6:5000e-6] 
k_s_perp = 400;                        %Thermal conductivity perpendicular to the plane of the spreader, 
W/m-K 
k_s_par = 400;                       %Thermal conductivity parallel to the plance of the spreader, W/m-
K 
k_s_e = (k_s_perp*k_s_par)^(1/2);    %Effective thermal conductivity of the spreader, W/m-K 
t_s_e = t_s/(k_s_perp/k_s_par)^(1/2);    %Effective thickness of the spreader, W/m-K 
  
  
%------------------------------------------------- 
% Hotspot Dimensions and Thermal Characteristics 
%------------------------------------------------- 
c = 500e-6;                         %Extent of rectangular hotspot in the x-direction, m 
d = 500e-6;                         %Extent of rectangular hotspot in the y-direction, m 
q_flux = 1.4e7;                     %Heat flux at the hotspot, W/m^2 
Q = q_flux*(c*d);                   %Heat rate at hotspot, W                             
  
%------------------------------------------------- 
% System Constants (heat transfer coeff included) 
%------------------------------------------------- 
T_f = 298;                              %Bulk temperature of the convective fluid, K 
h = 10000;                              %Heat transfer coefficient on the back of the spreader, W/m^2-K 
kappa = k_s_e/k_c_e;                    %Parameter used to simplify later expressions, dimensionless 
alpha = (1-kappa)/(1+kappa);            %Parameter used to simplify later expressions, 
dimensionless 
  
%--------------------------- 
% Iterations for Summations 
%--------------------------- 
%% Iteration control 
m_max = 1000;                             %Number of iterations done on summations over m 
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n_max = m_max;                             %Number of iterations done on summations over n 
  
for i = 1:length(t_s_e) 
%% First Term of Solution 
term1m = 0; 
for m = 1:m_max 
    term1=term1m; 
    delta1=m*pi/(a/2); 
    stigma1 = (delta1+h/k_s_e)/(delta1-h/k_s_e);   %greek letter used by Yovanovich, et al. 
     
    phi1 = (alpha*exp(4*delta1*t_c_e) + 
exp(2*delta1*t_c_e)+stigma1*(exp(2*delta1*(2*t_c_e+t_s_e(i))) + 
alpha*exp(2*delta1*(t_c_e+t_s_e(i)))))/... 
           (alpha*exp(4*delta1*t_c_e) - 
exp(2*delta1*t_c_e)+stigma1*(exp(2*delta1*(2*t_c_e+t_s_e(i))) - 
alpha*exp(2*delta1*(t_c_e+t_s_e(i))))); 
     
    term1m = (1/(2*(c/2)^2*(a/2)*(b/2)*k_c_e)*((sin(c/2*delta1))^2)*phi1/delta1^3)+term1; 
    if isnan(term1m) 
        term1m = term1; 
        break 
    end 
end 
  
  
%% Second Term of Solution 
term2m = 0;                               
for m = 1:m_max 
    term2=term2m;                         
    lambda2 = m*pi/(b/2);                                %The eigenvalue, lambda 
    stigma2 = (lambda2+h/k_s_e)/(lambda2-h/k_s_e);   %greek letter used by Yovanovich, et al. 
     
    phi2 = (alpha*exp(4*lambda2*t_c_e) + 
exp(2*lambda2*t_c_e)+stigma2*(exp(2*lambda2*(2*t_c_e+t_s_e(i))) + 
alpha*exp(2*lambda2*(t_c_e+t_s_e(i)))))/... 
           (alpha*exp(4*lambda2*t_c_e) - 
exp(2*lambda2*t_c_e)+stigma2*(exp(2*lambda2*(2*t_c_e+t_s_e(i))) - 
alpha*exp(2*lambda2*(t_c_e+t_s_e(i))))); 
         
    term2m = (1/(2*(d/2)^2*(a/2)*(b/2)*k_c_e)*((sin(d/2*lambda2))^2)*phi2/lambda2^3)+term2; 
    if isnan(term2m) 
        term2m = term2; 
        break 
    end 
end 
  
%% Third Term of the Solution 
term3mn = 0; 
for m = 1:m_max 
    term3n = 0; 
    term3m = term3mn; 
    delta3 = m*pi/(a/2);                               %The eigenvalue, lambda 
        for n = 1:n_max 
            term3 = term3n; 
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            lambda3 = n*pi/(b/2);                        %The eigenvalue, delta 
            beta3 = (delta3^2+lambda3^2)^(1/2);          %The eigenvalue, beta 
            stigma3 = (beta3+h/k_s_e)/(beta3-h/k_s_e);    %greek letter used by Yovanovich, et al. 
             
            phi3 = (alpha*exp(4*beta3*t_c_e) + 
exp(2*beta3*t_c_e)+stigma3*(exp(2*beta3*(2*t_c_e+t_s_e(i))) + 
alpha*exp(2*beta3*(t_c_e+t_s_e(i)))))/... 
                   (alpha*exp(4*beta3*t_c_e) - 
exp(2*beta3*t_c_e)+stigma3*(exp(2*beta3*(2*t_c_e+t_s_e(i))) - 
alpha*exp(2*beta3*(t_c_e+t_s_e(i))))); 
  
            term3n = 
(1/((c/2)^2*(d/2)^2*(a/2)*(b/2)*k_c_e)*(sin(c/2*delta3))^2*(sin(d/2*lambda3))^2*phi3/(delta3^2*lam
bda3^2*beta3))+term3; 
            if isnan(term3n) 
                term3n=term3; 
                break 
            end 
        end 
    term3mn = term3n+term3m; 
end 
term1; 
term2m; 
term3mn; 
k_s_e; 
t_s_e; 
R_s(i) = term1+term2m+term3mn; 
R_1D(i) = t_c/(k_c_perp*a*b)+t_s(i)/(k_s_perp*a*b)+1/(h*a*b); 
R_total(i) = R_s(i)+R_1D(i); 
T_bar(i) = R_total(i)*Q+T_f-273; 
combine(i,1) = t_s(i); 
combine(i,2) = R_total(i); 
combine(i,3) = R_total(i)*Q; 
end 
R_bare = 8.69509; 
plot(1e3*t_s,R_total,'color','g','Marker','o')    %,'Marker','o' 
hold on 
sorted = sortrows(combine,2); 
1e6*sorted(1,1) 
sorted(1,3) 
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