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Abstract—The 802.11 specification is an emerging standard for WLANs. Each transition has an enabling predicate and an actionad-he
In this plaper, we Pfoposef a formal model for a hs_eCt'O” of thedﬁlll (';"?C tions modify variables shared globally across machineseds w
protocol using systems of communicating machines. We modile adhoc |4 ianles local to a machine. The shared variables Eovid

mode of the DCF, i.e., CSMA/CA protocol and the MACA! using RTS/CTS . .
sequences. Each station is modelled as a finite state machindich has & powerful setting for capturing the broadcast network, tree

a set of local variables, and the Wireless Medium is modelleds a shared wireless medium shared by all the stations.
variable. Analyses show that the 802.11 MAC CSMA/CA protocband the : : : ;
MACA using RTS/CTS exchanges are free from state deadlocksnd non- The contributions of this paper are casting of the DCF and
executable transitions. However, the MACA protocol has a pential live- ~ the _MACA protocols of the 802.11 MAC protoco_l Ina fprmal
lock, though it is unlikely it will come to pass in normal operation. setting and the analyses for safety. Ideas used in the éxtens
Keywords—802.11, Communicating Machines, Formal Models, MACA, of SCMs with timing, introduced in [3], are used for captgrin

CSMA/CA timing specifications like timeouts.

The primary reasons for choosing SCMs for modelling are the

|. INTRODUCTION flexibility provided by variables with actions & & progrening

802.11 [1] is an emerging IEEE standard for Wireless LAN@nguages and the formalism offered by finite state machines
(WLANS) and is primarily meant for use in a limited geo-Simultaneous transitions are permitted in SCMs unlike fiire
graphical area. The main issue addressed is mediatingsacdBi§ state machines, and this is used to model simultanemus a
to a shared communication medium- in this case, the Wirgess to the WM by different stations. Data transfer is medell
less Medium (WM) of electromagentic waves travelling tigbu Using shared variables, which would be very difficult witfr©l
space. gueue like models owing to the broadcast nature of the medium

In this paper, the basic Distributed Coordination Function In section 2, we briefly review some terminology from the
(DCF) operation of the 802.11 MAC protocol (CSMA/CA) and02.11 standard. We follow this with a review of Systems of
the Medium Access with Collision Avoidance (MACA) protocolCommunicating Machines model in section 3. Section 4 intro-
using RTS/CTS exchanges are formally specified using arsyst@uces the variables used in our model and outlines our assump
of communicating machines (SCM) and analyzed. By ad-hdi@ns in abstracting reality. Sections 5 and 6 contain treeip
we mean that the stations communicate with each other firectation and analyses of basic DCF and MACA respectively. We
rather that using an Access Point (AP), which is otherwise pgliscuss our results in section 7 and conclude in section 8.
sible. We model the DCF in ad-hoc mode as the access point
behaves like an ordinary machine, i.e., it does not do angthi
central in DCF. We review some of the terminology used by the 802.11 speci-

We demonstrate that the CSMA/CA and the MACA protocokcation in this section. A station refers to a host using tieew
are free from deadlocks and non-exectuable transitionsv-Hdess Medium (WM) to communicate. A basic service set (BSS)
ever, the MACA protocol is shown to have a potential livelocks a set of stations that communicate with each other using an
which may not be seen in practice. access point (AP), which is possibly connected to a wired LAN

Each station in the wireless network is modeled as a machjnge Extended Service Set (ESS) is a set of BSSs and, possibly,
which consists of a set of states and local variables. Comnwired LANs connected as a single service set through a Distri
nication between these machines is achieved by shared vBiition System(DS). An Independent Basic Service Set (IBSS)
ables. A machine moves between its states using transitionset of stations that communicate directly without makisg u

1The 802.11 standard does not refer to RTS/CTS exchanges GAMAoOW- of an AP. . . . . . . .
ever, the paper which introduced this idea called it the MA@Ad we use this A coordination function is a logical function that deterren
name. when a station can send Protocol Data Unit (PDU) frames, i.e.,

II. THE802.11 MACLAYER PROTOCOLS



how the medium is shared. This can either be a distributed coa frame which has a unicast destination address has a duratio
dinated function (DCF) or a point coordination function (C field which can be used to announce the time that the medium is
The DCF achieves coordination by running a distributed -algpeserved, to the end of the immediately following ACK.

rithm i.e., all stations run the logic of the algorithm. ThEFP ~ The MACA protocol provides for resource reservation for a
achieves coordination by a centralized algorithm i.e.y@rdin- short duration of time. A station which needs to send datdsen
gle station within the BSS runs the logic of the algorithm.eThan RTS (Request to Send) frame in the normal CSMA/CA style.

AP runs the logic for Point Coordination. The RTS frame has two octets, which specify the time for which
) the medium is reserved for the subsequent data frame and its
A. DCF Operation ACK to be transmitted. All stations which can hear the sender

The basic DCF access method for the 802.11 MAC is Carrigbserve this, and do not make any attempt to transmit for this
Sense Multiple Access with Collision Avoidance (CSMA/CA)time interval.

The carrier sense can be done through physical and virtuall he receiver when it receives the RTS frame, sends a CTS
mechanisms. A station senses the medium to check if anotfi@meafter waiting for an SFSwhich reserves the medium us-
station is transmitting. This is the physical mechanismteAl ing the same two octets. All stations within hearing diseaot
nately, the virtual carrier-sense is achieved by distiityuteser- the receiver observe this, and they do not make any attempt to
vation information along with RTS/CTS Exchanges in MACAransmit for this timer interval.

(described later). The sender now sends its data frame after the elapse of an
If the WM is not busy, the station may proceed to transmi&IFS, without backing off. This is because all the nodes & th
Before transmission it waits for a DIFS duration. If the medi neighborhood would have heard the RTS/CTS exchange. Like-
were to remain free for a DIFS, the station proceeds to tritnsiyise, the receiver, on receiving the data frame respondsimm

the DATA frame. diately with an ACK after waiting for a SIFS.

If the medium becomes busy during the DIFS time interval, We note that once the RTS has been transmitted successfully,
the backoff procedure is enabled. Similarly, if the mediuerev the receiverdoes not perform backoff to transmit the CTS or
found busy when sensing for the first time, a station enahkes the ACK frame. Once the sender receives the CT8ods not
backoff procedure. perform the backoff for transmitting the data frame either.

When the backoff procedure is invoked, the station walits til
the current transmission is over. After the end of the curren
transmission, the station waits for an amount of time eqoual t We review the basic formalism used in systems of commu-
the DIFS. Once the medium was detected to be idle for a DIRficating machines. The interested reader is referred tof6]
the station performs the additional backoff wait beforeuatt more details.
transmission. It sets a timer to some randomly chosen valueall sets are finite in the following description. A system of
in a specified interval. If the medium is free throughout thisommunicating machines is an ordered gaie (M, V) where
interval, and the timer expires, the frame is transmittddhé 1/ is a set of machines, arid is a set of shared variables. For
medium becomes busy during this interval, the timefrézen  each maching, there exist two subsets bf namelyR; andW;
at its current value butot reset, and the station waits for the which contain the variables which machiiteas read access and
medium to become free, waits for an DIFS, and performs thgite access respectively.
backoff wait again. This process continues till the backafer Each machinen € M is a 5-tuple given by(S,s, L, N, 1)
finally expires, and the station transmits the frame. where:

When a station receives a DATA frame, it waits for a SIF$ § is the set of states in the machine.

(Short IFS) duration, and transmits an ACK to the senderr@he s is a specially designated state called the starting state.
is no carrier sensing or backing off for ACK frames. The sendg [ is the set of variables local to the machine.
schedules a retransmission if no ACK is received within &spe, N is a set of names, each of which is associated with a unique
ified timeout duration. pair (p,a) wherep is a predicate on the variables bfU R,,,
. anda is an action on the variables a&fu R,,, U W,,,. An action
B. DCF with RTS/CTS Exchanges: MACA is a partial function from the values of the local and readbact

In this mode, the sender and receiver exchange special$ramariables and write action variables.
called Request To Send (RTS) and Clear To Send (CTS) ker : S x N — S is a transition function which is a partial
fore transmission. Other stations observe this exchamgeda function from the states and names to the set of states.
not transmit in the meanwhile, thereby reducing the number o The system state tuple is the tuple of all the machine states.
collisions. This protocolis called the Medium Access withl-C The global state is the system state tuple taken along with th
lision Avoidance (MACA). It also solves thisidden node and values of all the variables. The system state is the systata st
the exposed node problems specific to wireless networks [1],[2]tuple taken along with all the enabled transitions. A traosi
The RTS/CTS frames have duration fields which indicate thieenabled when the predicate associated with it evaluates t
time for which the medium would be busy to other nodes in thaue.
neighborhood of both the sender and receiver. If a machine reAll machines start in their respective start states. liveliy, a
ceives an RTS/CTS of duration timeat timet, it marks the transition isenabled when the predicate it is defined on becomes
medium as busy in its NAV (Network Allocation Vector) for thetrue, and the associated action changes the variablesiihodn
time interval[t, ¢t + 7]. In addition, any directed data frame, i.e.ify, i.e., those ini¥/;, as an effect. These changed variables will
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now enable other transitions, and the machines proceedie mo crement
between the states.

IV. EXTERNAL VARIABLES? AND ASSUMPTIONS IN THE @%@&@
MODEL o —
Start 1 Suspend

We have a boolean variable callehveData which is set to

true by a higher layer, when there is data to be sent. In aadliti Fig. 1. State description of a generalized timer
the destination address of the current frame is availabkin

dress. PCEPERIOD (duration of the PCF period), SIFS, PIFS, Transition | Predicate | Action
ONE_POLL_T (time needed to send a poll and elicit a response), Start SEACT
BE'ACON_PERIOD(t.ir'ne bet\/\{een beacons) are qther variables Expired val=0 SI=EXP
which are set by entities out_3|de of our speC|flcqt|on: We ehod Suspend | SEEINACT

the meqlum as a shared variable with the followmg f!eldg. . Resume | S=ACT

« Duration: for the D_CF protocol, stores the remaining time in Decrementl SEACT A | val=val- 1
the current reservation. In the PCF protocol, it stores #tie r val> 0

maining time in the PCF period.

« SA: Afield to store the source address of the message on the TABLE |

medium. TRANSITIONS FOR A GENERALIZED TIMER MACHINE
« DA: Afield to store the destination address of the message on

the medium.

o Beacon: set to 1 if the message on the medium Bgacon

o INnDCF with RTS/CTS, i.e., MACA, all machines are assumed

message. . S . :
; . I tq implement MACA or all machines implement just basic DCF.

;ang-elz—sS. setto 1 if the message on the medium is a RTS M>We do not model Extended Service Sets with more than one
. . - AP.

;aC1e'SS. set to 1 if the message on the medium is a CTS m?SWe do not model buffering of data at the AP,

ges. ) . . . » The only type of management frames we model areBese
» ToDS: setto 1 if the data message is from a station, set to zero . X
otherwise. con and theEnd frames which are broadcast by the AP to signal

o End: set to 1 if the message on the medium iSC&nEND start and end of the Contention Free Period.

message, i.e. end of contention free period.
o Poll: setto 1 if the access point wants to poll a station. . _ o
« NullData: set to 1 if the message on the medium contains noVVe generalize the timer machine introducedhtp accomo-

V. FORMAL SPECIFICATION OF THECSMA/CA PrOTOCOL

data. date two more transitions call&lispend andResume. Suspend
« Ack: set to 1 if the message on the medium contains an &ops the machine from counting down, aResume allows a
knowledgment for a previously sent data message. suspended machine to resume counting. Each machine mod-

Some messages are broadcast messages, eBpattom mes-  €ling a station has a number of timer machines. Each station-
sages. In our Speciﬁcation' these messages have a dwinéﬂaChine can alter the state of its timer machines by Starting
address set tBROADCAST. In order to model this situation, we suspending, and resuming it.
make the access point ensure that all entities hear thedastad The timer machine starts out in state 0. Each timer machine
before it clears the medium. This is accomplished by usingh@s two variablesst andval. Thest variable, standing for status,
shared arrajAllHeard[0..NSTA- 1] that has an entry for eachcan be one of ACT, INACT, and EXP. ACT stands for the timer
station. The entry for statioinis set totrue by the station if this being active, i.e., ticking. INACT stands for the timer bgin
station heard the last broadcast by the access point. Whiae al Suspended, while EXP stands for the expiry of the timer. Vehe

entries of theAllHeard array arerue, the access point clears thevariable stands for the remaining time before the timer repi
medium and the operation of the protocol continues. FigureT®ese two variables are shared between a timer machine and

showstheMledium and AllHeard shared variables. the station machine which owns the timer machine. A station
machine manipulates its timers using these shared vasiable
Assumptions The predicate action table for the generalized timer machin

We make the following assumptions in our model: is shown in table I, and the state description is given in &dur

« We model unicast traffic from station to station.
o We model the DCF in the IBSS mode and the PCF in trj&a -
. . State description

Infrastructure mode with an AP.

« In DCF mode, the protocol handles errors by retransmissionsThe state machine at statiéris specified in figure 3. The

In the PCF mode, we assume that there are no transmissiortr@nsitions for this state machine are outlined in table Bhch

rors. station machine has the following timers local to it: I-Time

) , _ R-Timer, S-Timer, and B-Timer. The meanings of these timers
We do not use some of the fields of the shared Medium and sonteeof t lained in table II. Each of th fi hi has t

variables described here in our report. They have beendadldo maintain are. explained n table Il. ?C orthese umer machines nas 'W

commonality with [7], and are used in [7] variablesst andval as explained before. These are shared with



Abbreviation| Meaning

ACT Active
EXP Expired
INACT Inactive DataReady
B-Timer Backoff Timer
T-Timer Timeout Timer
I-Timer DIFS Timer
S-Timer Short IFS Timer
R-Timer Reservation Timer 1
STD Value given by standard Rx-Data
BBusy Busy during backoff | A
TABLE II
ABBREVIATIONS USED AND THEIR MEANINGS Bsz

Duration SA DA BeaconRTS CTS ToDSEnd Poll NullData Ack

WaitDIFS

DIFS+over
BBusy

Medium

NSTA-2 NSTA-1

AllHeard

Fig. 2. Shared variables

Timeout
| Transition | Predicate | Action
DataReady| HaveData = true | B-Timer.val := rand() Y
WaitDIFS | Medium=0 I-Timer.st:= ACT
Vv Backoff = false | I-Timer.val ;= STD 3
Busy Medium# 0 [-Timer.st := INACT
Backoff := true
DIFS-Over | |-Timer.st= EXP | B-Timer.st:= ACT
BBusy medium# 0 B-Timer.st := INACT
Backoff=true Tx-Data Tx—-ACK
Tx-Data B-Timer.st = EXP| Medium.DA : Address
\% Medium.NullData := 0
(medium = OA T-Timer.val := STD
Backoff=false) T-Timer.st := ACT
Timeout T-Timer.st = EXP | B-Timer.val :=rand() Y
Backoff := true
Rx-ACK Medium.DA =iA | Backoff .= false 4
Medium.ACK =1
Rx-Data Medium.DA=i S-Timer.val := STD
S.Timer.st:= ACT
Tx-ACK S-Timer.st = EXP | medium.ACK :=1
Medium.DA := Address Rx—ACK
Medium.SA =i

TABLE Il

PREDICATE-ACTION TABLE FORBASICDCF

Fig. 3. State description of machine



Variable | Range | Initial Value | Purpose If the medium were free, and was so for a DIFS, the ma-
Backoff boolean| false True if chine reaches state 3. In this case, the machine has observed
backoff is enabled|  the medium to be idle for a DIFS, and it goes ahead and trans-
HaveData| boolean| false True if mits and gets to state 4, and we are done with the proof.
data is to be sent. Suppose not. Some other machine is currently using the
Set by external medium. z enablesbackoff to be true. All other machines in
entity. the neighbourhood af also observe the medium to be busy.
Medium Empty Represents the When the current transmission ceases, all machines wait for
wireless medium DIFS before transmission. Therefore, the medium is freafor
TABLE IV DIFS. In other words, machine x reaches 3 eventuallyz Aad
VARIABLES IN THE DCF SPECIFICATION observed the medium to be busy at some point, it has to perform

the backoff procedure in state 3.
In state 3, let the backoff time chosen e If the medium
were free for some time then when the medium becomes busy,
the station machine which uses these timers. All variables ghe timer isfrozen at§ — ¢, and the state becomes 1. From our
specified in table IV. previous proof, the machine gets to state 3 eventually, ftht w
A brief description of the state machine follows. The maehirthe backoff timers — ¢ i.e., a reduced backoff timer. In other
starts in state 0. On reception of a data frame, the trans®e words, the system eventually reaches state 3 with the blackof
Data is enabled to get to state 5. Once in state 5, the machiif@er 0. When this happen$x-Data is enabled, and the ma-
performs the SIFS wait. Once this timer expird@%-ACK is chine gets to state 4.
enabled, the machine transmits the ACK frame, and getst® sta Once the machine is in state 4, it waits for a pre-determined
0. When a machine has a DATA frame to seBdfaReady is  duration for the ACK. If the ACK is received within this dura-
enabled, and it gets to state 1. In state 1\a#DIFSis enabled tion, Rx-ACK is enabled and the machine reaches state 0. On the
if Backoff is false, which is true the first time it does carriegther hand, if it times out it goes back to state 1 by the ttasi
sensing, or if the medium is free and the machine gets to stafgeout. As before, the machine gets to state 4 again eventu-
2. If the medium were busy any timBusy is enabled, Backoff |ly. \We note that the number of retransmissions is limitgd b
is set true, and the machine reaches state 1. If the mediusn wge protocol to complete the proof, i.e, if there are morentha

free for a DIFS duratiorDIFS-over is enabled, and the machingne allowed number of retransmissions, the system getstoack
reaches state 3. Once in state 3, if backoff was true, it pedo state 0.

the additional backoff wait. The backoff timer is reduced fo m
the time the medium was free. If the medium becomes busy

the backoff timer is frozen, and the machine gets back t@ st%tvtirttrgﬁf: If @ machine x gets to state 5, it gets to state 0

1 usingBBusy- standing for Busy during Backoff. When the i . -

backoff timer becomes zero eventually;Data is enabled, and ¢ Progf. Th.f mach ine tghets dtotst?te 5 o?hrece|t\(|ngftheF IDATA

the machine gets to state 4. In state 4,Timaeout or theRx-ACK rame. nce It receives the dala lframe, the action o .
Data frame starts the SIFS-timer. Once the SIFS-timer expires

transitions are enabled according to whether there is aotitne X
or an ACK reception respectivelyg after an SIFS, thdx-ACK is enabled, and the system gets to

The following points should be noted: state 0. _ e -
« The number of retransmissions is limited. Once this limit is 1"€orém 1: The CSMA/CA protocol as specified is free from
exceeded, the data frame is discarded, and the machineset padlocks.

to state 0. We do not show this transition in the state machine ~ Proof:  The state of the system at any instant of time can
« The reception of an ACK for a frame being currently rebe specified in the fornfz,, z,,.. ., x,) wherex; represents
transmitted due to a timeout causes the system to declare ffifestate of the machine Our proof is based on the fact that if
frame to be a success, and the machine returns to state 0. dy@achine leaves the state 0, it returns to the state 0 eVigntua
also do not show these transitions in the state machine. As all machines start at state 0, they eventually get bactate s

. The reception of a corrupt frame does not endRtedata. 0. This has been established by the previous two lemmaill
Therefore, the sending station eventually timesout amdmet ~ Theorem2: The CSMA/CA protocol as specified is free from
mits the frame for proper reception. non-executable transitions.

We now proceed to establish two lemmas, and subsequently Proof: We see that all transitions are possibly enabled
prove theorems on freedom from deadlocks and non-exeeutadl some point of time i.e., there are none which can never be
transitions. We now proceed to establish two lemmas, and seabled, in the proofs for Lemmas 1 and 2. [ ]
sequently prove theorems on freedom from deadlocks and nonwe make the observation that there isliveness in this pro-
executable transitions. tocol. If the random backoff timers of two machines choose

Lemma 1: If a machine x gets to state 1, it gets to state the same value, the two machines transmit at the same time
eventually. causing collision. It is perfectly possible that even afiack-

Proof: The machine leaves state 0 to go to state 1 wheririg off subsequent to the collision, the machines transhilie
has a DATA frame to send. We first show that the machine ga@me time. The collisions could potentially continue inoiéfly
to state 4 eventually. We consider two cases. causing the protocol to lack liveness.



VI. FORMAL SPECIFICATION OFDCFWITH RTS/CTS:
MACA

A. Satedescription

In a manner identical to basic DCF, we model each station
implementing MACA as a state machine. The state machine for
station; is shown in figures 4, 5, and 6. The enabling predicates
are shown in table V. The variables used are the same as in
table IV. In addition, we have an R-Timer which counts when
the medium has been reserved by another RTS, CTS, or data
frame, which this station observes.

A brief description of the state transition diagram follows
Each machine starts at state 0. If the machine overhears an
RTS/CTS/Data frame not meant for it, i.e., one that resettves
medium, theReserve transition is enabled. It sets tieTimer to
the duration specified in the field of the frame, and entets sta
8. Once this timer expires, this machine can now send datia, an
gets back to state 0. In addition, if it receives any furtleser-
vation information, it updates the waiting time and staystate
8.

If a station needs to send data, it needs to send the RTS frame
first. The station gets to state 1. It performs the DIFS wait in
states 1 and 2. It invokes the backoff procedure in state 3 if
necessary. Eventually, it transmits the RTS frame and @its
an acknowledging CTS frame in state 4. If it receives the CTS,
it can move to state 5, where it performs the SIFS wait. Onee th
SIFS is over, the station transmits the DATA frame and moves t
state 9. In state 9, the machine waits for an ACK. The traorssti
Timeout andRx-ACK are enabled if there is a timeout or an ACK
respectively. In state 4, if it does not receive the CTS hites _
out and reaches state 1. Ti

When a station receives daRx-Datais enabled, and the ma-
chine gets to state 7. In state 7, it waits for an SIFS dura#on
the end of the SIFS[x-ACK is enabled, and the machine gets to
state 0. Similarly, when a machine receives an RTS meant for
itself, it waits for an SIFS and proceeds to transmit the Girfs),
gets back to state 0.

The number of allowed timeouts waiting for a CTS frame or
the ACK frame is limited, and if this number is exceeded, the
machine gets back to state 0. We do not show these transitions
explicitly.

We now proceed to establish the following lemmas, and prove
theorems on safety of the MACA protocol.

Lemma 3: If a machinex gets to state 6, it gets to state O
eventually.

Proof: If the machine receives the RTS, it needs to wait
for an SIFS. This is done in the state 6. Once this SIFS duratio
is over, the machine$x-CTSis enabled, and the machine gets
to state O.

|

Lemma 4. If a machiner gets to state 1, it gets to state 5 or
state 0 eventually.

Proof: When a machine needs to send data, it needs to
send the RTS frame for the data. The proof is identical to the
proof for Lemma 1 except for the fact if the machine times out
repeatedly waiting for the CTS it reaches state 0. Othernhse
machine reaches state 5.

|

DataReady

Busy

WaitDIFS
Y

DIFSover

eout

TX-RTS

Rx-CTS

BBusy

RxARTS

TX—

Fig. 4. State machine for statiarcontd.

CTS



Fig. 5. State machine for statiarcontd.

Fig. 6. State machine for statian

x>

Fig. 7. Potential Livelock in MACA

Transition | Predicate

| Action

DataReady| HaveData = true

B-Timer.val := rand()
Backoff:=false

WaitDIFS | Medium=0
Vv Backoff=false

I-Timer.st:=ACT
I-Timer.val := STD

Busy Medium# 0 [-Timer.st:=INACT
DIFS-Over | I-Timer.st = EXP B-Timer.st:=ACT
BBusy Medium# 0 B-Timer.st :=INACT

Backoff := true

TX-RTS B-Timer.st = EXPA
V

(Medium = 0OA
Backoff=false)

Medium.RTS =1
Medium.DA := Address|
T-Timer.val := STD
T-Timer.st := ACT

Timeout T-Timer = EXP

B-Timer.val := rand()
Backoff:=true

Rx-CTS Medium.DA=iA
Medium.CTS =1

S-Timer.st:=ACT

Rx-RTS Medium.DA=iA
Medium.RTS=1

S-Timer.st:=ACT

TX-CTS S-Timer.st=EXP

Medium.CTS =1
Medium.DA = Address

Rx-Data Medium.DA =i

S-Timer.st:=ACT

Tx-ACK S-Timer.st=EXP

Medium.ACK :=1
Medium.DA := Address

Reserve Medium.DA =i A
(Medium.RTS=1

\Y

Medium.CTS =1

\Y
Medium.NullData=0)

R-timer.st:= ACT
R-Timer.val :=
max(R-Timer.val,
Medium.Duration)

Release R-Timer.st=EXP

Tx-Data S-Timer.st=EXP

Medium.DA := Address
Medium.NullData := 0
T-Timer:=ACT

Timeout T-Timer.st=EXP

backoff=true

Rx-ACK Medium.DA=iA
Medium.ACK=1

TABLE V

PREDICATE-ACTION TABLE FORDCFWITH RTS/CTS: MACA




Lemma5: If a machinex gets to state 5, it gets to state (has waited for some time, it is counted as credit, and it regluc
eventually. the waiting time finally.
When the machine gets to state 5, it needs to send a data fram&he communication paradigm followed in the design of the
It sends it after waiting for an SIFS by enabliig-Data. If 802.11 DCF issmart sender - dumb receiver. In other words,
it is ACKed before the timeout, it reaches state 0. If it timethe responsibility of ensuring that a proposed commurooati
out, it reaches state 1, and by the previous lemma, gets backook place resides with the sender. This guarantees tha the
state 5. If it receives an ACK, it reaches state 0, else theqs® is no deadlock when a machine receives something. It simply
repeats. We complete our proof by noting that the numberwéits for a short time (SIFS), and transmits an ACK or CTS as
retransmissions is limited, and the machine eventuallylgatk required without worrying about whether the medium is filée.

to state 0 even in this case. the medium were not free, it is upto the sender to retrangmit t
Lemma 6: The MACA protocol has a potential livelock in RTS or the DATA frame as appropriate.
state 8. We observed the fact that the MACA protocol has a potential

Proof: Consider figure 7. Statiom which can hear all of livelock in the ad-hoc mode. Intuitively, one can see that an
the stations A,B,C, and D. A and B are out of the hearing ranggndom scheme does not ensure a fair share of resourceg Whil
of C and D, and vice-versa. we can say a station would get a chance with high probability,

Suppose A needs to talk to B, and it sends an RTS withitas not a guarantee written in stone. For such tight guaesit
time durationd. Whenz receives this RTS at timg it defersits at the MAC layer, one would need some sort of token based
transmission and marks the NAV as busy betwegnt + 6. approach like FDDI.

Suppose C needs to transfer data atd — ¢, wheree is the Finally, we observe the fact that while we demonstratedgafe
IFS wait. C doesn’t hear the medium to be busy at this timptoperties of the protocol, there were no guarantees on live
and it waits for a IFS time. It transmits the RTS at time+ 0  ness, i.e., something happening within a finite duratiorinoét
precisely forcinge to wait for another reservation. Again, we blame randomness for this. For instance, two ma-

When C and D are done talking, A and B could start all oveshines could perform the backoff and retransmit at exatidy t
again in the exactly same manner forcingp wait indefinitely. same time causing collision. This could go on indefinitely.
This means that could be livelocked in state 8. While we don’t expect this to happen with high probability -

While in practice, it will be unlikely stations will send at¢ considering the fact that the backoff times are randomlyseho
chosen times exactly causingo be starved, the protocdbes from an ensembléahere are no guarantees.
not guarantee this causing the MACA protocol to have a poten-

tial livelock. H VIIl. CONCLUSIONS AND FUTURE WORK
Lemma 7: If a machine getS to state 7, it getS to state O even-a formal description method called tl‘wsterns of communi-
tually. cating machines has been used to specify and verify the 802.11

Proof: Once the machine receives a DATA frame, it ente@CF protoco| in machines Working in the ad-hoc mode of oper-
state 7. In state 7, it waits for SIFS. Once the SIFS is over gion.
transmits the ACK and gets back to state 0. B The analysis demonstrated that the CSMA/CA protocol is
Theorem3: The MACA protocol as specified is free fromfree from deadlocks and non-executable transitions. We wer
deadlocks modulo lemma 6. able to point out a potential livelock situation in the DCBfor
Proof: The state of the system at any instant of time cagp| with the RTS/CTS exchanges. While we concede that this is
be specified in the fornfzy,z2,...,z,) Wherexz; represents not always bound to happen, the DCF protocol with RTS/CTS
the state of the machinie Our proof is based on the fact that ifexchanges does not guarantee fairness.
a machine leaves the state 0, it returns to the state 0 eVigntua Specifying the protocol in this model has some advantages
except if they get livelocked in state 8. As all machineststar oyer other formal description techniques. In the 802.1h-sta
state 0, they eventually get back to state 0 provided we assuiard, the MAC is specified using a High Level Protocol De-
that the machines don’t get livelocked in state 8. This hmb%cription |anguage. While this does Specify the protoccﬂ”n

established by the previous two lemmas. B gory detail, it is not amenable to verification techniques] a
Theorem4: The MACA protocol as specified is free from anymore importantly, provides no intuition behind the operatf
non-executable transitions. the protocol whatsoever. SCMs offer formalism as well as pro

Proof:  Our proof is based on the fact that all transitiongramming language style syntax. More importantly, it isyetas
are enabled at some point in time as seen in the proofs of {gualize the operation of the protocol. This leads us diy¢o
previous two lemmas. postulate and prove invariance properties of the protocol.

u An idea which can be pursued further is modelling mobility
explicitly using SCMs. Currently, we model mobility impiig,

i.e. a station hears another station if it is near enoughthero

In this section, we seek to understand the results we have wlords, it is left unspecified when exactly a station is wittiia
tained. Firstly, the freedom from deadlocks is guarantseiti® hearing distance of another station.
wait-state basically. Everybody who sees the medium, witlits  Just as we fake time using timers, we can fake space using
the medium is free. In addition, when the medium is free tle-ordinates in the SCM model. The position of each station
B-timer, i.e., the backoff timer is reduced but not reset.isThcould be defined by two co-ordinates. The distance betwegn an
means, that everybody gets a chance eventually. If a machiwe stations is defined as the euclidean distance between the

VII. DISCUSSION



The hearing range of a station is modelled as a circle witkecen

at its current position in space, and radius determined ®ath
tual physical characteristics of the medium, i.e, at thag/frency
band, how long can the signal traverse in space without being
completely damped. Any station receives a frame broadgast b
another station if, and only if, it is within the hearing rangf
another station. We propose to study this approach in greate
detail.
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