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Chapter 1: Introduction

“...The undiscovered country... puzzles the will,
And makes us rather bear those ills we have
Than fly to others that we know not of...”
-Hamlet, Act Ill, Scene |

Explanations for differences in homicide rates mft@ave two pitfalls: first, a
lack of rich, dynamic data to explore theoretiaadictions; and second, a failure to
account for formal social controls at the neighloodilevel. With these in mind,
detailed, longitudinal data from Washington, D.@r&vcollected for the time period
1998-2006. Drawing on two theoretical perspectivihkin a classical/social control
sphere, namely social disorganization and deteerehe collection of new data and
conceptualization of social control variables alling work to address two main
guestions: Do dynamic structural factors influmhomicide rates across
neighborhoods? Does aggregate deterrence, agedyhomicide clearance,
influence homicide rates across neighborhoods?

This introductory section covers the context, psg and justification for the
study. To start, a brief discussion of Washind@.'s demographic shifts,
homicide rates, and public focus helps establistieca for this current work. Next,
the potential utility of exploring dynamic strucalifactors and formal legal factors is
reviewed. Missing from many neighborhood-level stads a measure of formal
control, and this work will discuss how deterretioeory can contribute such a
conceptualization; some researchers have buriedrdate theory without praise,

though this may be premature given the lack ofrigleesting and successes in

deterrence-based policing. Finally, there are moosegaps in the homicide



literature, which allows for the approaches propdsgthe current study. This
study’s purpose is to confront an “undiscoveredntioti of unanswered questions,
and this introduction will provide an overview ohat is known and what remains

undiscovered.

Washington, D.C.

“Washington, D.C. is a city of Southern efficierenyd Northern charm.”
-John F. Kennedy
“Outside of the killings, D.C. has one of the lowvelsme rates in the country.”
-Marion Barry

Washington, D.C. is the only city created by &dirmandate within the U.S.
Constitution and has continued to develop a unigsi®ry and context since 1790.
While Article | called for a federal district, tlatual location was determined
through a compromise between the northern and eouthterests after ratification.
The land was surveyed and city designed for neadgcade before it became the
official seat of government in 1800. Per the Distof Columbia Organic Act of
1801, the federal district was composed of thrgeres — the area to be used
expressly by the federal government was knowna<ity of Washington, with the
surrounding region on the east of the Potomac Rigered Washington County and
the region to the west of the Potomac named Alexar@bunty. Interestingly, two
cities remained autonomous — both Georgetown aergahldria had been founded in
the colonial period and placed inside the boundasfehe new federal district,
though neither city was incorporated into the Dastof Columbia. Both Maryland

and Virginia ceded territory for the federal distyibut the aforementioned act of

1801 required that the laws of those states remdrce within the respective



yielded counties; in other words, Maryland laws evenforced in Washington
County and Virginia laws in Alexandria County. ¥imia was granted the power to
incorporate Alexandria County and the City of Alegaa into their state from the
federal district in 1846, and in 1871 Congress @asslaw incorporating the cities of
Washington, Georgetown, and Washington Countytimeocurrent geography known
as “Washington, D.CDuring this period, the District was allowed itsmo
government and laws for the first time; additiopal governor was established as the
head of government and was to be appointed dirbgtithe U.S. President.
However, all laws were still reversible by the Coagsg, and after corruption scandals
arose regarding the first D.C. governor, Congressstablished direct rule over the
region. This lasted until 1973, when Congressquhgsgislation reverting to the
1871 law in many ways, though a notable differesdbat in the 1973 version, the
head of government for D.C. was a democraticakicteld mayor.

Demographically, the District has seen numeroifsssithich have
contributed to its unique context, both in ovepapulation and among the black
population specifically. The District of Columbgaew nine-fold from its founding
through 1860, with an original population of oved®D to over 75,000 in 1860. The
percentage of black residents was never lower 1886 according to census records

during that period. While slavery was recognizethiv the District until 1862, the

! According to the District of Columbia Organic Aaft1871, the three incorporated regions would
have their charters revoked and be re-charteradsagle District of Columbia; however, the law
expressly states that the region known as theo€ityashington would continue “to be known as the
city of Washington” — this is the root of the moaikWashington, D.C., though notably, the law also
dictates the city of Georgetown to be known asctheof Georgetown in the same fashion. So to
accurately follow the law, any area within Georgatshould technically be addressed as
“Georgetown, D.C.”



black populations from 1830-1860 were majority fpe®ple — according to the 1850
and 1860 censuses, well over 70% of the Distrldesk population were free.

Over the next century, the District experiencederaranges in population.
The overall population continued to grow until reiag its peak in 1950 with over
800,000 residents — the most dramatic growth inufadion corresponded with a 36%
increase in total residents between 1930 and 18k6d to New Deal government-
growth, though large increases are also seen gamdsg to the two World Wars.
The black population rose after the Civil War t@atone-third of the total District
population, but then dropped to near one-quarteh®y1920 census. After
migrations of black populations seen throughoutcihentry following the two World
Wars, Washington, D.C. became one the first maj@scwith a black population
majority; in 1960, nearly 54% of the populatiorifashington were black, which
itself was a dramatic increase from the 1950 le¥&@5%.

As the overall population of Washington, D.C. desexd from 1960-1980, the
black population remained greater than 70%. Dd@tinued to lose population in the
1990 and 2000 censuses, though the percentagaabistdliso declined into the 60s
and then 50s. While the District has gained pdmiriasince 2000, the black
population continues to drop as a percentage. f #2010 Census, the black
population is down to 50.7%. Some of this chargelteen due to increases in the
white population — in 1950, whites made up neaB%otf D.C. residents, but this
figure dropped to a low of about 27% in 1980; sitien, the white population has

increased and is reported in the 2010 Census 8%063&. the District's population.



When the District of Columbia is included in aggaee crime studies, it is
often an outlier in the data (Ousey & AugustineQ2WVelez, Krivo, & Peterson,
2003). Examinations of aggregate homicide trendad Washington, D.C. often
considerably higher than other jurisdictions, thofgw explanations are given
beyond alluding to the city’s reputation as beingegey violent place, thus providing
at best a tautological reasoning for homicide & Blistrict> Crime, and particularly
homicide, in Washington, D.C. has garnered natioredia interest throughout the
years. While there is always an inherent intareite social condition of a nation’s
capital city, the crime spikes of the mid-1980suglat an intense focus onto the
District. With a drug market so extensive thairimpted a drug-buy for a 1989
Oval Office speech highlighting the crack epidenarag with the substantial violence
associated with crack during this period, Washingi®.C. became known for a time
as both the political and murder capital of thetedhiStates.

While many of these factors have clearly changedh®e better (see footnote
2), the state of crime and homicide in D.C. hasitseescurring focus during
discussions and recent challenges to the Distmgetiscontrol law. Originally
enacted in 1975, the law essentially prohibiteddigan licensing until the legislation
was declared unconstitutional in 2008. Given tigh Ipercentage of handgun crimes

and homicides within Washington, both sides usexkigd trends and research from

2 While such an explanation is very easy when Wagbm D.C. had homicide rates upwards of 70 per
100,000 residents during the 1990s, an appeattedypes is more difficult now. The 2011 homicide
rate in D.C. was 17 per 100,000, which puts therBtsin the company of Buffalo, NY and

Richmond, VA rather than Baltimore, Detroit, or N&#fleans. This rate has dropped further in 2012,
as Washington, D.C. has less than 100 total hosdid a year for the first time since 1963. While
still producing a homicide rate about three timesrational average, it is interesting to see great
change in Washington than in other cities that veeree the closest competition below the District's
rate; it suggests an interesting puzzle may betéfodhose seeking explanations, both within D.C.
itself but also for unconsidered mechanisms inrogieas.



other jurisdictions to support their respectiveiposs — proponents of the law noted
it would be irresponsible to loosen gun marketanrarea prone to gun violence,
whereas opponents cited studies linking relaxedlgws to lower crime and noted
that the D.C. ban did not appear to have significapact on crime given the high
gun usage among crimindls.

The impact of D.C.’s handgun ban was often arghezligh data from other
regions or older D.C.-based studies — the commobl@m for both sides was limited
data availability. While Washington, D.C. has detently reported aggregate data to
theUniform Crime ReportUCR), the data is of limited use when trying t@lkin
factors contributing to trends or differences witgeography. In contrast, data in the
Supplemental Homicide Repo(8HR) is of greater use for trend analysis
considering the detail given for homicide incidentsowever, the District had not
reported to the F.B.I. between 1997 and 2010. rékelts reported later in this work
represent the first time such data have been exaindue to a collection process

recounted in Chapter 3.

Neighborhood Studies

Exploration of differential crime and homicide tdsnacross geography can be

traced to A. Quetelet’s work in France during t@80s and 1840s. A century later,

% While specific arguments for both sides often ag to hyperbole and ideology lightly-masked in
facts, it is worthy to note that the predicted/d#ld to increase in gun crime due to removing thre ba
has not taken place, at least in the short term20D9, the first year without the 1975 handguniban
effect, homicides dropped 23%, assaults with afiredropped 9%, and total violent crime fell 4%
citywide. These drops have generally continueldean maintained through 2012. While far from
proof that relaxing gun laws causes a crime diogse short-term crime declines on their face may
raise some doubts in the “Proven Correlation betvibe Availability of Handguns and Incidents of
Violence” (seeamici curiaeof Professors of Criminal Justice In Support & Betitioners, ibistrict

of Columbia v. Heller2008). Of course, much of this issue touchethemature of the gun markets
in D.C., especially the potential strength and sthess of the secondary illegal market. Certathig,
issue begs for more research.



C. Shaw and H. McKay conceptualized “social disaig@tion,” rooted in prior
positivist work of the Chicago School. Their wdaker fell out of favor, only to be
revitalized through a theoretical re-conceptualtraby R. Kornhauser (1978) as a
social control theory; additionally, growing intsten communities and crime was
marked by a 1986rime & Justicededicated to the topic. Studies examining
differences in homicide trends between neighborbdw@Ve generally remained
within the social disorganization framework, praaglample predictions but also
recurring limitations. Discussing these gaps,rofieesult of limited data at the
neighborhood-level, will yield some insight as e direction of the current study.
Neighborhood-level research provides a rich graerbth test theory and
improve upon prior research, yet there remain twpartant limitations which this
current work seeks to address. One limitation igklighted by C. Kubrin and R.
Weitzer (2003) — most important from a data perspetare the lack of longitudinal
data, use of non-dynamic predictors, and limitecsnees of formal social controls.
Given that a great deal of neighborhood-level stuss U.S. Census data to research
social disorganization-based theories, these ltraita should not be surprising.
Census periods are cross-sectional at ten-yeanrents, and researchers often carry
the same value for variables over multiple yeadditionally, Census data provides
sufficient variables to examine tenants relateihfiarmal social control (poverty,
residential mobility, disadvantage), but lacks fatrmontrol measures. The current

study will examine consecutive years of data (12086) with local dynamic

* This is in contrast to a methodological perspegtfor example the recommendation to use
techniques addressing spatial autocorrelation @eddependence. While certainly important and
incorporated within this study later, such limitets in previous work are less a function of therentr
topic, data availability.



predictors of informal control and measures forswadial control drawing from

police research and deterrence theory.

Dynamic Factors

Neighborhood studies often take demographic data the U.S. Census.

The Census provides a wide array of variablesdbate as reliable measures given
the sampling frame. This data are widely availdbteany region of the U.S. that one
wishes to study. Of course, the drawback is tabienefits of range and stability
stem in part from the lack of frequency in collagtthem. When data are collected
every ten years, one can allocate sufficient ressmufor a large undertaking. If these
Census variables were collected in all regions geaaly basis, the costs would rise
and potentially the measures themselves would sdffe to respondent fatigue. Yet,
one of the limitations to neighborhood-level stgdethe lack of dynamic factors,
and a measure captured once a decade is emblahttis limitation.

This dilemma suggests that it is worthwhile tolexg other options, even if
they are less ideal or more difficult to obtain.takit assumption of using Census
data, especially in studies that span across rhared decade, is that a federal
government apparatus will yield the best measusngflocality and the non-
dynamic variables are worth the drawbacks becaoteng else could be as reliable.
However, local jurisdictions and major cities ddlect their own data for planning
purposes in-between decennial population countss i$ done not through surveys,
but rather through rates of use for local governmesources. Such resources can
vary, from federally-funded but locally administéngrograms (e.g. Temporary

Assistance for Needy Families, or TANF), sales imithlocal real estate market, or



use of birth facilities at local hospitals by sgiecgroups (such as teen mothers or
low birth-weight infants). These types of dataianportant to local jurisdictions, as
planning and resource allocation is often done geaaly basis corresponding with
budget resolutions. As such, these local variatd@spossibly prove useful in
longitudinal testing of neighborhood-level theoridsor this study, local data have
been obtained through various government officesiwM/ashington, D.C. in order

to test a reliable and dynamic set of neighborhiepd! variables.

Formal Social Control and Deterrence

Another limitation in neighborhood-level studiesaitack of formal social
control measures. While resource deprivation alfation factors are theorized to
work informally where poverty and residential tuveoreduce control among
residents and families, the role of formal contitds been less explored. Certainly,
researchers have considered the impact of fornmtas within communities, from a
theoretical social disorganization perspective @eaesik & Grasmick, 1993) to
considerations of factors ignored in previous thdsee Rose & Clear, 1998).
However, many gaps remain as formal control isoftein considered at the
neighborhood-level. While acknowledged that fore@itrols play a role, it is
unclearwhatformal controls influence crime am@bw muchthese controls impact
criminal activity.

In light of this, deterrence theory provides forroahtrol variables with
testable predictions at the neighborhood-levelnaiigsis. Deterrence at the
aggregate-level is likely to foster theoretical bfsuamong many researchers based

on the established view of the deterrence liteeatdstowever, such doubts ignore two



inter-related issues which suggest deterrence gaaida role in formal social control
at an aggregate unit of analysis — first, positeults within the policing literature
based on deterrence principals and second, theofazerity testing.

The evaluation of police tactics in recent years demonstrated ample
evidence for the impact of deterrence-based lawreament action. Through
experimental designs, researchers have found signifreductions of crime due to
techniques like hot-spots policing and pulling-lesveSuch tactics represent A.
Vollmer’s perspective of police action to prevente through deterrence — hot spots
and pulling-levers are simply methods for policel&er crime through highly-
targeted and precise action; it is the targetirdjidantification of geography which
make these tactics different than generic andiciefft “flood the zone” techniques
seen previously in policing. It is difficult toebrize that such interventions work in
reducing crime through decreasing poverty or alteaultures. The possibility that
the tactics work because crime is deterred witleiry $pecific geographies which
have specific crime problems at an aggregate-leamhot be rejected out of hand. In
fact, one can argue this may be the most probalsat mechanism, based on the
research to date. The results are demonstra@tejgregate police action can
impact crime at the aggregate/neighborhood-levéiout working towards the
underlying “causes of crime,” which is consistentihvthe “prevention through
deterrence” model.

While deterrence theory is comprised of three nfaators, only two have
been examined in the literature. Severity ancagest have yielded mixed results

whether used in aggregate or individual-level stadiYet, only a handful of studies

10



have attempted to measure swiftness. Testinglefigehas two main problems: first
is definitional, and the second is operational. aifferiod of time should be
measured in determining swiftness? Is it the wm adjudication of a crime, as
seen in most of the limited attempts to gauge tgkerThis definition issue ties into
an operational problem, in that data are hard tecby for any other potential
measure of swiftness. The speed at which couoisepd is an easier variable to
obtain than other potential formulations, particiyl@ariables at which police solve
crimes. Additionally, examining criminal homicité@s an advantage in this case.
From a theoretical perspective, one can arguepttiate closure speed is likely as
good, if not better, determinate of “swift punisitighan court speed, as those
arrested for murder generally lose their freedora noticeable way within a
community when police catch the suspect. If detere is predicted to work, one has
to imagine that the knowledge of swift arrests fiémders within a neighborhood
would deter similar crimes in the same area irfiiére.

To address these deterrence-based issues jusbeesthis study will test
deterrence through aggregate measures of cleafegrtainty) and time to closure
(celerity) for homicides within neighborhootisThe assumption is that police work

can impact crime, not by changing root causeshyough deterrence. An added

® Severity is not examined directly in this studsollowing my measures of celerity and certaintg, th
most thematically consistent measure of severityldvbe either conviction rate or sentence length.
Given that the crime being studied is criminal hcid®, there is limited variability in potential
sentences under Washington, D.C.’s sentencing lijngge(enacted by the Sentencing Reform Act of
2000). No codified source of data currently existseither the adjudication of the specific hordiEs
studied here or for average sentence lengths fmidide across the time period in Washington, D.C.
The District produces annual sentencing reportahiich the average sentence length is given for
violent crimes in the aggregate — homicide hadchigbest averages and was quite constant over time.
As such, any general measures of severity whiclddmelgleaned would be imprecise to homicide
specifically but also essentially constant at thaXimum” sentence length, and are therefore omitted
in this analysis.

11



benefit of using homicide data for this purpostha homicide incidents and
subsequent closures can be assumed to be bettgn khmughout a neighborhood
(in contrast to hearing about a single theft oaamst for simple assault). Towards
that point, it is useful to now discuss how otleatbrs, more specific to the study of

homicide, provide additional ground to explorehistwork.

Homicide Studies

Examining homicide trends as an outcome is nowapteenomenon in
criminology, yet there remain a number of dataessand answered questions which
leave gaps in the body of knowledge. Numerousiesuthve looked at national,
regional, and city-specific trends in homicidesngsofficial data. Overall since
1960, homicide trends have seen a number of peaksaleys. Using national UCR
data, the general trend peaked in 1974, then ddygpeked in 1980 followed by a
rapid drop until 1985, then a rapid increase uri®1, followed by a decrease that
now finds homicide at near record lows (within time period covered in the

available dataj.

® In both the popular imagination and within crimlimgy, there seems to be a tendency to describe
crime trends, and especially those for homicidetsolute terms. The starting period for accurate
national trend data in the U.S. is roughly 196@ (@&rien, 2003), so to say that crime is
comparatively high or low only uses about 50 yedrdata. For all we know, the crime/homicide
epidemic in the late 1980s may be seen as morerfadif we had better measures going back over
centuries, or our current lows may actually be bighan even the highs of past eras. Using limited
data on deaths and court cases, selected peridiseo§oing back to the Middle Ages may have seen
far greater crime rates then we have experiencedrifives (see Brown, Esbensen, & Geis, 2009).
While all our data is compared to the lows of t860s (which thus leads to the conclusion that crime
has spiked during our generations albeit to fadliayg it could be possible that the 1960 levelsrohe
were a low ebb and that rising crime was somewtaitiiable and a revision towards the true mean.
The “Hurricane Neddy” episode @he Simpsongrovides a useful insight when Homer does not
believe a hurricane is hitting Springfield, as thex no record of such an event happening; atithis,

his daughter notes that weather records only gk ttat978 when “the Hall of Records was
mysteriously blown away” during a massive wind aaith storm.
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Yet, such general patterns are common for mangr attimes during this
period. What makes homicide specifically worthystfdy? There are practical and
policy reasons for examining homicide. Practicahgmicide has a high reporting
rate in official data and limited dark figure ofrae, in contrast to even other serious
violence (Brown et al., 2009). This means condusican be reasonably generalized
to all homicides within the scope of the data,heséd is unlikely to be a large missing
component. In contrast, with other crimes as a&ddent variable, there may be
reasonable doubt that independent variables orpaatithe incidents within the data
rather than all such incidents. Also in contraghwther crimes, homicide has strong
reliability in definitions across jurisdictions asttong validity in crime classification,
making it a robust benchmark for measuring neighbod effects. This likely
explains the heavy use of homicide rates as outs@om®ss studies of
neighborhoods, particularly in research from thgiéat on Human Development in
Chicago Neighborhoods (see Browning, 2009; Morersgdimpson, & Raudenbush,
2001; Sampson, Raudenbush, & Earls, 1997).

From a policy standpoint, homicide is unique imrterof severity, perceptions,
and (potentially) police effort. While homicideasare outcome across potentially
lethal encounters (Block & Block, 1993) and in soweg/s can be argued to be
simply an outcome of any other crime type (see Elewg & Williams, 1999) or as a
special circumstance of aggravated assault (skedpil& Handy, 1964), the
difference in degree to other classifications pdedi by a corpse is considerable,

independent of whether the difference in kind exishny factors determined to

"It should be noted that often, homicide is used peoxy for “violent crime” generally (see Morehof
et al., 2001 as a example). For purposes of ¢sisarch, however, this generalization is not made
because of the unique policy implications notedseqgoiently.
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decrease homicides specifically, and subsequesittga on, could go a long way in
improving perceptions of crime among the publior this reason, police effort in
homicide investigations tends to be greater thasther crime investigations (see
Greenwood, Chaiken, & Petersillia, 1975). In faatich of the research into best
practices for crime clearance have focused on hdmi part due to the relative
wealth of potential data about investigations &kxander, 2012). Given that this
study is particularly interested in the impact ofige action through deterrence,
homicide is likely the best crime type to examimes maximum police effort will

apply in such cases.

Data Issues

Both the UCR and SHR provide data to study largdescends, in that the
UCR data provide basic counts and rates at vateugds of analysis, while the SHR
provide more detail about individual homicide iremds within reporting
jurisdictions. Additional studies have been ablebtain city-specific data (or in
some cases county-specific when homicide countargvithin a city), as seen in
research using collections from major cities likecago, New York, and St. Louis.

Yet, these data sources often lack various measuaieprevent a fuller
understanding of the “nuts and bolts” behind hodgci Discussing the
national/regional data first, UCR data are limitec¢ounts and SHR lacks clear
motive measures, has reporting problems, and isingsmportant factors at the

incident-level. While the National Incident Badedporting System (NIBRS) was
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designed in part to address some of the weaknesties UCR and SHR’s data, this
system is not widely used among large urban dreas.

The SHR has a limited “circumstances” measure wattdmpts to glean both
a context and motive in one variable. All circuamstes are grouped as either being
“felony-type,” “suspected felony type,” “other thé&lony type,” or “unknown.”
While possibly useful in principle, the coding ylsl“unknown” as the modal
category, with individual circumstances such aséotarguments,” “other-not
specified,” and self-evident felonies like “robb&ngaking up the bulk of remaining
cases. While there are circumstances covering gadgirug-related homicides,
there are no measures for theoretically importastives such as domestic or
retaliatory killings. Considering the importandedessaggregation within the
homicide literature, such a weakness in the SHR Inegyarticularly counter-
productive to studying trends.

SHR data also suffers from a lack of reportingrisdlictions in Florida have
failed to report SHR data over large periods, alerth other major areas and cities.
Washington, D.C. did not reported SHR data to tieIFor over a decade, resulting
in any SHR analysis involving the past twelve yessnissing data from a high-rate
jurisdiction. As noted, the desire to transitio\IBBRS and greater number of
variables has been plagued with further non-padicon from the largest urban

areas, though the NIBRS system has been approvedédasince the late 1980s.

8 To be fair, NIBRS is not widely used among subarbarural areas either. The lengthy reporting
processes result in a considerable increase inleaior agencies, and as a result NIBRS has ldnite
compliance. The agencies who participate in NIRBRE cover about 20-30% of the U.S. population.
In contrast, agencies reporting to the UCR coveradmately 95% of the U.S. population.
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While the SHR collects more incident-level det#ilan the UCR does for
homicide, there is still a lack of location/geodrmg@and closure variables. Geography
of incidents is limited to the jurisdiction repagj, so one has no indication of the
specific location within the reporting area. Givemicide and other crimes are not
generally randomly distributed within a geograptpace, such a limitation in the
data precludes any significant analysis of neighbod characteristics, either within
or between jurisdictions. Variables related tcecalssure/clearance are also missing
at the incident-level — while aggregate percentégeslearance rate are reported to
the UCR by each jurisdictiohthe outcome of individual cases is unknown. Other
than a case being closed, there are other relattdr$ of theoretical and practical
interest, such as time to closure and type of aleze (i.e. whether by arrest or other
administrative means). NIBRS has incorporated sohtleese closure variables;
however, as | noted, regions with the most homggienerally do not report to
NIBRS at all.

Studies of specific areas, in contrast to natioegibnal measures, often have
many of the same problems regarding data. Motawelsclosure information may be

limited, though these often city-specific datasetse far better geographic data for

° Even this figure is somewhat suspect. Rules tifigdnow a clearance rate is computed and reported
to the F.B.l. have been interpreted as takingdted humber of cleared homicides in the current yea
(including homicides from previous years which wesoéved in the current year) and dividing by the
total current year homicides. While producingabt rate that takes into account continuous work o
older cases and which does not require revisiontgegear since both numerator and denominator
reflect snapshots from the current year, matheiditic seems quite ridiculous. The numerator and
denominator reflect different pools of cases, whkeesnumerator pool includes all current year cases
in addition to all non-closed cases in the juriidit’s history while the denominator is limited to
current year cases. Based on this formulatias,theoretically possible to have a clearance oat
100%, which should be a serious indication thatc#leulation is faulty and, more importantly, bidse
towards having a higher clearance rate. Giventtigtlearance “rate” is not expressed as a toaditi
rate (x number of unit 1 per unit 2) but ratheaaimensionless percentage, an argument could be
made that it is especially important to assureuthies/populations are the same throughout this
calculation in contrast to the current interpretati
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the incident location. Obviously, the counts foege limited-jurisdiction data are far
lower than the number of cases when comparing matar regional trends. While
the SHR and more specific datasets cover basic gexpbic information, there is
often a lack of data regarding the exact incideoation within the given geographic

unit.

Unanswered Questions

Coupled with these data issues, there are alscsurgiad questions regarding
homicide trends. Blumstein and Rosenfeld (1998tdeed homicide trend
forecasting is an “academic pastime,” with wildgiotions over the past twenty-five
years about the role of juveniles, shifting popolatdemographics, concentrated
poverty, incarceration effects, drug markets, abortand the inevitable rise of super-
predators which failed to materialize, just to naarfew. More specific questions are
directly linked to the previous discussion of gapthe social disorganization
literature, as many explanations of homicide trémmge drawn from neighborhood
research; as such, questions of dynamic predidtrsal control variables, and a
lack of diverse longitudinal data sources for tegtheory are issues at the
neighborhood-level for any type of crime. The lacklynamic structural predictors
has been an issue for neighborhood-level homi@dearch. Questions as to
operationalizing structural covariates when stugyiomicide rates have been
acknowledged, with methods using factor scoresdices showing a greater link
between neighborhood traits and homicide than otfeasures (Land et al., 1990).
Still, these factors have been comprised of stati@bles, often Census measures.

While these may prove sufficient for cross-secti@tadies, static factors are less
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applicable to studies of growth and change. Kubnd Herting (2005) attempted to
address a dynamic prediction model for homicidedsebut were limited to using
static structural predictors. Their study wasalone, but rather was among the most
sophisticated treatments of the issue. That fadliing as to the necessity to address
truly dynamic predictors of homicide trends in artkefurther advance research.

More so than other neighborhood-level research,¢idemstudies have found
some ways to incorporate a limited measure of fobooatrol. Such studies often
examine the drop in crime/homicide in New York Gitgice the early 1990s, and
formal control is captured by a measure of policevdy such as arrests. The
purpose of these formal control variables is gdheta create a proxy for “broken
windows policing” (a concept in which the definttigself can vary from study to
study). The assumption is that some degree ofdbsarcial control can impact
homicide, and help explain the significant decrsasdiomicides over the past
twenty years. As previously discussed, the ideapblice can impact crime through
their activity has been supported in the experietesign literature with hot-spots
and pulling-levers. However, broken windows prexaee often crude measures of
police action (or related, measures of crude paatens such as unstructured
flooding of areas or limited discretion) and experntal interventions conceptualize
formal controls as a targeted specific policy clentn both, measures of formal
control have not been conceptualized using normlidgaction within investigation
of crime. The proxies and experiments may addsether police interventions

work in altering trends, while the later may foausthe less studied question of
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whether routine action (such as solving homicideesawvithin a prompt timeframe)
impacts homicide trends.

Additional questions explore how and why disaggred&omicide trends
differ from both overall trends and from other digeegated typologies. Recent
literature has noted the importance of disaggragdiy circumstances or motive as
homicide trends are not uniform across categortésdings across studies of the
homicide drop in New York City, juvenile trends,daimks between cultural
explanations and disaggregated motive all pointiBa@ant differences between
various types of homicide. As noted, SHR dataoatg marginally helpful in
establishing the circumstances of a homicide ondistabution of the
“circumstances” variable is examined. While soesearchers feel that homicide
motive is not useful or even misleading in cert@ntexts (see Puckett & Lundman,
2003), disaggregating homicide has rapidly caughduring the past decade and
generated new puzzles regarding why differencest beitween motives and how
predictors may impact types of homicide differently

This study will incorporate new sources of data aed predictors to help
explain differences in homicide rates as well afr@sk prior limitations within
homicide research. Homicide data from Washingi&,. have not compiled
previously either for SHR/NIBRS or for a stand-aarnity-based dataset. The only
previous report of this data had been as a rawtdouhe UCR. Most importantly,
the data for this study have variables for motgexngraphy, and closure in addition to

standard homicide measures.
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The purpose of this study is to explain differengehomicide rates using data
from 1998-2006 in a major U.S. city, WashingtonCD at the neighborhood-level.
Using the neighborhood-level of analysis is impatr@iven that homicide rates are
not evenly distributed across a geographic aresse&ch into neighborhoods has
been rooted in the social disorganization framewinsk made famous by Shaw and
McKay. Over time, a significant body of researéts kleveloped but not without
limitations, particularly in regards to data avhildy. Central among these
limitations are the lack of dynamic factors, laédkarmal controls, and lack of data
sources. Given that research into homicide trawcdsss neighborhoods have relied
on this theoretical perspective, it is not surpigsio note similar limitations in
homicide research.

With the goal to explain homicide trends and tHesgations in mind, the
major questions of this study focus on two aggregansiderations — one is a social
disorganization perspective concerning structurgfmal social control within
neighborhoods; a second is a deterrence perspecigzrning formal social control
within neighborhoods. Structural factors will beasured by dynamic population
and resource deprivation variables, while formaltoa factors will be measured by
closure rates and time to closure in homicide caBgsincluding dynamic predictors
for my time period and using previously unstudiednicide data for address these
aggregate considerations, a two fundamental rasegestions can be asked:

- Do dynamic structural factors influence homicidesaacross

neighborhoods?
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- Does aggregate deterrence influence homicide aatess
neighborhoods?

This work will confront an “undiscovered countryf ananswered questions within
an under-studied region. Other explanations ofibol@ trends have focused on the
same sets of ills that plague neighborhoods, ratating to incorporate other factors
that remain yet uncovered. The excitement of tigisacovered country is that one
cannot know what to expect — while one may plantaypbthesize, the truth is
unknowable until a light shines in the surrounditfagk. It is my hope that this work

can serve as a small beam of light illuminating twkas previously undiscovered.
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Chapter 2: Literature Review

Before embarking into the “undiscovered countrynéanust examine and
understand what has been previously discoveree. gbhls of this chapter are to
establish a foundation for the current researchtamtarify how this current work
builds on the body of knowledge in the literatufiavo theoretical frameworks,
namely communities and crime and deterrence, ate l@@ken into two components
— first, a theoretical discussion following the cseiof thought in the topic, then a
summary of the empirical findings. Following thesiew, it will be clear how this
work expands the literature, particularly in theas of dynamic conceptions of

neighborhoods and the impact of formal social cistr

Communities and Crime

“Behold with what companions | walked the stredtBabylon! ...And, drawing me
more closely to the very center of that city, nwsitle enemy trod me down and
seduced me, for | was easy to seduce. My [moraftyrmed] mother had already fled
out of the midst of Babylon and was progressinigeialslowly, toward its outskirts.”

- Augustine, The ConfessioBsok Il

At the heart of any discussion regarding commusidied crime is the belief
that social facts have regularity and contain geailve aspect which impacts human
behavior independent of individual motivation (Merr1958). This connection
between crime and place can be found throughoutMéstern intellectual tradition
wherever the nature of society is considered, sgdne discussion of Sodom and
Gomorrah in Genesis 18-19, works of the early Gpgelosophers, or later European

moralists. One specific example is in Plat@epublicwhen the dialogue focuses on
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the nature of the tyrant/criminal in Book IX. Tblearacters acknowledge “the whole
city gives assistance to each individual,” and theason that a criminal’s behavior
would change if the gods “were to lift him and w$e and children out of the city
and put him down” in other locations that would talerate his actions (pgs. 264-5).
However, many of these discussions of crime andeplacused on the individual
foremost, so it would not be until the dawn of mwdgociology when the geographic
element of crime would be explored in depth.

Due to both the Scientific Revolution and the Enlenment in Europe, new
tools and motivations were seized upon in an attémmeasure and change elements
of society. The early #focentury saw the development of sociological peisiti
among a cohort of researchers. At first, the cphoé“sociological positivism” may
seem like a contradiction, as positivism is gemgadsociated with an individual unit
of analysis due in part to the influence of biotadipositivism (associated with
names like C. Lombroso, E. Hooton, and W. Sheld#igwever, the sociological
manifestation came first in history and applied\wngositivist suppositions at a
macro-level. The causal mechanism of cfilveas the inherent differences between
criminal and non-criminal regions/populations, dinelre was assumed to be an
element of determinism through outside factors @y education, and population

density?) working beyond individual choice in creating ciiral places.

9 For positivists, the definition of crime is genéra legal distinction and is reflective of devian
outside of society’s norms.

11t should be noted that these factors were seenttalways work in the predicted ways. In fact, A
M. Guerry tested these factors directly with mixedults. Though the methods and techniques lack
sophistication from our modern statistical persipecthis results made him and later researchers of
this period keenly aware of opportunity — when firgdthat a very rich area had high property crime
while a very poor had low property crime, he codeld that the availability of items to steal can
impact the poverty-crime relationship (Guerrey, 20833]; see also Morris, 1958).
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The work of three individuals serves to highligme initial advances of
sociological positivism in Europe. A. Guerry pradd a work in 1829 mapping
education and crime statistics within France. Hi# bn this with an 1833
publication featuring a larger variety and detaithe maps (see Gurrey, 2012
[1833]). Data were included for crime counts, dgnaphics (gender and age),
variations in crime rates, and various other sati&asuch as lack of education,
illegitimate births, and suicide counts. This warés unique in the usage of density
maps for comparison, but also in the fact that ipreygovernmental data collections
had not been compiled or analyzed. Guerry fouatidghime was not distributed
equally across places and that there was regutaritye uneven distribution — in
other words, certain areas would routinely haveenooime than other places across
multiple years.

Closely following Guerry, the Belgian mathematickanQuetelet introduced
more rigorous statistics to the problem of crinvéhile Guerry relied on numerous
cross-tabulations to compare the extensive trowdatd, Quetelet sought to
incorporate more formal statistics from the phylsstéences into social research. His
work through the 1830s and 1840s served to lagénky foundation of statistical
examination for sociological problems; this effads not fully appreciated by some
sociologists, notably A. Comte (see Morris, 1958Bpwever, Quetelet continued
with Guerry’s cartographic techniques to displayner data and differences across
space. Combining these methods, Quetelet confimmady of Guerry’s general

findings about the distribution of crime and thepamt of macro-level factors.
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In England, H. Mayhew continued the crime mappiogparisons seen in the
works of Guerry and Quetelet. While Mayhew did advance understanding
through statistics or any formal hypothesis tes{iMgrris, 1958), he did add a unique
gualitative component to his examinations of cremd place. Much of his data were
generated from interviews and walking the streétoadon, though he did use
official police data to examine the distributionasfests for various crimes. Like
other sociological positivists, he concluded thane was social in nature and
directly impacted by social milieus found concetgdain certain geographic areas,
such as poverty, iliness, and dilapidated housHig. use of narrative work is a
technique seen in later work by the Chicago Schmatjcularly C. Shaw’s life
histories.

These three figures added unique elements to sgotal positivism while
still maintaining a common ground regarding thedgtaf crime and place. Place
matters in crime, and Guerry’s mapping, Quetelgigistics, and Mayhew’s
ethnographies supported that idea. While theikkwaas briefly eclipsed by the
biological positivists and the advent of the mebmadel for treating individual
criminals, the foundation built by these sociol@jiesearchers was seized upon to
develop the modern conceptualizations of commuitierime during the early 20

century.

The First Revival: The Chicago School and Sociaglobganization

Multiple factors led to the revival of sociologigaositivism following
a half-century infatuation with Lobrosian ideascame. First, biological positivists

had limited empirical success, and associated igeworere developing as loosely-
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disguised racial treatises which would later ad¥@eaigenic solutions to crime and
other social ills?* City pathologists had suggested that the urbair@ment itself
generates social dysfunction uniformly, which wasnty received by social
scientists who generally worked, lived, and studirethese urban areas. Social
researchers had developed more cognizant causaigb¢han seen in the
classification-focused early sociological positisisand coupled with new sources of
data, such studies promised to determine the cafisesial unrest and ills. Finally,
immigration to the United States had produced gumbpportunity to study the
impact of place on crime — there was an inherehtipinterest and believe in the
criminality of immigrants, often immigrants lived highly concentrated places, and
these immigrants would often change places over &mthey and future generations
assimilated into American society. This last fagimduced a shift in theory
development from Europe to the United States, asrfaan urban researchers had

the desire and opportunity to move the study ofgland crime forwart®

2 The eugenics element, clearly seen in the biotdgiositivism by the 1930s (see Hooton, 1939),
would become a larger stigma as World War Il codetyy given the Nazi philosophy and atrocities.
3 The passing of the torch from European to Amergaial scientists during the early"™2€entury is
emblematic of the state of much criminological aodial research today. As J.Q. Wilson (2009)
noted, the United States has studied itself mag #ny other country, which is not surprising given
that few else have the data, freedom, and variglbdistudy social problems (Wilson mentions race
and class as specific examples of “problems”). réfaee at least two potential consequences to this
phenomenon. First, researchers may assume otti@nsare more tolerant and less punitive/violent,
since many other nations are not willing or ablad¢ourately examine themselves in such a way as
found in America. The example of Andrei ChikatiédoRussian serial killer during the 1970s and 80s
comes to mind. Though it was clear a serial kilkes at work given the proclivity, similarity ofiore
characteristics, and very close geographic proyiwifitdiscovered victims, Soviet officials refused t
acknowledge that such a murderer could exist inX®S.R. since serial killings were considered a
feature of the West, which itself was due to Westgvernments willing to recognize such criminals
as existing. It took five years for the Sovietgmment to publically link the murders to a single
offender, and another three years to consult anicgpsychologist. During this time, the governinen
used the murders as an excuse to round up “untEsrasuch as homosexuals and the mentally ill,
regardless of whether they could be linked to anmwltiple victims. Chikatilo was arrested for
murder in late 1990 and eventually tried publicétijowing the fall of the Soviet Union. After bajn
convicted of over 50 murders, he was executed$iggle gunshot to the head. The second potential
consequence of being limited to American reseas¢that the United States may not be wholly
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At the fore of this revival was the Chicago schoib$ociology. The Second
City provided ample opportunities to study the natdevelopment of areas due to
waves of immigration and extensive public recor@ibe core of the Chicago
perspective was human ecology — taken from condeptsl in plant research, these
sociologists theorized that locations develop basedaves of invasion and
succession (Park, 1936). During the 1910s andtB8grimary method of
succession was immigration. Numerous researchessied different theoretical
avenues to explain crime in communities. W.I. Thsmand F. Znaniecki (1918-20)
studied Polish immigrants as they developed comtimsnn Chicago. Thomas and
Znaniecki noted that most immigrants came fromsanedoland that were rural but
also had high social organization. Upon comingneerica, much of this
organizational ability was lost, as many immigrdefts Poland due to being outcasts
already (hence, not inherently part of the highaarganization), often forgot how
they were organized in their homeland, or found theal mechanisms for
organization were not applicable in urban environtse However, Thomas and
Znaniecki found that perpetual disorganization waisthe destiny for all such
immigrants, as many would reorganize and develfgpnmal community controls
over time.

R.E. Park and E.W. Burgess, two key figures initiiteal development of the
Chicago school, produced a central work for hunetogy and crime in 1925 called
The City Many of the classical features of the Chicagwst such as concentric

zoning, the central business district (CBD), andexoof transition, were described in

generalizable, much in the same way it is possihlieago-based theories of communities and crime
may not apply to other cities.
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great detail. They theorized, based on availaate,dhat cities were structured such
that high crime would be in the CBD and crime woddatline as one progresses out
of the center. Zones of transition were criticalhderstanding immigration and the
importance of place in crime. These regions wdaagopulated by poor new
immigrants, but there would also be high turnovemare established immigrants
would leave for better zones. Park and Burgessetbthat crime did not follow the
immigrants out of the zone, suggesting that it thasplace that led to crime rather
than the individuals.

F.M. Thrasher (1963 [1927]) focused on the causddavelopment of
delinquent gangs in Chicago. Like other Chicagwsttheorists, Thrasher proposed
a social explanation for crime. Through interviemith youth, he suggested that
gangs formed due to a failure of controlling ingtitns and a common source of
conflict. Youth did not obtain the necessary fielahips and nurturing through
family and schools, and yet a degree of sociatlaaly was needed for protection as
there is greater strength in numbers. In essgar®s and the related delinquency
were often protection mechanisms in areas whernalsaxpectations were unclear
and potential threats existed. Like the disorgatnon of Polish immigrants and the
zones of transition, gangs were seen as non-pemhaoeial features that most
would grow or develop away from, though Thrashdeddhe existence of highly
distinct social groups which had participation agpdime non-immigrant, non-poor
and non-youth populations.

While important and insightful, the previous Chiocaghool works do not

retain the modern clout and research intereBtedimquent Areasthe seminal work
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of C. Shaw and H. McKay (1942). This work coulddemsidered a book that
launched a thousand studies, to paraphrase Hodestsiption of Helen of Troy. It
was the logical product of earlier efforts to uaet@graphy combined with more
extensive data and sophisticated research metimbdsed with the findings of the
Chicago school and the passion of Mayhew’s exanonaif deviance. An earlier
work by ShawThe Jack-Rollef1974 [1930]), is itself a qualitative masterpiece
written with the hope of spurring social reformheBe factors combined to produce
Shaw and McKay'’s theoretical capstone, social daoization.

For Shaw and McKay, social disorganization explhiow differences
between neighborhoods impact their character, teesghnic changes,. Specifically,
the theory suggests that the four factors of udsdimn/industrialization, poverty,
residential mobility, and ethnic heterogeneity @sacial disorganization. This
social disorganization erodes informal/formal sbcantrol and causes crime and
other social ills* Their theory can be read as having both a maard-micro-level
of causation. At the macro-level, crime is cauded to a lack of control in the zones
of transition. The four structural factors prevsalidification and agreement on
norms in the neighborhood. They suggest that-asganization progresses, it is
possible to establish organization and thus haweea change. However, the four
structural factors work against re-organizationdustrialization and poverty
undermine the informal controls of the family, venthobility and heterogeneity

undermine the informal controls of the communi&dditionally, the micro-level

4 Like Guerry and others, Shaw and McKay noticed ¢niae often does not stand alone, but rather
comes as a package with other social problems. Ndognihan (1965) famously referred to this
general phenomenon as a “tangle of pathology.”s Téwlity suggests that preventing crime may also
have positive effects in other social areas, ad aliggests that techniques to combat crime may not
be as simple as focusing on criminal activity ftg@ven the intertwined nature of these “socida.fll
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component of the theory works against re-orgaropatiAt this level, crime and
social ills are perpetuated as a result of cultanal learning processes. Even if
immigration stops, Shaw and McKay theorized thatdtability of the delinquent
tradition and strong peer influences could keeprdanization in plac&

Social disorganization theory sought to show hoace) rather than specific
classes of people, causes crime. The influen&haiv's earlier work can be seen as
this theory holds a positive view of human nataréhie assumption that delinquents
would find satisfaction in other activities if tsetting/place where better. Shaw and
McKay suggest that slum boys (female delinquency mat a central topic because
there was little official female delinquency) be@delinquent not due to inherent
evils or illness, but rather though a lack of cami@nal controls/values (structure)
and exposure to delinquent subcultures (culture)) bf these causes are inherent to
neighborhoods, not individuals.

Numerous problematic issues arose which led torginadization of Shaw
and McKay's grand theory of communities and criniéeir theory largely assumed
that neighborhoods had stable natural developrasrdid most all ecological
theories. There was difficulty in defining soaiéorganization apart from the
consequences of crime and social ills — there wasdependent measure of

“organization,” only the reasoning that if therecigme, then there must be

151t can be argued that the micro-level theory isagessary or even tautological when linked to the
macro-level formulation (see Kornhauser, 1978)fohming this portion of their theory, there was
likely some influence from another Chicago schaalislogist, namely E.H. Sutherland. Modern
social disorganization essentially remains clealedg the lines of a macro control theory and a
micro cultural theory (this point is discussed an@ported in greater detail later in this chaptdife
inclusion of the micro-level component was not sseey to the functioning of the theory
(Kornhauser, 1978) but could explain the high Is\a#lcrime within areas with large black
populations. Shaw and McKay noted such areas diffireult to explain through their four macro-
level structural factors (pg. 389), and this diffiy would lead to later empirical challenges istieg
Shaw and McKay'’s direct theory (see Bursik, 1982).
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disorganization. While Shaw and McKay had accesadre data than previous
researchers, much of it was official police andejuile court data and further
developments in obtaining self-report data suggettat delinquency was not
isolated in “disorganized” neighborhootfs This survey finding would later help
spur a resurgence of individual-level theories.other feature of sociological
positivism, namely determinism, worked against Shad McKay as they could not
provide a solid explanation for why most youth ao¢ delinquent even in the most
disorganized areas; in other words, if the strudtoultural factors in a neighborhood
impact all residents, why do most desist from cfinfanally, the theory was
undercut by the failure of the Chicago Area Pro{éminded by Shaw) to reduce
delinquency. It would take decades until intenestommunities and crime would

return to the front burner of criminology.

The Second Revival: Kornhauser and the Informalé&@ontrol of Communities
As the macro-level explanation of deviance seesouial
disorganization waned, other micro-level theor@serto the top of criminology by
the 1950s. In particular, two perspectives saw tieyday — differential association
theory and strain theory. Neither theory was newriminology, as their concepts
and structure stretched back into prior decadedb, lvH. Sutherland and R.L. Merton
working on their respective theories during the@®3The time was right for micro-

level cultural explanations of deviance, so thesetheories gathered interest and

16 As previously noted, Thrasher found evidence afiigs” among higher-class youths. Often the
delinquency would focus around sexual promiscuather than more typical criminal behavior.
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advancement in the literature (see Brown et aD92b These theories would be
refined, retooled, and in one case renamed thrtheyh960s. This era of research
contained a number of important developments, asdhe acknowledged influence
of R. Cloward and L. Ohlin’s on presidential socgratiatives and the rehabilitation
of psychological perspectives in part through Reisks linking learning concepts to
differential associatioh® Interest in these micro-level perspectives camthto
grow.

Yet, a funny thing happened on the way to micrelelominance. Though
the theories were popular, influential, and appiredublic policy, crime began to
rise. Public disorder, often concentrated in dpeoeighborhoods, also increased.
Initiatives such as the War of Poverty seemed tmeat do nothing for crime, and at

worst were correlated with spikes of all types fnnal activity. Looking at trends

71 micro-level cultural explanations were theitgeist then why did researchers not advance Shaw
and McKay’s cultural component? While an openstjo@, one can speculate as to reason why
history unfolded as it did here. First, the cudttargument was not as well-defined as the maarek-le
disorganization argument (Kornhauser, 1978), and Would make testing difficult on its face; this
point is highlighted by the fact that the macrodiesomponent was also difficult to test even with
greater detail (Bursik, 1982). Second, if one $uug fill in the gaps of their theory which prettic
continued delinquency among individuals who diffeéig@ly associate with delinquent peers, then one
would already have a different Chicago school theoruse courtesy of Sutherland.

18 The irony that Sutherland’s differential associatiequired a heavy psychological component for
operationalization seems lost on some. In his 1884 Sutherland rejected multi-factor groups (a
popular psychological construct once embraced lilge3land) as leading to bad science. This
rethinking was likely in part a reaction of the Mazl-Adler report that poorly evaluated the science
criminology at the time (see Laub, 2006). Rathantmulti-factors, Sutherland strongly argued for a
sociology basis, rejecting both biological and p®jogical elements. His macro-level theory has
cultural conflict as the root of crime, and notesattregions have “differential social organization.
The crux of his micro-level differential associatis that differential cultural groups provide
norms/definitions favorable or unfavorable to crin@f course, that begs the question of how do
individuals learn these norms/definitions, whichulebbe a prime psychological issue, especially as
learning theories developed in the late 1950s &6d4. D. Cressey (1960) acknowledges
Sutherland’s oversight of defining mechanics fa lgarning process, though he brought it up after
Sutherland had already passed away. While somsosgs learning as the logical successor to
Sutherland and possibly even believe Sutherlanddimave supporting this (Akers, 1996), history
suggests that Sutherland may have been pusheflitelaroated defense of his sociological-based
theory and may have developed an ingenious wayetmsare definitional balance and variation of
association. But that is simply speculation gitteat Sutherland died over a decade before any such
debate would have raged.
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in UCR homicide data, there was a national incraab@micide rates from 1960
through 1974. Couple this crime wave with decregsiust in government, which
was likely both a cause and reciprocal effect efdisorder/incivility, and there will
eventually be people who question the conventiaisdom®

By the late 1970s, coherent responses and alteesat micro-level cultural
theories could be found scattered in the literatum®ng a sea of critical criminology
pieces. However, the focus remained primarilytanibdividual, such as Hirschi’s
control theory, the comparisons self-reported dglency/victimization to official
records, rational choice theories, and even deteereesearch. That focus shifted
with R. Kornhauser'Social Sources of Delinquen978). While some researchers
note that the “resurgence of interest in ecologit@nge and the ramifications for
crime” was embodied by later work during the 19@Qisk & Laub, 2010), the fact
remains that such work may have been mostly unifesd for Kornhauser.
Therefore, one must understand how her work settdge and truly marks the
revival point of community and crime research.

In short, Kornhauser made it theoretically acceptahd justifiable to study
communities as a unit of analysis within crimingtance again. This was done in
two steps — first, Shaw and McKay’s problematiciessin social disorganization
were re-conceptualized in light of recent contha&dry, and second, the

cultural/strain theories were laid bare as unaai®etalternatives. Kornhauser

19 This period is also very important for the revivédeterrence research, which had been mothballed
since the rise of positivism in the early 1800$eTink between the social disorganization and
deterrence concurrent revivals may be in the rissotrol perspectives, given the theories similar
assumptions towards human nature. Obviously, fisdHi’s seminal work (1969) and its subsequent
influence speak to this point, but it is worth mgtithat control theories were not wholly new in 996
and could easily be traced (even by Hirschi himgelE. Durkheim. Rather, this seems to be another
example of theories being evaluated not just oritmdut on the historical mood at the time.
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recognized the need to explore the interveningabées/mechanisms between
neighborhood conditions and delinquency, a crifpzablem for Shaw and McKay as
“social disorganization” was never defined beydmel dutcomes. The division
between a structural model and a cultural transangsodel were problematic
towards that goal, given the logical inconsisteanyg redundancy of such a mixed
model; she focused on how the two theories coalddsalone. The structural model
was conceptualized as a pure control model, enlddngeecent research into control
theories and bonding. Social disorganization wagséoned as a social control
process and thus measurable independent from theroas of crime. This idea
would form the backbone of the dominant communitied crime theories through
the present das’

This rehabilitation of Shaw and McKay, which allaWer theoretical
predictions and provided a framework for testagiltas not enough to alone bring
macro-level perspectives as serious avenues o€siteBoth differential association
(by this time, social learning) and strain theohas usurped macro-level
explanations previously. While history had turmmedthese cultural perspectives by
the late 1970s, these were still potent theoretarakes which had risen in response to
weaknesses in macro-level explanations. The fettkornhauser did not fully reject
Shaw and McKay'’s cultural theory suggests that evbarsh critic can see the value

and appeal of cultural perspectives. Making thecstiral model more sound made

2 As for the cultural model, Kornhauser suggests st problems could be remedied by looking at
culture as attenuation, where values are not egjdatit not disused. Similar ideas had been found
previously in D. Matza'®elinquency and Drif1964). To date, some cultural researchers magy gi

the idea lip service but then often address culexplanations with the same problems of determinis
that Kornhauser and Matza decried (see Kubrin, p@fiBers simply resort to tautology to explain

both the pervasiveness of culture while acknowleglghany do not appear to succumb (see Anderson,
1999).
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Shaw and McKay’s work relevant and theoreticallynpetitive once again, but what
made the new perspective even more appealing wsgethe knees out from under
the main competition. Thus, the second half offkauser’s work was dedicated to
the theoretical annihilation of the two culturap&nations which bested social
disorganization decades prior.

The assault on learning and strain theories wasstat on their perceived lack
of logical soundness and testability, which waslijkdesigned to contrast with
control theory’s argued strengths on those criteiiarnhauser did not pull any
punches - differential association and social le@rwere hammered on their
inherent assumptions for perfect socialization,dteblems in defining a subculture
given that assumption, and the “embarrassmentbés’ that would exist if the
theories were true; strain theories were dissemteithe inherent economic and
universal cultural goal assumptions, the deviatiom Durkheim (a powerful
criticism given that strain theories saw themsebhliesctly descendent from
Durkheimian anomie), and were eventually labeledptoduct of “deadpan
sociology” in that strain researchers themselvdsdt have faith in cultural strain
and thus added numerous contradictory components.

The true power of Kornhauser’s critique is seetheresults. Strain theory,
as it had been known at the time, was effectivaped off the map and would only
regain relevance in a wholly re-conceptualized restation by R. Agnew (1992).
Of course, there is irony in that Agnew’s Genettaai® Theory was made possible
by Kornhauser’s observations eliminating “old sttdrom the research agenda, only

to have GST eventually become the embodiment ohKauser’s “old strain”
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criticism, particularly regarding the weaknesstodis to stand alone in explaining
criminal action (see the notable inclusion of cohltrased variables in Agnew, 2008).
Social learning theory survived, though it is tajlithat debate raged on
regarding Kornhauser’'s observations for decadesAgers, 1996; Hirschi, 1996;
Matsueda, 1988 as examples), and that Akers (1&08gnlly reinvented social
learning in an attempt to reduce its apparent detesm and create a life course and
macro-level component. Like Agnew’s GST, Akers hdded considerable elements
of social control to his theoretical formulatiowhile Akers claims that “all theories
are social learning theories” (pg. 37, 1998), iinglear how adding control elements
makes a theorgnoresocial learning based, given the different asswonptregarding
human nature that control and learning theoriegaoh rooted in. It is also unclear
whether the incorporation of control elements peananent feature for
criminological theories, or simply reflective ofetlzontinuing pro-contraeitgeist
seen currently.
Most importantly for this study, communities ande was reignited as a valid and
theoretically sound topic up through the presegtaleer three decades later. As
noted by Kirk and Laub (2010), the true coming @utommunity perspectives was a
1986Crime and Justiceolume (Reiss & Tonry, 1986). Numerous authorsuised
a wide array of still-relevant ecological topicachk as the assumption of stable
neighborhood development (Bursik, 1986) and theaichpf gentrification
(McDonald, 1986). The tone was set in the volunr@i®duction by A. Reiss
(1986), who stressed the importance of studyinght®mrhoods in understanding

crime, social changes, and the impact of governrfeegt police) on society.

36



Subsequent research would cover new theoreticahgrgroposing mechanisms not
previously considered in criminology. Yet, the miodluential developments would
continue in part down the path suggested by Korséiad models in which the
informal social controls of neighborhoods medi&te itnpact of structure on crime.
Three particular formations warrant a brief theioedtdiscussion in this work: the

systemic model, the disorder model, and the collecfficacy model.

Systemic Model
The systemic model conceptualized social disoggdinn as a lack or

weakness in social ties/networks (Bursik & Grasmik393; Warner & Roundtree,
1997). A neighborhood is seen as a “complex systieimendship and kinship
networks” in which ties are “rooted in family litnd [an] ongoing socialization
process” (Kasarda & Janowitz, 1974). The clagsictural factors, such as
heterogeneity and mobility in neighborhoods, infloe social ties/networks.
Problematic ecological factors are positively agged with crime because such
factors will impede network development and soz&lon.

Bursik and Grasmick (1993) developed one of thetmpasminent
specifications of the systemic model which empreabihe role of networks and
social capital. Social disorganization was definsdveak, non-dense networks;
networks were built through ties, which themsehlese considered as interaction
opportunities within the neighborhood. These tiestorks would yield social
capital, or an ability to affect change/stabilitya community. Social capital impacts

the degree of social control, as capital (in partiaof influence and power) is
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needed to generate contfdlIn this system, there are three kinds of contrptivate
(family), parochial (neighborhood institutions, Bues schools or churches), and
public (outside agencies, such as government alickjpo The public controls were a
new addition to social disorganization, and cowddccbnsidered a fresh consideration

of formal social control, which to date has notribégly explored.

Disorder Model

The disorder model took a different approach #rttediating factors
by defining social disorganization as ugliness anhe (representative of physical
and social disorder). As such, it is similar t@®htand McKay’'s assessment of
disorganization through the outcomes, namely camesocial ills. Disorder is both
a cause and symptom of reduced controls and irexidaar within communities
(Skogan, 1990). In contrast to the systemic mdtiete is no need for specific social
ties or networks within a disorder model — the n@esence of visible “disorder” in
a neighborhood is sufficient to break down commuaiintrols, independent of any
bonds or networks in place.

Two major theoretical works highlight the disorgerspective. First, J.Q.
Wilson and G. Kelling (1982) advanced the brokendews hypothesis, in which the
combating of physical disorder can lead to a radonaif crime and fear within a
community. This idea is significant since it sugfgecrime can be impacted
independent of addressing “root causes,” such asrpo this would be especially

good news to police departments, who have littlgrob over socio-demographic

L1t should be noted that “control” in the neighbaol context means the capacity of the community
to regulate itself towards collective (not forcgals, and the underlying assumption is that a
collective neighborhood goal is to live free ofiee (Sampson & Raudenbush, 1999).
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factors but can help regulate disorderly violatiohtaw. For Wilson and Kelling, a
broken window left unfixed is both suggestive déek of care in the neighborhood
and will engender further acts of disorder. Sec¢c@MdSkogan (1990) examined
neighborhoods with community policing and postudateat since most areas are
afraid of the same problems independent of dembggapthen the main theoretical
mechanism increased disorder. He suggested s@idér leads to further population
shifts, which has an impact on the number of “goeelsus “bad” people in a
neighborhood; further disorder attracts those whlbcapitalize on the lack of
controls by committing crime. The lack of controisreases fear among residents,
which also serves to increase crime, accordingktm&n. Like the broken windows
hypothesis, this work tends to highlight the patnble of police (as a formal social

control) in helping reduce crime within communities

Collective Efficacy Model
The collective efficacy model developed in pantedponse to the

systemic and disorder models. According to thislehathe key concept for
understanding social disorganization is “collec&fgcacy,” which is a “task-specific
construct related to shared expectations and mahgdgement... reflected in
process of activating social capital towards ari ¢8dmpson, Morenoff, & Earls,
1999). The heart of collective efficacy is so@ahesion and trust for a common
good within a neighborhood. Like Shaw and McKdgyaural concerns matter, but
the role of human agency is preserved by notingttha efficacy must itself be

“activated” in order to work as a mediating facfSampson & Raudenbush, 1999);

39



this in part remedies the problems of determinisich@nbarrassment of riches
suggested by purely positivist theories.

Much of the work theorizing collective efficacy hasen done by R. Sampson
and colleagues using data from the Project on Hubewelopment in Chicago
Neighborhoods. For these researchers, collectiicmey is measured by the
capacity for informal social control and social esion, focused on observable acts
within a community (Sampson, Morenoff, & Gannon-Reyy 2002). Social ties are
useful in building collective efficacy, but are ravitical as areas can have weak or
loose ties yet still have high cohesion and mutuest. Additionally, the collective
efficacy perspective sees disorder as an outcomhe@mcurrent condition rather than
a cause of crime; since elements of disorder amsklves crimes, it can be argued
that low social control (reflected in a measuredafective efficacy) can be a cause

for both disorder and other criminal activity ic@mmunity.

Theoretical Problems

While these three perspectives build on the woéiRhaw and McKay,
and each unpack social disorganization, they dacessome theoretical problems.
First is definitional, as the mediating factors gested are themselves concepts which
require unpacking. There is ho consensus on wdradtitutes functional social ties or
networks, or whether said ties/networks have umfgrositive effects. As for
disorder, it draws closest to Shaw and McKay’s faabof defining disorganization
as the outcomes; many types of physical or sogakder are themselves criminal
acts, meaning that “crime” and “disorder” may baaarent rather than distinct.

Collective efficacy has the clearest codificatidrihe mediating mechanism and
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acknowledges that “observable acts” should be &dlgg measurement (Sampson &
Raudenbush, 1999), yet the theoretical construettfuadamentally perception-based
attitudinal factors (e.g. perceived cohesion, miutust)*? Additionally, collective
efficacy rests on two poorly defined theoreticahpiples in the literature, namely
social capital and human agency; while both topege received attention and are
part of numerous high-profile theories, the fachais that the theoretical
mechanisms for both are nebulous at this time. [&\#@eking a mediating
mechanism may useful, there are drawbacks wheméohanism itself reduces the
clarity of how structural factors impact crime.

Second, while the systemic, disorder, and effiaaocgels rely on a macro-
level social control mechanism, limited reason lb@sn given as to why control
theory is inherent to these formulations. Whileréhis no fault for a theory to rely on
assumptions (so long as said assumptions are ntealg, ¢here is a theoretical
weakness when one’s mechanism cannot be concegetiaidependent of other
theories; when such weakness exists, it may sugjgggsthe theoretical justifications
have not been fully unpacked (see my first critigi®r that there is a lack of
confidence in the proposed mechanism (such as lasdr's example of deadpan
sociology and strain). Disorder theories are egfiggoor in this regard, as a macro-
level control theory may not even be the best #igzal alternative given the theory’s

reliance on “good” and “bad” people, thus confusmuether the main effect is a

% Thjs point will be expanded on during the revievempirical findings, where central measures of
collective efficacy are based on survey resporsesi¢stions regarding perceived cohesion and
attitudinal trust. While measures are also taevbgective community factors to link with collees
efficacy, such as community involvement in locaites, the fact remains that the concepts of
cohesion and trust are often only in the eye obigolder and possibly fluid in the short term,reife
stable in the long term (like the stock market'tatite daily ups and downs versus a typically
smoother monthly trend of closing values).
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place or individual level and begging for a culturansmission/social learning micro
explanation. Ideally, these macro theories neexbtablish clear differences between
control and other assumptions, while also theaatyicefending the role of control
theory in the formulations.

Third, these perspectives have issues regardingptatdering. As the thrust
of these approaches is to uncover a mediating mérhaetween structure and
crime which is distinct of crime and other soclk, ithere are theoretical concerns
that the mechanism may be too correlated to theoowt. This is particularly
apparent in disorder perspectives, which themseilftes argue for a theoretical
feedback loop as disorder causing crime directhoissufficient (Skogan, 1990),
while efficacy approaches have yet to rule outddnesal order and impact of crime
on efficacy (Lowenkamp, Cullen, & Pratt, 2003). dktbnally, when considering
crime and neighborhoods, there are causal isseatecr by the spatial distribution of
crime itself. These raise questions of how diffé@mmunities can impact one
another independent of the mechanisms workingysalithin a fixed spacé® It is
possible that the added complexity of looking fadependent mechanisms may be
the chief impediment to establishing proper caoséér in these theorié$which
then compounds with causal inference issues pregdénytthe nature of geography

and distribution of crime rates.

% Never mind the inherent problem with defining @itghborhood” in order to determine if effects are
from the same or truly different community. Defions of neighborhoods will be discussed further
during the empirical review that follows the pres@reoretical review.

% This is not to imply that looking for and testingdiating mechanisms is a quixotic pursuit which
should be abandoned. Rather, it highlights thicdity in determining the mechanisms and the
central definitional problems discussed previoushplutions could be to refine the mechanisms
further through theory/testing, or possibly to at@mparts of these constructs and seek something
simpler or wholly different to explain the impadtstructural factors on crime. In part, the latan be
seen in the revival of cultural disorganizatiomedmts in the literature, though of course definiéib
and measurement issues are no stranger to thatdbedyk either.
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Empirical Findings
This section reviews the empirical findings withire social
disorganization literature since the second reypest-Kornhauser. The pathway
first cover the initial reformulations of Shaw akitKay’'s work, then elaborate on
the specific findings in relation to the systendisorder, and collective efficacy
approaches, respectively. At the conclusion of fleiction, there is a focus on the
overall weaknesses in the literature in the condéxthat will be addressed in this

study.

Revisiting Shaw and McKay

The initial revival of Shaw and McKay's work cerdd on the
ecological stability assumption. The empiricak@sh led by R. Bursik was
instrumental in highlighting the limitations of Sh@and McKay and providing
explanations to their initial findings while setjithe path of undiscovered questions.
Though a number of studies (e.g. Bursik & Webb,2t Bursik, 1986; 1988;
Heitgerd & Bursik, 1987), Bursik and colleaguesvyied support that Shaw and
McKay'’s results were a historical artifact. Charggdemographics had not impacted
Chicago’s delinquency rates up through the 1940s;finding was central to the
Chicago school perspective that focused on plategrrthan people. While Shaw
and McKay could explain their era of European ntigrg later changes during the
1950s ran contrary to their predictions in partshese the post-war era yielded a
fundamentally different migration. Following 1958¢re was a large influx of blacks

from Southern states who came to Northern urbatecesuch as Chicago. Once this
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change occurred, the shifting demographics wene eenpact neighborhood
delinquency. As noted in Shaw and McKay's origiwakk, they had difficultly
explaining the few areas populated mostly by blgpkss 389, 1942). As a result, it
should be no surprise that a massive increaseack lopulation, particularly into
areas previously labeled as zones of transitiomfanigrants, produced poor results
for the ecological stability assumptions. The exaation of the population and
delinquency records helped establish that comnasiill influenced crime, but just
not under the same assumptions as seen with Sithiveay.

A different tenant of Shaw and McKay's work, namgig impact of
structural factors on neighborhood crime, was distadxd to be far sounder than
ecological stability. Numerous studies have preudidtrong support for the role of
structural covariates on neighborhood crime, oiftetihe context of homicide. Land,
McCall, and Cohen (1990) demonstrated the usectdfgcores among independent
variables in studying neighborhood homicide. Thaediit of creating factor scores
when examining structural factors and homicides&ehat using individual
covariates can create model instability due to leiglhinearity among regressors.
Given that Shaw and McKay relied on bivariate, megression analysis and
correlations, Land et al.’s finding was criticalaesessing the true impact of structure
on crime, even if the exact mechanism was stitidaletermined.

R. Peterson and L. Krivo provided empirical supportstructural factors (see
Krivo & Peterson, 1996; Peterson & Krivo, 1993)ngsdata from Columbus, OH. In
Columbus, there were both black and white neightimal with comparable poverty,

and they found a significant impact of structurigbdvantage in relation to violence
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across neighborhoods. This is critical as itiara occurrence within the same
general geographic region. Due to the uneveniloigion of violence, poverty, and
race within urban settings, it is typically veryfdiult to untangle the true effect of
race versus disadvantage (see Morenoff, Samps&au&lenbush, 2001; Sampson &
Lauristen, 1994). Thus, having local areas witlnparable poverty across race is a
unique opportunity to potentially separate thoseats$.

Support for structural covariates on neighborhoowhicide was also found in
Morenoff et al. (2001), where structural variablere operationalized as weighted z-
scores rather than factor scores. That study,iwhilt be discussed later in relation
to collective efficacy, suggested that both weidhdad factor score approaches
produce robust confirmation that structure impactse, though they argue through

the mediating construct of collective efficacy.

Systemic Model

Social disorganization was initially conceptuatizes a function of
social ties in the systemic model. Though Bursid &rasmick (1993) assumed that
strong ties of multiple typologies were criticalrgpulsing social disorganization
within a community, the findings regarding sociaktare mixed and somewhat
contradictory to theorizing. Sampson and Grov@89) found support for less
formal social ties, such as local friendships aedrgroups, as being a significant
predictor of neighborhood delinquency using thdigliCrime Survey data from
1982 and 1984; these results have been furtheirowd through reanalysis and
replication (Lowenkamp et al., 2003; Veysey & Me=$r1999). Bellair (1997)

examined police services survey data from threescib question the assumption that
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only strong ties could lead to controls. Whileginent interaction among neighbors
was important, the best mediating factor on crimedlary, auto theft, and robbery)
was an interaction term between frequent and inagicontacts. This supported the
importance of informal ties in that the weak tiegyniink small groups of frequently
interacting individuals within a single neighborigoo

Warner and Roundtree (1997) used Census data amdghlts of community
surveys in Seattle, WA to question the systemiaragsion that social ties have
uniform impact across neighborhoods. While theynfbsupport for structural
factors impacting social ties, two other findinggigated the role of ties — first,
structural factors retained a significant, indepartdmpact on crime (assaults and
burglaries), and second, the ties were only effeati reducing assault in white
neighborhoods as opposed to minority or mixed comtias. Subsequent work by
the same researchers using much of the same dasaqRee & Warner, 1999) found
non-uniform social ties across gender. While bo#tes and females have similar
experience of social ties (in other words, bothdges had generally the same amount
of meaningful ties), the ties for males were ngpacted significantly by
neighborhood factors. Given the nature of crimeé @specially violence, the finding
that social ties for men were not impacted by $tnad covariates carried heavy
implications for the use and measurement of theesyis model.

Empirical research into the role of public sociahtrol within the systemic
perspective has been limited, though often in ¢imas opposite to general
assumptions. Rose and Clear (1998) questionechetigicreased public ties and

control forces from outside a community, in thise@carceration, could decrease
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neighborhood controls and thus lead to increasetecr They categorized the uneven
distribution of incarceration as representing aefcove mobility” which would
undercut community controls. While their 1998 warks theoretical, a later
empirical work (Clear, Rose, Waring, & Scully, 20@8pported an explanation that
excessive formal social control can have a negatingact. The authors seem to
argue that the “coercive mobility” itself reduceximl capital and removes sources of
neighborhood-level controls (such as the private@arochial controls seen in the
system model of Bursik and Grasmick). While thegraine a “negative impact” of
social control, in that increased control leadmtweased crime, they still rely on the
standard assumption regarding mobility. It sedmaset are problems with this
explanation as it relates to the “mobility” of jéiine, and their findings suggest a
disconnect between assumption and conclusion. &havvcKay, among many
other researchers, note that residential mobitigacts crime through the mechanism
that controls are unable to form without a consprasence of norms in a
neighborhood. This is why the theory relies oraga” rather than “people,” as the
assumption is that “people” with pro-social normag @e in a disorganized, high-
crime neighborhood; if they do not have a chanaenfzact the community (or are in
constant flux or conflict with other norms), thémtstructural lack of norms
undercuts control. Therefore, more stability wolglad to less crime, because the
norm structure would be stable and likely pro-slockdowever, when it comes to
removing those convicted of crimes (independenhefcharge, these individuals
were likely involved in activities that stemmedrfrdow social controls), it is hard to

say that leaving them in the community would sdovstabilize norms and lead to
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less crime, as the assumption would suggest. Méthese “coercive mobilizations”
are likely among populations that do not embodyeational controls or role
models, and there may be benefits to social cobyrdheir removal. In fact, Clear et
al. (2003) find their strongest effect on increasethe came from reentry, and
argued there was an incarceration “tipping poiimte crime was lower initially.
Another interpretation of this is that the tradmi@ mobility mechanism/assumption
does not hold, as “mobility” led to less crime uittiose removed returned to the
same neighborhoods. Such an interpretation woelllshdre consistent with the
findings of Lynch and Sabol (2004), who found pesieffects of incarceration on
neighborhood collective efficacy (see also Kennd®@7 for a theoretical and
historical discussion of removing criminals fromnmiity neighborhoods).

Velez (2001) found that public controls are impott&ctors in reducing
perceptions of victimization in high risk neighbodus, and the findings suggested
that neighborhoods need to find ways to mobilizeghblic sphere (police,
government) to take note of problems and provideusces> Warner (2007) shifted
the definition of public controls to mean indir@etd informal control among
neighbors, as opposed to private and parochiata@lgrteing direct in nature. The
public controls here are initiated by residentsrtbelves. Using a survey of sixty-six
neighborhoods within a southern city, the findinmgdicated that social ties had a

significant effect on direct controls but no effectthe indirect/public controls; the

% Of course, there is likely a catch-22 with thisiad. It is argued that low social control
neighborhoods need to coordinate action and mehitiorder to direct public attention/resources;
however, if said neighborhood could coordinatecactind mobilize in this way, it's likely not a “low
social control” neighborhood.
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public controls were positively impacted by socahesion and trust (a collective

efficacy proxy) and negatively impacted by resicimobility.

Disorder Model

Given the general findings that social ties areatleimportant in
generating control, further research on disorderaflective efficacy is useful since
neither perspective rests solely on ties or netaarithin communities. The
empirical literature on disorder has been somewisaippointing and plagued by
logical and measurement isstfeshough there have been success in regards to
disorder policing which will be important for thercent work. The work of W.
Skogan, particularly his 1990 book, directly exaesithe role of disorder. While his
work is linked to policing strategies inspired iarpby Wilson and Kelling, Skogan’s
1990 work sought to measure fear of crime and #taally link it to actual crime
outcomes. Using survey research from variousscthat implemented forms of
community policing, he found that all neighborhodesred the same things —
disorder issues, ugliness, perceived lack of naomsfols). From this, the empirical

work suggested a strong disorder and crime lirtkat disorder is both a cause and

% |n response to this disappointment, K. Keizel,iSdenberg, and L. Steg (2008) set out to conduct a
number of controlled field experiments to assessthér a conflict of norms (for example, graffiti
sprayed in a zone clearly prohibiting graffiti) idlead to increases in other disorder, such &silig

or theft. Their argument was if given uniform opipity (and in the experiments, paper flyers were
put on parked bikes/cars in locations where indigld were going to leave with their vehicle), areas
with clear disorder/disregard for rules will be enghined by more hedonistic goals such as the dase o
littering, even when the rules were manifest ant-lWewn. Keizer et al. observed multiple areasiin
clean state, and then in a disorderly state, vaighi‘tlisorder” created by the researchers. Thegdesi
controlled for weather, time of day, and otherdast The results suggested that there were signifi
differences in whether people added to disordexdxh the two states, with littering (and in oneegcas
theft) being considerably higher when other disoedésted. This finding held even for non-legal
rules, such as the request of a supermarket tbgukt shopping carts. In that case, the researchers
placed stray shopping carts throughout a parkimggga To deter people from putting those carts
back, and thus requiring researchers to go outgpldce the stray carts, Vaseline was spread on the
cart handles; this trick was apparently effectagthe disorder carts were left in the placed lonat
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symptom of reduced controls and fear within a neaghood; the continued
breakdown of any such neighborhood would then fégoed” residents to flee and
“bad” residents would stay or move into the neighlbod?’ However, there have
been studies which called Skogan’s empirical figdimto question. Harcourt (1998)
reanalyzed Skogan’s data and through slight chatogiee operationalization of
disorder found no disorder-crime link. Another lgaes by J. Eck and E. Maguire
(2000) suggested that the city locations had a mumaboutliers regarding key
variables. The empirical results were drasticdifferent without the outliers, which
is indicative that Skogan’s data were sensitiveutiers and “not a sound basis for
policy.” R. Taylor (1999) noted that the procesaemgied to take place, namely a
feedback loop where disorder is a cause and sympsampossible to determine
through a cross-sectional design. Support forfdegback loop was found by Bellair
(2000), though that study was also cross-sectionature; in contrast, Markowitz et
al. (2001) found no significant evidence of disarithea feedback loop while using
three waves of British Crime Survey data.

The issue of defining disorder apart from crime Ib@sn another problem
addressed in the empirical literature. SampsonRadlenbush (1999) noted that
many types of disorder are crimes, and their rebearChicago found no direct links

between disorder and crime. They argued that digsaran create a “matrix of risk”

27 Of the numerous theoretical problems previoushedothis issue of “bad” people may be most
problematic to any place-based theory as multipleswf analysis are treated as equivalent. SKsgan
main argument at first is to establish that allgde@nd neighborhoods, independent of demographics,
are afraid of the same things. This makes serda@mwes the theoretical position of disorder well.
However, once the theory becomes a slippery slbpeaple versus place, a whole class of people
(bad residents) are created that are not afragerfything that everyone else is scared of atttm of

the discussion. Skogan starts with an objectiveeept of disorder, and then ends with either a
subjective/cultural one or a concept that, whilgeotive, has exceptions in regards to how peoge ar
impacted. Obviously, this transformation has apaot on the theory and the empirical
testing/definitions of terms; further discussiorthis point is found later in this work.
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within a community, but there are no discernibleszd mechanisms in which
disorder affects crime. This finding was centeattte later work of M. Gau and J.
Pratt (2008), in which they sought to determineegdidents could differentiate
between disorder and crime. The results suggdiséegberceptions tend to blur
disorder and crime within communities, though theme some problematic issues
with the study which could question the generaliitstof the findings?® Skogan
(2008) responded that even if disorder and critnéh@ same perceptual structure, it
is unlikely the fixes are one and the same. Masgrders are outside of police
jurisdiction, as opposed to crimes which can bedtly responded to by law
enforcement, yet police can still help non-crimelgdems indirectly. However, as
Kubrin (2008) noted, this contribution serves tghhight the problem in defining and
measuring disorder as independent from crime.

More positive results have been found in the patjditerature regarding the
impact of policing disorder and reducing crime. tiAg¢ heart of this is the broken

windows paradigr? which suggests that police action can have anétmpacrime.

% The authors used survey data with only a 32% respoate, and their sample was from a fairly rural
area which is unlikely to have the degree or varidtmanifest disorder seen in urban environments.
Also, the authors conducted a factor analysis terdene whether variables loaded on a one or two
factor solution. While they concluded that the ¢aator solution was better, consistent with the
inability to separate disorder and crime, it shduddnoted that a two factor solution would havenbee
acceptable based on the fit indices and the patfdoading variables presented a reasonable
theoretical divide consistent with distinct disarded crime. The two factor solution was instead
rejected due to the high correlation among theabdes, which begs the question as to why conduct a
factor analysis at all. As a final note, the aushedvanced a policy suggestion that police tatget
common cause of disorder and crime, such as cioeefficacy. It is unclear how police can be
tasked with building social cohesion and trust agnoeighbors, especially given the problems many
police departments have with communities distrgstinw enforcement in general.

%9 Many researchers seek to test “broken windowsrikieosually with the suggestion that the

“theory” says disorder causes crime (see Gau &,2808 as a recent example). It is difficult ¢ad

the work of Wilson and Kelling accurately and d&ttimpression. “Broken windows” does not have
any theoretical constructs or testable hypothesesgards to the causes of crime. The paradigm
focuses on reducing crime independent of the caAisesuch, the causes of crime could be any
mechanism. Wilson and Kelling (1982) are very ckdaout not seeking the root causes of crime, and
rather take a page from A. Vollmer (1933) in sugiggsthat police can prevent crime through
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In terms of disorder, the primary relationship segjgd is that disorder can lead to
fear; police can reduce fear by targeting incingt but may not be able to target
disorder itself (Hinkle & Weisburd, 2008; Kelling &oles, 1996; Wilson & Kelling,
1982). Much of the empirical research directlyrakang order-maintenance
policing have taken place in New York City, whicadbeen the high-profile location
for the initial broken windows implementation antbsequent crime drops in the
early 1990s. Targeting disorder in the form of oniarimes/misdemeanor arrests was
seen to decrease violent crime (Kelling & Sous®120though later studies
highlighted more specific findings that these ag@spacted robbery (Rosenfeld,
Fornango, & Rengifo, 2007) and homicide, eitherrall§Rosenfeld et al., 2007) or
only gun-related killings (Messner et al., 200However, this line of research has
less to do with disorder than with deterrence ([Kgl& Sousa, 2001). It is important
to emphasize that the police link to communitied amme stems from multiple
perspectives, though more expansive discussioolafipg research within this work

is found in the sections focused on deterrenceryheo

Collective Efficacy Model
The empirical research on collective efficacy gaserally been
positive, though most studies come from the samation and dataset. The initial
theoretical unpacking of collective efficacy wasipled with an empirical
examination using data from the Project on Humawnelpment in Chicago

Neighborhoods, or PHDCN (Sampson, Morenoff, & Ear#97). These data

deterrence and not other prevention domains. ©hakig to treat and manage crime, not cure
criminality.
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incorporated survey information taken in 1994-5asr342 neighborhoods in
Chicago. These neighborhoods were formed basgeagraphy and local
knowledge rather than census tracts. In the inittak, the authors examined factors
which impact collective efficacy regarding the qohbf children within
neighborhoods. Concentrated disadvantage, a stalicheasure of poverty, was
found to be a major predictor in the shared expiectaf control only, suggesting
that this shared expectation is a significant nmedigactor. The authors also
discovered spatial interdependence in that thd tEvweollective efficacy within a
neighborhood was directly impacted by the levelsurrounding regions,
independent of individual neighborhood charactesst Sampson and Raudenbush
(1999) continued this theme by examining colleceffecacy as a mediating
mechanism in contrast to disorder perspectivesiléMiing the PHDCN data to
measure efficacy, the researchers used systemal sbservation to observe,
witness, and code disorder within 23,000 face 6&kThey found that collective
efficacy, measured though survey questions relatmgutual trust and perceived
cohesion among a small sample of residents in eeighborhood! was a better

mechanism to predict disorder and crime. In thekvad Morenoff, Sampson, and

39 While highly-spoken of in various works of R. Sasop and colleagues, the system social
observation technique has some serious obstatkdsng the method in Sampson and Raudenbush,
observers drove slowly down blocks during the aegrider to record disorder. There may be
reactions to alter behavior/social disorder if thobserved witness large vehicles with unknown
persons driving very slowly down the roadway. Wphysical disorder is easily seen during the day,
other physical and social disorder will likely béssed if not observed during the night (e.g. whethe
street lights work/work effectively, vice crimesmdar at night). Though the technique can obvipusl
be useful as a qualitative component within quatitié neighborhood studies, it is unclear whether t
potentially limited scope of benefit is outweighegthe considerable time and cost necessary. It is
also worth noting that the authors used the teclenag a way to measure disorder independently from
perceived notions of disorder by residents, asgieed notions were possibly biased in the face of
independent observation; ironically, the measureotiective efficacy is based on perception surveys
3L While each neighborhood had approximately 8,08@ents and the overall response rate for all
surveys was 75%, the specific community-level syswsith “collective efficacy” questions were

given to approximately 25 people per neighborhdddrénoff, Sampson, & Raudenbush, 2001).
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Raudenbush (2001), homicide rates were prospegtpredicted in part by collective
efficacy. Using the PHDCN data, homicide data fit@m sources, and 1990 census
measures, they found that collective efficacy hathdependent effect on homicide
rates whereas social ties/networks did not. LUieedriginal work on collective
efficacy, spatial dynamics played a role in thailtss homicide rates were highly
spatially dependent and influenced by the proxirotpeighborhoods with high or
low collective efficacy. One study which found @ence of collective efficacy
outside of Chicago was seen in Simons et al. (20@/ich used data from two waves
of a community health study among minority familiesseorgia and lowa. Looking
at how collective efficacy impacts parenting, tiieynd that authoritative parenting
was amplified by high efficacy in the community andigated by low collective

efficacy.

Common Empirical Issues
In general, there are recurring empirical issubglwhave limited the

study of communities and crime. First is the diffty of measuring key factors.
When looking at mediating factors, often formaliabcontrols are left out of the
picture. When formal controls are considered dffiects are hypothesized to be
negative, though there is a substantial stables#arch findings suggesting that
police can have a positive impact and take acoaeduce crime in neighborhoods.
Even more broadly, definitions for social ties/netks or disorder are hard to agree
on, let along measure. Collective efficacy, thstlokefined measure, is also the
hardest to capture as it generally requires speaifitudinal data though it maintains

to be based on observable acts (Sampson & Raudgrif289).
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There are additional problems in defining a neighbod itself. Again, the
best solution may be seen in the collective effidderature, but it is also the most
complicated in that it uses geography and localntedge with the same end product
of semi-arbitrarily dividing geography into unit®ne key element for a
neighborhood is shared territory or proximity ($&& & Laub, 2010). This does not
require social ties or an element of community,clihg consistent with the
previously discussed literature on ties. Rathantbhare common, strong bonds,
neighborhoods share a space and the circumstariels @me with it (Bursik &
Grasmick, 1993), which likely leads to common elgrares and interactions with the
outside world. In this way, the idea of a neightwmd may fall in line with a fixed
geographic space that has a potential to activakective efficacy.

Work by J. Hipp (2007) highlighted many potentsgues with defining
neighborhoods. Using the American Housing Surtaeyexamined perceived
disorder and crime at a variety of geographic levé&epending on the aggregation
used to define a “neighborhood,” different struatwaffects were seen. Certain
structural factors, like heterogeneity, were ongngicant at larger units of
aggregation whereas economic resources had a Hagldlzed impact at the block
level and not at larger aggregations.

Second, there have been data limitations. Mogtestudies reviewed have
cross-sectional or limited wave data, which is proiatic when researching issues
that develop and constantly change such as neiggbbdr(Kirk & Laub, 2010).

Given the definitional issues, there are few dasaséeh the necessary measures for

social ties or collective efficacy. Related tcsththere has been a reliance on static
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factors such as Census measures. Most strucaatak$ have been measured this
way. However, such data are often out of dateipsoreing used to examine
neighborhoods, especially when the crime/other ds¢d is longitudinal. Given that
research has shown the importance of spatial fetod dynamic models for
understanding crime, attempts to operationaliagcsiral factors in a more fluid way
to capture change over time should be pursued.eSoay argue that the Census
variables provide the ideal measures, but thaligleanay not be worth the price of
the data being unresponsive to known changes. rielseaf communities and crime
are, at their core, theories that speculate arydorechange (Kirk & Laub, 2010).
Dynamic modeling of variables is needed as thexenaw data demands which
require a shift to longitudinal datasets (Kubri@03).

This study will help fill in these gaps in the comnities and crime literature
in a number of ways. First, the research consittersole of formal social control by
measuring police action. Second, the data aratlatigal rather than cross-sectional,
which allows a consideration of dynamic factorasily, towards that end, the data
incorporate dynamic variables for social measurexddition to Census data, which
allows both for a test of dynamic factors and aaicomparison in performance to

similar Census values.
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Deterrence

“Just when you think you have all the answers,drae the questions.”

- Roderick G. Toombs

Deterrence theory is primarily interested in preirencrime through
punishment. The role of punishment is especiatigartant since the theory assumes
that crime reflects a choice and that crime caddierred if the costs of illegal
activity outweigh the benefits. Similar to ideagalving communities and crime,
principles of deterrence are found throughout thesigtn intellectual tradition. The
Book of Deuteronomy contains one of the many refegs to punishment in the
Judeo-Christian framework by declaring that “theggch remain shall hear, and
fear, and shall henceforth commit no more any svhamong you. And thine eye
shall not pity; but life shall go for life, eye feye, tooth for tooth, hand for hand, foot
for foot” (XIX, v.20-21)*2. This conception of punishment and deterrencetsali
be traced back to Hammurabi’'s Code from the an®@ablylonian Empire, though

one could argue that Babylonian law as recordediina@ nuance than generally

32 One may argue this speaks more towards retribuéitrer than deterrence. Many of these ancient
laws seek justice through punishment, but giverptiigic nature of punishments and public
proclamations of potential punishments, there thoubtedly a general deterrence element at work. To
codify punishments within the society’s sacredmarie serves to warn all as to the exact costs of
crime. Of course, such costly physical punishmalgs can serve a specific deterrent to the critnina
especially since humans have a limited numbemabdi to forcibly remove.
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accredited to it> In Plato’sProtagorus Socrates and another character discuss the
nature of virtue and how it can be transmittedtteess through education; one
component is punishment, as “he who desires tainfitional punishment does not
retaliate for a past wrong which cannot be undbeehas regard to the future, and is
desirous that the man who is punished, and he &&® Isim punished, may be
deterred from doing wrong again. He punishes fersike of prevention....” While
the ideas seem straightforward both then and noeorizing on these basic concepts
has produced multiple re-conceptualizations andakd numerous undiscovered
regions. One such region, celerity, is a cenenadiht to deterrence and yet remains
mostly unanswered. This section will review thedtetical development of
deterrence then discuss the empirical literatuate, both with an eye towards
celerity.
Classical Deterrence

While having a rich intellectual pedigree, detecetheory as we
conceptualize it was put forth during the Enligimesmt period in Europe. A key
component of the Enlightenment’s philosophical itrad was to question the nature
of society, how order is maintained, the socialtamst, and the role of government.

While this “Hobbsian question of order” (Ellis, 197s ultimately central to all

33 While “an eye for an eye, a tooth for a tooth, @& popularly linked to Hammurabi’s Code, those
phrases never actually appear in the law (as opptosthe Old Testament, which uses those exact
phrases in the King James translation). In theeChdw 196 states, “If a man put out the eye of
another man, his eye shall be put out.” CleaHig tan be seen as “an eye for an eye,” however the
full law is conditional. The assumption in Law 1i8&hat the two men are equal social ranks, and
subsequent laws demonstrate how the punishmengehatepending on the nature of the victim. Law
198 reads, “If he put out the eye of a freed mamifir slave], or break the bone of a freed man, he
shall pay one gold mina,” and Law 199 is, “If he put the eye of a man's slave, or break the béne o
a man's slave, he shall pay one-half of its valughis pattern is seen in the “tooth for a tootbttpn,

in that the overarching law is, “If a man knock the teeth of his equal, his teeth shall be knocked
out,” while subsequent laws condition the statenbased on victim. According to ancient Babylon,
knocking out the tooth of a former slave costs time the price of putting out the eye, while sigpl
striking the body of a man of higher rank resuttsiixty blows and a public “ox-whipping.”
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theories of crime and punishment, the first systenaamswers were produced by the
classical school and rooted in deterreficél. Gottfredson and T. Hirschi (1990)
suggested that classical thinkers generally sawecas the use of force or fraud in
the pursuit of self-interest; in this, the crimaisiolation of the social contract, and
human nature is seen as hedonistic yet rooteditility function, or in other words,
humanity is both animalistic and rational.

One of the best expressions of this utility functaan be seen in the work of
J. Bentham. In his remarkable teRtjnciples of Morals and Legislation
(1907[1789]), Bentham suggested that utility isuhesersal calculus of the pleasure-
pain principle. Even those who oppose a utilitydiion to describe how decisions
are made in human life, such as moral or religeesthetics, act in accordance with
the principle, according to Bentham. For exampleralists seek a different type of
pleasure than most others and religionists seakaal afterlife pain. In this
framework, there are four sources/sanctions ofspiesaand pain — physical, political,
moral (public/popular opinion), and religious. Baman provide a basis for law, and
physical sources are the grounding for the othBentham also advanced ideas on
how to measure pleasure-pain, namely through iitfemsiration, certainty, and
swiftness. This final component was likely infleed by the reformist work of an
earlier Continental commentator on government amdghment, C. Beccaria.

Beccaria’'s seminal worldn Essay on Crime and Punishmemtas published

in 1764 with the hope that “enlightened” governnsggienerally, some form of

3t is worth noting that T. Hobbes himself gaveamswer to the question ireviathan(1651) by
suggesting that the government must be coercicenapel people to obey laws, and that order is kept
by fear of formal state punishment.
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despotism in Europe at the time) would reform tisgatems of punishmerit. He
covered a wide array of topics and explored nungetgoes of punishments, but the
main contribution which formed the backbone of detece theory was that sanctions
from society should be sufficiently sevéPeertain, and swift following the offense

in order to appeal to humanity’s duel nature (ahiamal rational) and thus maintain
order®” Beccaria also sought to have logical and easytterstand laws as a hedge
against unrest and crime, noting that, “happy ##on, where knowledge of the law
is not a science” (p. 40, 1983[1764]).

Following the upheavals of the Enlightenment, tlassical school of thought
was gradually replaced with a more empirical anthmatational mode of thinking,
namely positivism. Whereas the classical schoal avphilosophical child of the
Enlightenment, the positivist school was a matistialempirical child of the
Scientific Revolution — this point is important laese it is the development and rise

of the positivist school's methods which allowedsdical theories to be carried from

% While there is certainly concern for the plighttbé masses in Beccaria’s work (see his comment on
punishing nobles and others alike based on theyijane to society), it is equally hard to denyttha
Beccaria was looking to make himself useful andeapfo the self-interest of governments. Much of
the essay reads as a “how-to” manual of how todareddellion/crime through the proper use of formal
control/ deterrence principles. For example, while generally accepted that Beccaria opposed
capital punishment, his two caveats to this oppos#re less discussed — first, capital punishrigent
actually necessary when a criminal “though deprietlis liberty, has such power and connection as
may endanger the security of the nation; when Xist@ence may produce dangerous revolution of the
established form of government,” and second, “peigdeslavery, then, has in it all that is necessary
deter the most hardened and determined, as muble gasinishment of death” (pgs. 65-66, 1983
[1764]).

% By this, classical scholars often described pripoality rather than maximum severity. As
Beccaria (1983 [1764]) noted, “punishments... ouglite chosen, as will make the strongest and most
lasting impressions on the minds of others, withldast torment to the body of the criminal” (p) 37
and “if punishments be very severe, men are ndyueal to the perpetration of other crimes, to avoi
the punishment due to the first” (p. 62). Maximseverity is counter-intuitive to deterrence theory
when properly read. Deterrence theory as claggicahceived is more nuanced than popularly
portrayed or given credit for (see Tonry, 2008greif subsequent research has not always
operationalized these nuances.

3" Though often treated as three equal componentsilzaiing to a deterrent effect, it should be noted
that Beccaria suggested that “crimes are moretetiflg prevented by theertainty, then theseverity

of punishment” (emphasis in original, p. 62).
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pure conceptualization into operationalization aaiéntific testing. As previously
discussed, sociological positivism arose first lmkkd the uneven distribution of
crime statistics to place; biological positivismuwia follow, drawing conclusions
about hereditary influences and the uneven didtdhwf crime. This shift came
with a change in how humanity was viewed — wheodassical theorists saw people
as inherently hedonistic, positivist thinkers vielleimans through the lens of
evolution and thus concluded that criminals cowddcbhanged/reformed into a better
citizen. This later view of human nature would toume to be the dominant bedrock

of theorizing until the 1960s.

Revival: Deterrence as Objective

Deterrence theory returned to the research agdumitag a historical
period in the 1960s which was similar to what spdiBeccaria to write two centuries
prior; at both times, social unrest was evident thietle was open questioning into the
role of government and its legitimacy to enforos.laPositivist explanations and
remedies for crime and disorder were seen as ésilwspecially cultural and strain
perspectives, and people became interested imjb&ct of government action given
that massive social engineering policies correlatitkl increased disorder. While
many of the positivist principals fell out of favibrough the 1960s as issues arose
regarding the role of the state in maintaining erghting social order, the
methodologies for testing ideas remained stronigssital ideas filled the vacuum by
addressing the state’s role in punishment as wghraviding theoretical explanations

for crime and disorder in light of perceived poadt failures.
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Likely a part of deterrence theory’s appeal, imtigf social research which
sought to quantify and test hypotheses, is in gpagent simplicity and parsimony in
Beccaria’s work — increased severity, certaintyl swiftness of punishment should
result is decreased crim®.Initially, the theoretical research centered ggragate
deterrence and government sanctions. In the gjpiBeccaria, objective deterrence
and theorizing at the state-level was imaginedhadest way to conceptualize
punishment and measure deterrent effects. Giwetheory’s link to punishment
severity and questioning government, often theogizurned into debates regarding
the morality of capital punishment (Chambliss, 1)986However, little interest was
taken in the theoretical use of celerity. Givea fihcus on objective, aggregate trends
and the use of official data, swiftness took a lsaek to certainty and severity. While
this will be discussed in greater detail in the aoal review, the lack of celerity
theorizing is critical to note as this oversightulbgenerally carry through the

numerous reconceptualizations of deterrence theory.

Reconceptualization of Punishment: Deterrence eseptual

As deterrence was theorized to the aggregate ¢téyminishment, additional

guestions arose as to whether the theory coulgpleed at the individual level as

38 With critical emphasis on “apparent” in this déstion. See the previous two footnotes as the
launching point for future theoretical misunderstiags.

39 Of course, this revival coincided with the varidegal challenges to the death penalty which would
culminate inFurman v. Georgig1972) and the temporary halt to capital punishmethe United
States. If-Furman,the Supreme Court found that the death penaltppkea by the states was “so
wantonly and so freakishly imposed” as to violdte " and 14h Amendments. However, this case is
far more complicated than even a typical 5-4 denisas each justice wrote an opinion and no opinion
alone garnered a full majority. In fact, thredtwd four dissents obtained more stand alone support
than any concurring opinion. The crux of the argatrseeking to end or limit the death penalty was
that a racial disparity showing blacks more oftereg a death sentence constituted discrimination.
While Justice P. Stewart rightfully noted that disgnation was not proven, later research has
suggested that it is the victim’s race, rather thendefendant’s, that significantly increasesahance

of a death sentence (see Baldus et al., 1997;r®ater et al., 2004)
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well. Given the lukewarm findings for aggregateéedeence, researchers pursued the
concept of perceptual deterrence. This line obtizeng suggested that an
individual’'s perception of punishment would dictéte deterrent effect, in that those
who believed (rightly or wrongly) that there woudd no proper sanction would not
be deterred from deviance or crime. Perceptualrthieg differed from the first
conceptualization of punishment, in that initigheory focused on the objective
nature of the deterrent rather than perceptiordifiadally, while objective
deterrence focused on legal sanctions, percepatatrénce expanded into informal
sanctioning. Some researchers who had startedewdtiminations of objective
deterrence shifted gears to perceptual deterrenperaeptual perspectives would
come to prominence starting in the 1970s (see €sr& Waldo, 1970; Waldo &
Chiricos, 1972).

Perceptual deterrence allowed for a wider rangguafies and theorizing
because it was not limited to official records aggregate computations. Much of
the perceptual research has been directly collated survey instruments. Initial
studies asked about the respondents’ (often collkegses, where the researchers
worked as professors) current perceptions of paméstt along with any prior
criminal behavior/deviance. As more research veaslacted, the questions asked
were demonstrated to pose a serious theoreticblgmmo— one’s prior crime and
punishment/lack of punishment may itself impactent perceptions, thus a serious
issue to potential time ordering of the key casakdtionship (Saltzman, Paternoster,
Waldo, & Chiricos, 1982). Later studies applieghbthetical vignettes to measure

both perception and behavior concurrently, andrstheed experimental methods to
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test perceptions in a way that properly establistadcal order. During this phase,
little attention was given to celerity as a theimadtconcept in testing or imagining

deterrence.

Reconceptualization of Utility: Deterrence and Bia#éll Choice

Another shift from objective deterrence and itsu® on legal definitions
resulted in a distinct conceptualization from tleegeptual theorizing. Rational
choice theory revised the utility function to indeumoral/social/physical costs as
well as formal sanctiorf8. This perspective linked to the perceptive literatin that
rational choice exploreldow perceptions were formed and the role of a subjecti
expected utility function (Paternoster & Simpso898). The scope of offending
increased, and considerations were made for bok-stable and dynamic factors;
this theory incorporated factors that were thearizevary greatly at different stages
of decision making and among different crimes (@&dri& Clarke, 1987). Here, the
utility function could be impacted by individualggensity, environmental
considerations, and the interaction of criminadibd opportunity. Much of the later
work on situational crime prevention is rootedhistperspective.

While a useful revival of Bentham in that numermitsresting and previously
unexplored questions came about, there are theakgtioblems with this rational
choice perspective. Foremost is the lack of payayrgiven that there is no clear
method or limit to how factors in the utility fumch are selected. Since that an initial

appeal of deterrence theory was its parsimong,irbnic that a reconceptualization

0 This reconceptualization is much closer to theitspi Bentham’s work than initial utility functicn
which only considered the role of formal sanctistsjn a way this reconceptualization is more of a
revival and updating of older ideas.
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goes in the opposite direction. In this way, itilcbbe argued that rational choice
theory suffers from some of the worst excesse®ositipism, another irony given
deterrence’s classical roots — the utility functeam be prone to over quantification
and excessive categorization with potential fofedént models for certain situations
or crimes. Yet with this potential over over-sgieaition, little attention was given to

celerity outside of a limited sphere in behavi@ednomics.

Reconceptualization of Deterrence: Role of Avoiéetishment

Yet another spinoff within deterrence theory sdughask questions regarding
how the deterrent effect may be more nuanced tleaiqusly speculated. Towards
this end, Stafford and Warr (1993) noted that thamon division of specific and
general deterrence had major theoretical holesmapity, it ignores the idea of
avoided punishment; as defined, specific and gédetarrence cannot act on a
person at the same time; finally, this division wa$ compatible with other
advancements in social learning and rational chibieeries, specifically the roles of
vicarious and experiential learning and the nee@gxpanded utility functions.
Under this new model, there was no need for distheories of specific and general
deterrence, but rather deterrent effects were g@engh direct and indirect
experiences. The experience of punishment woald e increased perceived risk
and decrease crime, whereas the experience ofiaggdnishment would lead to
decreased perceived risk and increasing crime.

While this reconceptualization sought to changetkieoretical basis for
deterrence, nothing has been pursued down thisrpgénding celerity. There is a

clear avenue for an effect of swiftness, which Wwélexpanded on during this study,
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but to date only severity and certainty are conside Also, Stafford and Warr’s
reconceptualization did emphasize how perceivedl legnction threats are formed by

information — this will be further discussed inngsideterrence in this study as well.

Reconceptualization of Aggregate Deterrence: Raici

The final reconceptualization of deterrence tha@yes from the previous
pathways. In policing, much of the focus has akviagen on deterrence even before
the theory’s aforementioned revival in the 1960®hinithe literature. The work of A.
Vollmer, one of the central figures in the histofypolicing and criminology, made
this emphasis on deterrence clear. In a 1933 mgirceveloping professionalism
with law enforcement, Vollmer noted that policeiactcan prevent crime through a
deterrence mechanism — while police cannot imgeectioot causes” of crime, law
enforcement can arrest criminals and thereby dissother citizens from engaging in
criminal activity; this deterrence-based perspectook hold in the United States as
the Professional Era in policing.

Vollmer’'s work was in part a reaction to the Wikieam Report, which
concluded that the political roots of police powsare the main problem in proper
law enforcement. Politics led to corruption, dgamization, and lack of
standardization within policing, per the Reportd &ne solutions were to make police
autonomous enforcers of a uniform law and reduspamsibilities to crime control.
Vollmer agreed for the most part, though he noled ¢rime prevention should be a
main (rather than only) focus of police (1933). eslrgued police could not impact
the social causes of crime while still champiorioigeducating law enforcement on

these potential causes and founded UC-Berkeleyis@of Criminology for this
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purpose. While the Professional Era heeded Volsraglvice when it came to a
standardized police force and “prevention througtedence” model, the time period
by and large ignored Vollmer’'s push to understdredrhechanics of social causes
and problems. As social disorder helped bring ddvenProfessional Era, the
subsequent era in policing would be the true obiildfolimer is more ways — a mix of
prevention through deterrence with an emphasisoamaunity knowledge and
involvement of social mechanics.

Interestingly, the Professional Era met its enthatsame time that both
community and deterrence theories of crime were/eehin the research literature —
this is not a coincidence, but rather outcome$fefsame forces throughout society at
the time. During the late 1960s and early 1970sia$ disorder and crime rose while
police were seen as increasingly detached from aamtias, a trend highlighted in
the President’s Crime Commission Report of 196fiis Teport detailed policing
problems, such as lack of legitimacy within mingpareas, detachment from the
environment, over-emphasis on reaction to crimd,issues of selective
enforcement. Police were seen as an arm of goveryrand government was less
trusted to make decisions during this time persgmk(LaFree, 1994). Studies were
done examining the effectiveness of two key potjaimetrics, preventative patrol and
rapid response, with findings suggesting neitheti¢as practiced made any
difference on crime or citizen perceptions (sedr8ar & Brown, 1984; Kelling &
Moore, 1988; Kelling et al., 1974 for a review)th@rs criticized the attempts to
regulate discretion through bureaucracy, noting attempts to eliminate officer

discretion through rules often serve to hide oorgdiscretion as practiced; this ends
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up undermining police authority within communitiesge Goldstein, 1979; Wilson,
1970).

Due to this lack of legitimacy in past theoriesi@ts and the specter of
increasing disorder, some ideas about policing gbdamapidly. Combating disorder
and problem solving with communities became a eéfdicus in this new policing
(see Kelling & Moore, 1988). At the same time, timection of prevention through
deterrence was maintained, as most agreed thairtbhon of law enforcement
should be to primarily address criminal activityqtigh the techniques to achieve this
function changed from the pure reactive and dethgodicies of the Professional
Era). J.Q. Wilson and G. Kelling (1982) suggestdmtoken windows approach
where police can impact crime and fear by combalisgrder without having to
address the root causes, much in the same wayggestad by A. Vollmer decades
prior.

Another avenue of policing that is rooted in degrce theory is the current
focus on hot spots (see Sherman & Weisburd, 1985)technology advanced, the
pin maps of Shaw and McKay have been recreatedghroomputers and with far
greater detail to consider change, density, anolenitrelation. Areas can be
discovered to have disproportionate criminal astithough a number of techniques
and the results are labeled as hot spots. Onaoéfidd, deterrence theory guides the
recommended police action — the level of focuslandenforcement of police
increases in the spatial area. While similar todlder “flood the area” deterrence-

based tactic seen often in the Professional Eeadifference in hot spots policing is
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that the intervention is focused on the partictyae, time, and location of the
problem.

These new techniques based on deterrence thgoesent a different way to
examine the impact of aggregate deterrence. Frtmaaetical standpoint, the role
of aggregate deterrence and punishment focusedeostate-level and entire criminal
justice system. This would make sense from a ngpali Beccaria given that no
formal policing organization existed in Europe utite 19" century. Yet in policing,
the unit of analysis for theorizing is not the wmidual but rather an aggregate space,
albeit not generally as large as a state. Thisex@lain why much of these
theoretical developments in the policing literatare not often considered as part of
the larger deterrence research — policing reflaectsddle-ground between a
previously rejected frame of reference (large agae) and the more popular
individual-level (perceptions). In fact, many rateeviews of deterrence theory (see
Pratt et al, 2006; Tonry, 2008 as examples) failily acknowledge the theoretical
or empirical results of deterrence-based policing @otential aggregate assessment
of deterrence. As the next section detailing tesefl deterrence research shows, this
omission is curious given the apparent successestefrence-based policing; yet,
these successes establish a justification foruttbdr study of deterrence through
measures of police action, specifically an exanmmabdf celerity which is not found

either in formal deterrence or policing literatures

Empirical Findings
As formal tests of deterrence theory began in@g&0s using the

positivist tools for assessing data, these teclasaiten produced examinations of
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only severity and certainty in the main deterreliteeature based largely on data
restrictions. Initial studies of deterrence lookgabjective deterrence with state-
level, aggregate arrest/prison data; while sevarity certainty were operationalized,
swiftness was either ignored as impossible withgilken data or marginalized as less
important as the other deterrence components.irfgadghowed certainty as robust
and significant in decreasing crime but severitginsignificant, with no empirical
findings of celerity (see Chiricos & Waldo, 1970p8s, 1968; Logan, 1975; Tittle,
1969). In fact, Tonry (2008) noted that the stdteonclusions for the deterrent
effect of criminal punishments, and the overalirgnal justice system, has been the
same since this early research — there is a geteterent effect, with certainty more

powerful and severity often spurious at the aggeetgvel.

Perceptual Deterrence
The reconceptualization of punishment and focuperoeptual

deterrence moved research away from aggregate nesaamud towards individual
crime and survey methodologies. While an imporsduift in technique, the primary
focus remained on severity and certainty, whethéhe early surveys (Waldo &
Chiricos, 1972; Erickson, Gibbs, & Jensen, 1977séa, Erickson, & Gibbs, 1978),
examinations of experiential effects in survey ceses (Paternoster, 1987; Saltzman,
Paternoster, Waldo, & Chiricos, 1982), or in ldtgpothetical vignettes to measure
perception and behavior simultaneously (BachmaterRaster, & Ward, 1992;
Nagin & Paternoster, 1993; 1994). The results woéien the same as with aggregate

deterrence where certainty was robust and oftéinersame direction as predicted
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whereas severity often lesser or no effect, thabhghmpact of severity was more
constant in the hypothetical-based research mettsegsNagin, 1998 for overview).
Reconceptualizations based on rational choice ardtndirect punishments
also centered on certainty and severity, with aemmportant role assigned to
certainty. Piliavin et al. (1986) found there wasdifference between serious and
non-serious offending, suggesting no significate for severity, but also found
support that opportunity had a significant impactcame; theoretically, opportunity
is a dichotomous outcome that reflects a reverdengdor certainty of punishment
(in that recognizing an opportunity often is depamtcon the initial certainty of
success/lack of detection or punishment in the nrmbynd?aternoster and Piquero
(1995) examined the differences between directiadiperceptions of punishment
among 18 graders. While finding that personal and vicasieMperiences interacted
in support of Stafford and Warr’s reconceptualmatithe critical result was seen in
the context of certainty — a potential resettinfig@fwas discovered regarding the
punishment for drug use, in that the direct expeeof punishment decreased
perceived certainty and thereby increases crinao@vity. Later studies (see Piquero
& Paternoster, 1998; Piquero & Pogarsky, 2002) fosupport for these conclusions
in other populations. The defiance finding hasnb@escribed as similar to the
“gambler’s fallacy” in which a gambler who has béesing assumes s/he’s “due” to
win as play continues, which only serves to aced¢dethe pace of participation in
hopes of hitting the point where luck changesll, &tven this fallacy remains tied to

certainty of an event rather than an element ofmtagde or speed.
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In a recent meta-analysis of thirty years of detece research by Pratt et al.
(2006), the authors concluded that the effectivernésleterrence theory as studied
was minimal, but this conclusion was only basedimaings for severity and
certainty effect sizes — the effect size celerigswmot measured or even noted as a
critical factor in assessing the theory. Whileentteviews (e.g. Nagin, 1998; Tonry,
2008) were more positive regarding the state adrdemce theory, neither considered
the role of celerity to date nor as a critical cament in future research. This dearth
of celerity theorizing and testing is major gaghe criminological literature, one

which is directly addressed in this current study.

Celerity

Tests of celerity are few and have been limitesiciope and frequency
to preclude them from the mainstream deterrenegatiire. W. Bailey (1980)
examined celerity in relation to deterrent effexftthe death penalty, with swiftness
measured as the time from sentence to executionfoamd mixed results once other
covariates were added to celerity. Research b§&lke (1983) studied the celerity
of punishment for burglary, as measured by the beteveen arrest and adjudication,
at the aggregate-level within a city over sevengginding modest support for
swiftness of punishment. J. Yu (1994) focused immkl driving recidivism and
deterrence principles, with swiftness of sanctioeasured by the time from arrest to
fine/license revocation; the author found mixedihssfor celerity with stronger
effects on deterring recidivism for less criminapplations. Recent work by A.
West (2002) used a pretest/posttest quasi-expetandesign to examine the

deterrent effect of a Louisiana law allowing forximaum severity (death) in child
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rape cases. Like Selke (1983), celerity is openalized as the time from arrest to
adjudication; unlike Selke’s work, swiftness is aatignificant player in study. The
few other studies which include measures of cglaré often based in quasi-
experimental designs of individual deterrence (K14888; Howe & Brandau, 1988),
in examinations of perceptual deterrence acrogsithls (Nagin & Pogarsky,
2001; Yu, Chin, & Perfetti, 2006), or in behavioeglonomics where swiftness is a
consideration for formation of discount rates icid®n making (Loewenstein,
1987)#

With extremely limited examination of celerity, agdition to a limited and
potentially inapt operationalization among the fwdies incorporating celerity, it
would seem premature of render a verdict on theasf§ of deterrence theory. The
problem in studying celerity has been one of dathraethods — limited sources of
guantifiable measures lead to limited approximatiowhile celerity has been
measured as the time from arrest to the end ot poocessing since such data are
available, it is hard to see how this time periothially captures the swiftness of
punishment. As such, there are at least two fad¢toconsider in developing a truer
operationalization of theoretical celerity. Fir$te starting point for any measure of
celerity should be based on the actual incidentMaich the sanction is being
rendered. As Beccaria (1983 [1764]) stated, “tlmeetmmediately after the

commission of a crime punishment is inflicted, the more just and ulsefwill be”

*L This later work was interesting in that all thokterrence components were considered such that
certainty and severity (in terms of magnitude okaant) were held constant. A utility function was
suggested that incorporated a non-zero value dipation, which suggests that the swiftest action
may not be the most desired/most impacting on iehashen an individual actor is given the choice.
If nothing else, these results show that celerity both a differential effect across outcomes hatl t
the effect may be more complex than initially theed.
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(p. 51, emphasis mine). The time from arrest taricdisposition is “case processing
speed,” which may be a useful measure to exteniti®ss research but is not
consistent with the principles, assumptions, aedtétical works on deterrence
celerity. Second, previous measures of swiftnesarae that police have no role in
deterrence. By making the starting point of céfeain arrest, the implicit assumption
is that the police themselves cannot have a detegfect — police act simply as the
funnel into the criminal justice system, where thee deterrent effect is felt. Police
speed is irrelevant, and court speed is paramoaLimt criticism is not to deny a
potential deterrent effect of courtroom outcomes,rather to establish the potential
deterrent effect of police work in impacting crimguch a deterrent effect by police
action has been suggested by the considerableiegrdal research into hot-spots

and pulling-levers policing tactics.

Role of Empirical Policing Literature in Deterrence

The transition from aggregate studies to indivigheaceptual studies
of deterrence in criminology, both within the leéure at large and within the limited
pool which addresses celerity, may also be prematAggregate-level deterrence
studies conducted on criminological topics is ofieme by economists focusing on
crime trends (e.g. Kessler & Levitt, 1999; Levit96) and concealed gun policy
(e.g. the line of research started by the workait & Mustard, 1997). Like their
criminological cousins, the issue of celerity i generally a part of the research.
Still, criminology has criticized such aggregateaarch on the grounds that the
economists assume an excessively high value ofdiosamctions, as opposed to the

potential role of informal sanctions triggered bymal sanctions (Nagin, 1998;
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Tonry, 2008). In fact, Tonry (2008) goes so fatasay that “macro-level modeling
of deterrent effects of changes in sanctions pegiby economists and
econometricians has reached a dead end.” Tonoymaends further research in
individual-level studies among different populasdn examine layers of deterrence
beyond formal sanctions.

Yet, he also notes the growing evidence of detega the police policy
level, in contrast to the limited evidence of detace at the sentencing policy level.
These studies of police policy are at the aggrelgats, though at a localized
neighborhood-type level rather than larger unitarddlysis, including studies of hot
spots (Braga & Bond, 2008; Sherman & Weisburd, 199&isburd & Braga, 2006)
and pulling levers tactics (Braga, 2008; Bragennedy, Waring, & Piehl, 2001) as
well as “shallow” problem-oriented policing (BragawWeisburd, 2006). Such
studies represent Vollmer’s (1933) idea of prevanthrough deterrence, in which
police can have an effect on crime even if not asing the root causes of
prevention. Given that Tonry acknowledges the esgof certain aggregate-level
studies regarding deterrence, and that aggregatédridies have ignored celerity
equally as individual-level study, it is justifiablo test a new measure of celerity
based on police action at the aggregate-level.

This study will help fill a major gap in the detence literature. Deterrence
theory is composed of three components, thoughtwdyhave been subject to
rigorous empirical examination. Celerity has ofte®n ignored, though it is the
mechanism by which the causal link between crinteamishment is formed (Clark,

1988) and it may have been more important to actak#ieorists than severity (Tonry,
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2008). Additionally, aggregate-level studies dfedieence have been often
marginalized and criticized within criminology — idhmuch of these criticisms are
valid, police research has avoided many of thalstind still produced deterrence
effects. Tonry (2008) notes that there is “lifgl@nt in continuing to investigate
[deterrent effects] in the same old ways for ano8teyears,” and | agree with that
particular sentiment. Therefore, this researctistucelerity using a new
operationalization and an examination at an aggedgael consistent with the

successes of recent deterrence-based police rsearc

In summary, the current study seeks to exploreésgongiered territory, both
theoretically and empirically. Using data from 892006, this study will ask two
main questions: Do structural factors influence loihe rates across neighborhoods?
Does aggregate deterrence influence homicide aatess neighborhoods? This
work will extend the communities and crime literatby including dynamic
structural factors, using longitudinal data, ancbimporate formal social control as a
mechanism predicted to influence homicide ratesteence theory provides the
foundation for this element of formal social comtas inspired by the successes of
aggregate deterrence in policing research anddbpkevious study in the swiftness
of punishment. This test of celerity in this stuslya clear extension that addresses a

major hole in deterrence research and theory.
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Chapter 3: Data and Methods

“The standard by which working concepts ought tQualged is usefulness.”
— Terence Morris

“Never desire that which is impossible.”
— Spartan axiom

The two central questions in this study may seeaightforward and easy to
assess. However, the simplest questions have af@coming more complicated
when it comes to conceptualization and operatiaaabn. While no measures or
techniques are perfect in research, improvementhamges to prior work serve to
expand on the body of knowledge. This work advartkce current research by using
multiple longitudinal data sources, one of whicks baen recently collected and
never examined previously, which include dynamiacttral factors, neighborhood
controls, and a new test of celerity to reflectat neighborhood control. This
chapter will detail both the data and methodoldgib@ices necessary to address the

key questions at hand.

Data

This study uses two primary data sources: homicitemation collected
from the Washington, D.C. Metropolitan Police Depsnt (MPDC) and structural
variables compiled by the Urban Institute and thesWngton, D.C. Local Initiatives
Support Corporation. Combination of these souatlesvs for an opportunity to

study dynamic change within a major U.S. city oveie.
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Homicide Data

The homicide data used here are part of a largaraddiection effort by this
author to establish a longitudinal dataset forNtigDC. More than three years were
spent on the overall effort and it was partiallpded by the Criminal Justice
Coordinating Council (CJCC) of Washington, D.Cotigh a grant obtained by this
author. A brief description of the data collentjgrocess highlights the scope of the
project and its usefulness in this current work.

While the author served as a volunteer within teedrch and Analysis
office at MPDC, two data issues directly led to tlelection of homicide data. First,
MPDC did not have useable datasets which extendfedebthe 21 century. Due to
considerable problems in managing data qualityteartsitions between record
management systems in years past, limited compseleedata were archived by the
department. Corrective efforts in data cleaning Br@anagement were implemented
in 2007 under a new Chief of Police. These effbad a primarily prospective focus,
as there were limited resources to clean largeestathbases retroactively. This
reality led to a lack of longitudinal data soureesilable for MPDC use, both for
research and for public information requests.

Second, this author participated in a project segto update a report from
the late 1980s consisting of descriptive statisocsromicide incidents over a three-
year time span; the update would examine homicdex from 2005 through 2007.
During the course of this project, it was learneat MPDC had over a decade of
homicide incident files stored on-site — additidpaihese files had not been entered

into an internal, useable database for researgtopas due to limited resources and
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prioritization of other data collection effofts.Our project relied on using graduate
students to collect a wide array of incident dd#mwever, through my role in
checking inter-rater reliability, major discrepagxiboth across individual readers and
between readers and this author came to fiji#tfter discovering the depth of the
problems, the author worked with a team of traimeelrns and a full-time staff
member to revise the dataset with considerablydrighliability. The final product
of the collection, which included an examinatiomamerous trends in homicide,
demonstrated the usefulness of a longitudinal datagh considerable incident-
based detait?

Subsequently, this author obtained a grant thr&ZgDC as the principal
investigator for a more ambitious data collectiparming all homicide incidents
from 1994 through 200%. For this effort, the author expanded the varigble

collected from the initial 2005-2007 project baseda review of variables collected

“2 previous efforts had been done for meeting theirements of the Violent Criminal Apprehension
Program (VICAP). This effort was managed by the.Fwith the purpose of linking homicides and
sexual assaults for investigative purposes. Ab,ghe database is maintained by the F.B.l. ancean
queried on individual variables exclusively.

3 It was later determined that the original coders mited files to work with, did not keep track o
who was assigned individual cases, nor receiveditigagbeyond basic descriptions of how homicide
case jackets are organized.

*4 As previously noted, no such homicide data exigedPDC, as reporting to the Supplementary
Homicide Reports had ceased in 1997. That saédgdhected 2005-2007 data provided far greater
detail than the SHR could, especially when it caonmotive, geographic factors, and victimology
traits.

> The starting point of 1994 was at first a pradtioatter, in that the cases from 1990-1993 were in
boxed storage on-site whereas cases jackets fr@dh d®ward were on shelves in the Cold Case
office. The original intent had been to collec42004 and then go back to older cases in stafage
there was time within the grant period. Howeverdata collection started, this intent proved
impossible as the number of missing files amontyd£190s cases proved to be a large percentage of
the total. For example, nearly 13% of all homicidses from 1994 had missing case jackets. The
secondary source for information, a computerizestt caanagement system, became functional in
1995. This meant that cases prior to 1995 werergdlg not logged in the computer system, and any
missing physical documentation from those caseseffastively lost for purposes of this project.
Access to data was considerably better moving fodwas from 1995 onward the true missing
percentage (where a hard copy and computer cofheafocumentation was not found) was at most
2% per year and most often was 0%.
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in other well-known homicide datasets, particuldhgse of Chicago and St. Louis,
and on prior work on the 2005-2007 collection pebjeThis new dataset included
variables expanding victim and offender charadiessuch as employment, criminal
histories, last known address, location charadiesisand revised motivational
factors/descriptions. Towards the end of the daliection, data from 2005 and 2006
was revisited to incorporate the new variablesudet! in the 1994-2004 effort. This
author did most of the coding for over 3,000 caséth trained intern’® taking

random selections of cases and testing for intier-raliability. The reliability was
consistently greater than 90% overall, with thata disagreement centered on the
free form text portions of the dataset which foclisa the details and timeline of
investigations. These text-based variables wetreised to compile any of the
variables in this study.

Data collection relied on multiple sources. Thienary source was the paper
case jacket stored in the Cold Case office. Cadeejs contained all paper
documentation produced during an investigatiorlusiag victim data, initial crime
scene reports, running resumes (continuous upoagesding investigative progress
generally composed by the lead detective), evidémdeology reports, interviews,
and suspect/offender information if available. Giglo there was considerable

variability in terms of organization and specificadimentation (for example,

* These interns were trained for a homicide datkectbn project which sought to go forward in time
(from 2008 onward) independent of my effort to eotlbackward. However, these interns had
additional training on my larger set of variableddve having them assist in this project. Incidéwpt

| also trained interns for other data collectiofods§, including for one project by the Rand Corp.
looking at factors impacting cold case solvabi{gge Davis, Jensen, Burgette, & Burnett, 2014). Fo
both my own training and assisting in training intg | am eternally grateful to the Cold Case effic
coordinator, Det. James Trainum (ret.).
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toxicology reports were uncommon in files befor@2)) these case jackets generally
contained the most detailed information about ardent.

Another source was the computerized case managaysem. This system
went live in 1995 and most cases from that timevéod are logged in with varying
degrees of documentation. The system was genenallie up of the running resume
found in the case jacket, in addition to other im@at documents such as the main
incident report and results of interviews. Radilythese entries have more
information overall than the case jacket, yet tumputerized system was invaluable
when the paper case jacket was either missingmptzie, or unavailable for review.

Additional information was collected through numeeriminal record
systems to collect histories on victims and knoWaralers. Often case jackets or
computerized documents would include printoutsfmfation from the Criminal
Justice Information Services (CJIS) database, NatiGrime Information Center
(NCIC), or local DC criminal records (through thel@mbo or JUSTIS information
system); however, when those documents were migswguld be necessary to
obtain records from those source databases.pdtssible that these records are still
incomplete regarding the true arrest history ofitfteviduals — as such, any measures
of criminal histories should be considered condergaestimates.

The homicide data used in this study spans fron¥Y 18&ugh 2006, with the
1997 homicides included as a lag variable to ptéditare homicide (see further
description in the Variables subsection). Oves thmeframe, there were 2,337 total

homicides, with 2,311 valid for this analy&isFigure 1 provides a representation of

4" A case is valid for analysis when it meets twoeci@. First, the case includes substantive data f
all variables examined in this work. Second, thgsecreflects an incident which occurred during the
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the totals and valid cases by year. Table 1 slumssriptive proportions for variables
of general interest across the valid cases by y&gain, since Washington, D.C. did
not submit data to the SHR during this time pertbd; table reflects the first
reporting of such variables.

Figure 1. Homicide incidents in Washington, D.C972006

m Valid Incidents ™ Invalid

2000 2001 2002 2003 2004 2005 2006

1997 1998 1999

Table 1. Selected Descriptive Variables, Homicigdents in Washington, D.C.,
1997-2006

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006
Valid Incidents 299 257 239 235 224 255 247 191 194 170

Victimology
Male 0.87 0.89 0.88 0.90 0.88 0.87 0.90 0.91 0.89 0.91
Black 0.92 0.93 0.93 094 091 093 091 0.98 0.93 0.94

Age (mean) 28.3 30.5 289 29.0 29.7 29.0 31.6 29.8 30.1 30.0
Criminal

History (y/n) 0.61 053 060 0.65 0.75 0.71 0.81 0.74 0.66 0.62
Case

Characteristics

Outdoors 0.75 0.72 0.75 0.83 0.79 0.75 0.74 0.76 0.78 0.77
Handgun 0.77 0.72 0.74 0.77 0.76 0.75 0.74 0.76 0.76 0.76
Drug Motive 0.18 0.13 0.15 0.17 0.17 0.15 0.15 0.14 0.08 0.14
Closure Rate 0.62 055 053 056 050 055 044 054 052 055

time frame; for example, a homicide where the ianichappened in 1994 but was not ruled as a
homicide until 1997 would not be included, as thedent itself was outside of the time frame. Gase
are assigned a year based on incident date foretbésmrch, not date declared as homicide.
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Spatial Data

Spatial data in this analysis are from the “Neigthiobodinfo DC”
collaboration between the Urban Institute and theskiihgton, D.C. Local Initiatives
Support Corporation to collect community informatioom both U.S. Census and
D.C. data providers. This dataset has demograptdcsocial welfare variables
across a wide array of geographic groupings in \igsbn, D.C. For the purposes of
this study, the divisions by census tract are thstmelevant. There are 188 total
tracts in the District, though only 182 are suitafdr analysi$®

While there are potential pitfalls in using censasts to approximate
neighborhoods in criminological research (see H38))7), the decision to use tracts
for this analysis is justified in two related waysirst, there are no formal
neighborhood divisions and geographic boundaritshkshed by the D.C. Office of
Planning*® While various government outlets acknowledge betw&20-130
different neighborhoods in the District, there aoeagreed upon demarcations and
thus no demographic data. While there are somecaggethat track current
neighborhood change, such as the Washington, @hdiic Partnership, no fixed
boundaries exist in any analysis and most effadnat retrospective (see WDCEP,

2014).

“8 Given the amount of federal land and parks, 0B densus tracts maintain a population over 100
people.

9 Additional efforts were made to obtain ACS data disaggregated level, though this was not
fruitful for two main reasons: first, no questicassk as to what neighborhood the respondent lives, a
as such, none of the questions asked would allowarfg type of geographic demarcation other than
the provided census tract or the smaller block gr@gumerican Community Survey, 2013); second,
any such variables would be static in nature ratthgm dynamic, and since the level of aggregation
was at best the census tract, this representednsiderable improvement on the dynamic factors also
available at the census tract.
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Second, all well-established geographic units usé€iC. city planning (aside
from census tracts) are large aggregations thatdodsiderable diversity. The two
aggregations closest to representing a “neighbathax the neighborhood cluster
(N=39) and the Police Service Area (N=86yhereas all other divisions are even
larger, such as Advisory Neighborhood Commission3R, ward (N=8), and Police
District (N=7). As a result, the census tract iesg the best approximation of
neighborhood division and diversity necessary tangxe the local impact of
dynamic change and formal social control over titheugh this issue will be
revisited in the final chapter of this work.

The benefit of this data is the dynamic naturenefvariables. While
including time-invariant Census measures, the datdso includes time-variant
variables that reflect local planning and resourdesor studies have assumed that
the federal Census variables, though non-dynanece whe best measures of a
community. However, that assumption is an emgdidc&stion largely unexplored.
Even studies that sought to explore dynamic charege limited to Census measures
(see Kubrin & Herting, 2005). The data in thisdsteapture variables important to
D.C. local government, as planning and resourceation is done on a yearly basis

corresponding with the budget process. Such ¢atyrpng cannot rely on decennial

0 Police Services Areas (PSAs) are themselves iifuibiat the size, shape, and even count have
changed over time. Redistricting, effective Jap2ir12, led to the creation of eleven new PSAs.
Smaller changes over the past decade have createtlapsed PSAs. The reason for changes is
typically to balance workload across and withirtritis.

°L As a matter of correlation, the count of censast and neighborhoods in the District (182 vs-120
130) is considerably more similar than other citideere issues of tracts and neighborhoods have been
highlighted, such as Chicago (865 vs. 342). Wihdea smoking gun, this does suggest that true
differences between census tracts and neighborhod@I€. may be more minimal than seen
elsewhere.
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Census figures collected by the national governpreend therefore it is possible that
change over time is best seen in these dynamiorfaatross neighborhoods.

The data structure is in a place-year format, mrggatiiat each valid Census
tract is paired with each year in the data. Thisdacessary to capture the dynamic
nature of many variables in this longitudinal dsg& In this format, the total

N=1,638 records, for nine years of data acrossuk@ble Census tracts.

Variables

Dependent Variable

The dependent variable in this analysis ishtbmicide ratewithin census
tracts. In order to create this variable, the loitkeis were mapped through a GIS
(Geographic Information System) by assigning inetdecation spatial coordinates;
once mapped, these coordinates were displayedpatidlt/ joined to another map
layer, such as census tract. With the homicidexcfor each tract determined, the
rate can be computed. However, two different denatars were used in order to
account for population changes over the observee fieriod. For homicide rates up
through 2002, the denominator is the 2000 Censpslation; for homicide rates
from 2003 onward, the 2005-2009 American Commu8iiyvey population estimate

as the denominator.
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Independent Variables — Structural

The communities and crime literature has long fotnad structural factors are
significant predictors of crime. However, few seglhave examined dynamic
structural factors due to limits on data availapiind a preference for Census
variables. This work considered four time-varisintictural factors which are
important to the local economies, alongside fimeetinvariant factors taken from the
2000 Census data, to help determine the predipbweer of dynamic structural
variables. These relationships to the dependerdbta are summarized in Figures 2

and 3.

Figure 2. Predicted relationship between dynammiecstral variables and homicide
rate (+ is direct, - as inverse)

Median borrower
income (2006 $)
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86



Figure 3. Predicted relationship between statiecstiral variables and homicide rate
(+ is direct, - as inverse)
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Two variables reflect dynamic residential/houdiagtors. Firstmedian
borrower income (2006 R)aptures an average income for those obtainirapeeh
loan for each year between 1998 and 2006, witreprstandardized in 2006 dollars.
Increases in this variable would reflect both desiity and potential stability within
the neighborhood, and thus are predicted to baselserelated to crime. Second,
percent subprimansmeasures the proportion of housing loans giverngb-risk
borrowers. Increases in this variable could regmesesidential instability, as such
borrowers are at a greater risk of default on I are more likely to relocate/be
foreclosed on; as such, increases in this valupradicted to be directly linked to

crime.
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Dynamic socioeconomic factors are measured thromuglvariables.Percent
TANFreports the percentage of the tract populationréeives assistance through
the federally-funded (but locally-administered) Tmarary Assistance for Needy
Families program. Over the time period in thiglgt(1998-2006), the national trend
saw a steady decrease in recipients such that@f€s represented a reduction of
nearly 50% from the 1998 counts (4.4 million ver8us million, respectively). The
average number of recipients across all censutstirathe District during this time,
however, only saw a sizable drop in average regipibetween 1998 and 2000 (313
versus 248), with values fairly constant since 2008e variable in this study
standardizes the count of TANF recipients by theutation in a similar fashion to
the dependent variable, in the 2000 Census popul&iused as the denominator for
all values through 2002 and the 2005-2009 ACS adjuud estimate as the
denominator for calculations from 2003 onward. sTimieasure is likely reflective of
the changes in poverty within an area, such tlaeases would be predicted to
contribute to increased crime.

The second socioeconomic variabl@escent of births to teen mothers
Increases in this variable may represent diffieglin both family structure and the
local economy, and would be predicted to have ectlrelationship to any measure of
crime.

The five time-invariant factors taken from 2000 €es data represent
traditional structural measures found in the comitegiand crime literature. These
variables are included both as controls and asrgadson to the potential predictive

power of the dynamic measures. They fall intosaee two groupings as the time-
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variant variables, namely residential/housing asiaeconomic considerations.
Following the guidance first proposed in Land e{&990) when examining time-
invariant structural covariates within a regresdramework, two measures were by
creating factor scores for residential/housing famgocioeconomic standing. The
benefit of creating factor scores when examiniagisstructural factors and
homicide rates is that using individual covariatas create model instability due to
high collinearity across time periods among regres¥

Two variables will contribute to the residentiallfsing factor score,
homeowner ratandpercent in same home 5 years adtigh scores should correlate
to lower levels of crime due to greater residerdiability. Three variables will
contribute to the socioeconomic factor scpercent female headed homes with
children poverty rate andpercent black All are staples in previous communities

and crime studies, and higher values are linkdddber crime.

Independent Variables — Formal Social Control aeteence

The key explanatory variables in this test of aggte deterrence theory and
formal control are the objective certainty and tgfeof punishment® These
variables will be lagged by a year in order to dymioblems of temporal ordering
found through previous deterrence research. Tlagaeship to homicide rates is
summarized in Figure 4Certaintyis measured by the closure rate within

neighborhoods from 1997-2005 (as a lagged value thé dependent variable

2 This is less likely when using dynamic factors ethélisplay both within and between group
variability. As seen in the next chapter, no soddel instability occurred with the time-variant
factors, though if it had factor scores could b=ated for those structural variables as well.

%3 Severity is not examined directly in this studjollowing my measures of celerity and certaintg, th
most thematically consistent measure of severityladvbkely be sentence length. Please see Chapter
for a further discussion of excluding severity.
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measured from 1998-2006Lelerityis measured as the average speed of homicide
closures within neighborhood4. This value is assessed for the same lagged time
period as certainty. Given the potential probleémiseating celerity as a continuous
variable (wide variance and no right censoringdjeen cases), celerity is measured as
a dichotomous individual-level measure to indicabether a case was closed in less
than 41 days. Incident-level celerity is giverdays, with missing values given to
cases which were not closed. However, the rangei® measure of celerity is
greater than 4,600 days. There is little theoaéticidance on determining what time
period would be “swift” versus “not swift,” whicls iunsurprising given the limited
thought given to celerity in the literature. lastls to reason, though, that the
differences among large values is likely small #ng the large range is excessive in
capturing swiftness of punishment (e.g. once 603 gasses, it seems likely that
another 10 days will not have the same impactagihal 10 days in assessing the
effect of celerity). As such, the full rational& this metric is expounded on as part
of the descriptive analysis in the following chapt&hese values were aggregated

and averaged within neighborhoods at each of the goints, such that the final

> One may ask why this study does not treat celerifftness of closure at the individual level rathe
than the neighborhood level. First, it is uncleaw celerity would work as an individual level affe
aside from specific deterrence for the individuiinder(s). When considering the general or
perceptual deterrent of a rapid case investigatimhclosure, the impact is extending beyond the
individual and into the community. Therefore, theamination of an aggregate deterrence is more apt.
Second, as a measure of formal social control atidgpimpact, the target audience for closing cases
is greater than the single offender. When condgat homicide investigation, police seek both qgsti

for the families and to alert the community thatrdarers will be held accountable for endangering
other citizens. Again, the focus here is at a comity level, and thus this is a valid level of
measurement for deterrence.
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celerity measure was the average proportion of bioimicases closed swiftly as
opposed to cases either not closed or closed @miadlonger than 41 days.

Figure 4. Predicted relationship between formak@dvariables and homicide rate
(+ is direct, - as inverse)

‘ _
Certainty 3
|
; l

This measure is an improvement on measuring cgkesitime between arrest

and adjudication for two reasons: first, punishnugs not begin with sentencing,
especially for cases of homicide in which suspaotsoften kept in custody from the
time of arrest through trial due to the seriousrddbe crime; and second, the time
between incident and arrest is a more proximatesassent of the reach of formal
control within the community as it focuses on tk&ans of police, whereas the time
between arrest and sentence is more accuratelasumgeof case processing speed by
the courts outside of the community itself. Fothbdeterrence measures, there will
be an inverse relationship with homicide rates joted. As certainty or celerity

increases, there should be a subsequent decrelasmicide rates.

% Due to the reliance of the celerity measure it parthe certain measure, a correlation matrix was
run with each variable by year (1997-2006). Theiits indicated that same-year measures of ceytaint
and celerity for the predictor years averaged m8kver exceeded a correlation of .68 during any
given year.
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Controls

The controls for this study represent additionaeptal explanations for the
homicide rate in a particular neighborhood that m@yfound or mediate the
structural or formal control elements. The gensgkdtionships are summarized in

Figure 5.

Figure 5. Predicted relationship between contralbdes and homicide rate (+ is
direct, - as inverse)
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Incident characteristics are often portrayed agmfyifactors in the national
drop in homicides following the early 1990s. Deses in both gun homicides
(Fagan et al., 1998) and in drug-motivated homgi@ee Blumstein & Rosenfeld,
1998) have been linked to changes in homicide radassuch, any potential causal
mechanism at the community level needs to controiifese characteristic®ercent
handguncomplies the percentage of homicides within thgmeorhood where a

handgun wound was the cause of ded&brcent drug motiveaptures the percentage
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of homicides in the neighborhood where drugs amel&s of the drug trade were a
motivational factor in the homicide.

The type of closure may play a role in mediatingragate celerity and are
thus included as control$2ercent arrestmeasures the proportion of the closed cases
cleared by arrest. Cases can be closed througmmthative means other than arrest;
for example, if the prime suspect dies during tmetof the investigation and there
would have been sufficient evidence to obtain aavdrif the suspect remained alive,
the case can be closed administratively. Thifatay impact the aggregate
deterrence impact within a neighborhood. D. Blguk 3, 1976) noted that an “arrest
is more law than no arrest” and a smaller percentd@rrest clearances may
contribute to a smaller deterrent impact.

Three additional controls account for additiorsalies.Lagged homicide rate
is included to control for the impact of previouspensities of lethal violence within
neighborhoodsYearis a set of dummy variables for each year from812906.

These variables will be included in the model tenigfy potential independent time
effects; in the model, the dummy variables for 12996 will be included with 1998
left out as the reference categdPppulation densitys calculated using the same
dual-denominator method as the homicide rate amttisded to account for urban

concentration often correlated with higher ratesrohe.

Hypotheses

The two main questions for this study ask whethestrLictural factors and 2)

aggregate deterrence factors impact homicide eattess neighborhoods. Using the
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justifications and variables described so far, ¢hepgestions can be operationalized
into specific predictions:
- H1: Structural factors will have a significant redaship with homicide rates,
all other factors consideréd.
o Hla: Dynamic structural factors will yield betteqpdained variance,
model fit, and stronger significance than statiacural factors.
- H2: Aggregate deterrence factors will have an isggesignificant relationship

with homicide rates, all other factors considered.

Both of the main hypotheses, H1 and H2, are oneetairedictions since each
variable is clearly predicted to either have a fesior negative impact on homicide
rates rather than a general effect. The subsetthgpis, H1a, will be examined
through a comparison of fit statistics and resulikis hypothesis is important to
highlight, as is can give important informationtbe utility and potential future use
of dynamic structural factors. Given the curregearch generally uses either static
structural factors or measures of informal soctedtool with limited support and/or

roots in perception rather than empiricidhthe potential for dynamic social factors

% Most factors are predicted to have a direct retetiip with homicide rates, with the previously
noted exception of the median borrower income antbaglynamic variables and the residential factor
score among the static variables. See Figures 3 émdspecific predicted relationships.

" Of course, some from the Chicago School (amonersjtmay object to this characterization in part.
After all, it was W.I. Thomas who famously saidtttiimen define situations as real, they are ipal
their consequences.” However, my point is notismikss perceptions entirely, especially given my
use of deterrence theory and literature to guideowmay research. It is to highlight that some
conceptions of informal social control, such ademtive efficacy, are measured through perception
data but defined/advertised as mechanisms rooteldservable action. Yet, momentary perceptions
are different than action, perceptions are diffitolindependently verify, and perceptions may be
subject to undetected variance within individuaBven these potential drawbacks, it seems that not
all of the oxygen has been sucked from the rooooaimunities and crime by collective efficacy and
there is still room to explore or even reassesgoddnd in a new way. This is where | see dynamic
structural factors fitting in, potentially.
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to augment future research is significant and néete compared to available

alternatives where possible.

Method and Analytic Strategy

The modeling strategy for this study was a zertatatl Poisson count model.
The Poisson distribution was selected due to theooe variable having a nearly
equal mean and variance, as seen in TaBleRegarding the zero-inflated
component, there are both statistical and the@lediguments for selecting that
model variant. The purpose of a zero-inflated nhad® handle excess zeros by
predicting zero counts using a logit distributiordgredicting non-zero values with a

different distribution, in this case the Poissoor{y, 1997).

%8 The variance is the standard deviation squaredhi$ case, the mean homicide rate was .44 and the
computed variance was .43 based on the standaiatidevof .66.
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Table 2: Variable Averages

Citywide (N=1638)

Mean SD Min Max
Residential (static)
Homeowner rate  40.6 23.5 0 100
% in same home 5 yrs ago 50.4 15.2 1.6 83
Socioeconomic (static)
% female-headed homes w/ children 46.2 25.4 0 92
Poverty rate 21.8 155 1.6 90

% black residents  64.7 36.3 14 100
Residential (dynamic)
Median borrower income (2006 $, in
1000s) 89.7 40.4 17.2  316.9
% subprime loans 9.3 12.1 0 100
Socioeconomic (dynamic)

% TANF 9.2 10.1 0 58.9

% birth to teen mothers  11.4 9.4 0 50

% Handguns 71.6 37.8 0 100

% Drug 135 27.6 0 100

% Arrest 42.9 40.1 0 100

Population (2000 Census) 3142 1353 149 7278

Population (2005-2009 ACYS) 3304 1434 171 7976

Population Density (1,000 per sq. mi) 15.3 10.7 0.6 56.8

Homicide Rate (per 1,000) 0.44 0.66 0 6.7
Formal Control (N=853)

Clearance Rate 51.7 40.5 0 100

within 41 days 36.1 43.4 0 100

Given that over 47% of the period-places in thedtve a zero count in the
dependent variable, the presence of excess zeznssseear statistically. However,
Long (1997) notes that zero-inflated models aretrpasper when there is also a
theoretical backing as to why “certain zeros” (casbere the probability of a zero is
effectively 1.0) may be part of the overall zeraebpopulation. In this study, 23 of
the 182 used census tracts had a zero homicideaateyear from 1997-2006. With

nearly 13% of all tracts having no homicides ovégrayear span, it seems that

96



“certain zeros” exist in this data whose probapititstribution would differ from the
tracts predicted with a count model. Additionakdists suggested by Vuong (1989)
showed that the zero-inflated Poisson (ZIP) moded preferred to the standard
Poisson. Tests of negative binomial models yieldedtical results since there was
no overdispersion in my dependent variable, ancetbee the negative binomial
effectively reverts back to its Poisson lineagen,01997).

Modeling these certain zeros is a slightly différeimallenge than simply
identifying them. The zero-count model uses atIB@F, so the asked question
changes from “what predicts differences among @b “what predicts a zero as
opposed to a non-zero?” The goal for the zero-cowdel is not simply to deal with
excess zeros, but rather to posit that certainszam® in some way distinct from non-
zero count outcomes. In identifying variablesdoch a model, one has to select
those which could theoretically predict a zero &ésnary choice. Most of my
independent variables are theorized to predict@hatong a distribution rather than
a dichotomous choice, so they are difficult toifysh the zero-count model even if
they are perfectly acceptable for a full count modcatterplots of the independent
and dependent variables were examined for anyblasavith clustering at the zero
homicide rate value. Any such variable would aldyde a better predictor of a
binary zero/non-zero outcome than a variable withde distribution. Lagged
homicide rate was the main variable that clusteveatt zero. Of the 785 total zero
counts for homicide rate in the period-place da%) (70%) had a lagged homicide
rate of zero. As a result, lagged homicide rate tlia primary predictor for the zero-

count model that allowed the count model to betifled.
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Using longitudinal data from Washington, D.C., dgmc predictors, new
measures of deterrence/formal control, this stultiresses two main questions:
- Do structural factors influence homicide rates asneeighborhoods?

- Does aggregate deterrence influence homicide aatess neighborhoods?

These questions represent an undiscovered coumting iresearch literature. This
research hypothesizes that the dynamic structacabifs and aggregate deterrence
measures will have a significant impact on homicates, all other factors
considered. With these previously unexplored @dsashe hope is to build on the
body of knowledge and contribute to explanationsarhicide rates across

neighborhoods.
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Chapter 4: Results

Expect everything and the unexpected never happens.
- The Phantom Tollbooth

This study’s hypotheses posit that both structanal aggregate deterrence
factors will significantly impact homicide rate fmlows:
- H1: Structural factors will have a significant redaship with homicide rates,

all other factors considered.

o Hla: Dynamic structural factors will yield betteqpdained variance,

model fit, and stronger significance than statiaural factors.

- H2: Aggregate deterrence factors will have an isggesignificant relationship

with homicide rates, all other factors considered.

Additionally, this work presents a test betweenistéime-invariant structural
variables and dynamic, time-variant structural afales, with the prediction that
dynamic variables will provide better predictiorihomicide rates across
neighborhoods over time than static constructstes. In order to examine these
guestions, the analysis is presented in two phdsiest, this section reviews a
descriptive analysis examining the variables cidevand across census tracts.
Second, the multivariate analysis explains the ntage and significance of the study
variables (structural, deterrence, controls) irdpting the homicide rate within the

census tracts.

99



Descriptive Analysis

Table 2 shows the citywide averages of the studgigbles, using census
tracts as the unit of analysis and structuringdidi& as a period-place format. These
results use the 182 tracts with a population latigen 100 residents, multiplied by
the number of time periods for an N=1638. Figushéws all census tracts in
Washington, D.C. (N=188) while Figure 7 highlighie six removed tracts in the
context of the city (N=182). The areas removediffature analysis represent the
National Mall, the White House, National Arboretuamd other land used primarily

by the federal governmerit.

9 While these areas represent about 11% of WashinBte. by space at 6.35 square miles combined,
less than 2% of homicides (33 victims) from 199D@@ook place in these tracts.
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Figure 6. Washington, D.C. Census Tracts (N=188)
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Tracts, with pmpulation tracts highlighted

Figure 7. Washington, D.C. Census
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Structural

The static structural factors suggest that thefeited more residential
instability and disadvantage as compared to themand urban areas in 2080.
While the average homeowner rate in the UnitedeStatas over 65% and the
national rate among black adults was near 47%)tBe citywide average was just
over 40% in 2000 (U.S. Census, 2013a). Povergsnatthe city were nearly double
the national average (NPC, 2013), and D.C. rankati@3¥ poorest city out of 245
nationwide with a population over 100,000 (CDF, £01As previously discussed,
the percentage of black residents is far high&.@. both during this time and
currently as compared to nationally, with D.C. imavihe g highest percentage of
black residents among cities with greater thand@@persons (McKinnon, 2001),
though it is worth nothing that six of the eighties with greater black populations
also had a higher poverty rafeFigures 8-12 show the quantiles for each static
variable as distributed across the difyThere is noticeable spatial overlap among

these variabléd with clear divisions between areas east and wWekeaiver.

% The purpose here is not to draw substantive cefmig about the nature of Washington, D.C., but
rather to establish a context to better visualihens D.C. fits into the snapshot of what was known
about the nation and urban areas in 2000.

®1 These cities were Gary, IN, Birmingham, AL, Detrdil, New Orleans, LA, Atlanta, GA, and
Jackson, MS.

®2The other two structural variables, as measuredslaghtly lower than national averages and similar
to other urban areas.

83 |ssues of potential multicollinearity are discub&ater in this section.
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Figure 8. Percent black population in 2000, WadioingD.C.
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Figure 9. Poverty rate in 2000, Washington, D.C.
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Figure 10. Percent female headed homes with childr000, Washington, D.C.
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Figure 11. Percent in same home 5 years ago in, 28@6hington, D.C.
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Figure 12. Homeowner rate in 2000, Washington, D.C.
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The dynamic structural factors were collected djpadly for Washington so
direct national or city-level comparisons are ndlyfpossible; however, some
comparable data are available to suggest thatmay.be representative of some

larger trends. While the overall averages from8t2006 are in Table 2, Figures 13-
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16 show the trend of yearly averages. The pergeraéteen births in Washington
saw a moderate decline over the time period, wisigmilar to national trends in
teen birth rates (Hamilton, Martin, & Ventura, 20.IBhe sharp drop and relative
stabilization of the percent of residents receiViddNF benefits compares to the
national trend of a sharp decrease in caselodtkifate 1990s and subsequent
smaller reductions after 2000 (HHS, 2013). In eohdynamic residential factors,
the patterns in both median borrower income andguersubprime loans for the city
reflect national trends. Income increases aresaigrising given the boom in
housing prices as well as improving economic coowlst, particularly after 2003.
According to national estimates, the median honeegumped from $152,200 in
1998 to $246,500 in 2006, with the single largestent increase between 2003 and
2004 at 13% (U.S. Census, 2013b). National sulsphiran rates also jumped
dramatically after 2003 in the lead up to the U8dmoeg bubble seen in 2006 (Smith

& Hevener, 2010). This trend is mirrored in D.ddsal data, as seen in Figure 16.

Figure 13. Yearly trend of percent teen birthswitde, Washington, D.C. 1998-2006
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Figure 14. Yearly trend of percent on TANF citywjidéashington, D.C. 1998-2006
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Figure 15. Yearly trend of median borrower incor2@06 $) citywide, Washington,
D.C. 1998-2006
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Figure 16. Yearly trend of percent subprime loatgwde, Washington, D.C. 1998-
2006
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Formal Control/Deterrence

Regarding formal controls, there are two sets stdptive statistics to
consider. Table 3 reports descriptive statistacseld on all valid homicide cases
(N=2,311) to show clearance and time to closureil&\this study focuses on the
neighborhood level, it was important to exploreitigividual case level for two key
reasons. First, it gives a snapshot of homicidé itheasily compared to some
national trends. Second, the distribution of alevas a critical step in computing
rates at the census tract level. It would be imjibs to glean what may potentially

be a “swift” closure without a picture of the cabedore aggregation.
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Table 3: Formal Control 1997-2006 (N=2,311)

Proportion Cleared  0.53 0.49 0 1

Celerity (days, of those closed) 268 533 0 4690
within 2 days 0.21 0.4 0 1

within 7 days 0.28 0.45 0 1

within 11 days 0.33 0.47 0 1

within 14 days  0.36 0.47 0 1

within 30 days 0.45 0.49 0 1

within 41 days 0.5 0.49 0 1

within 60 days  0.55 0.5 0 1

These variables represent two key components efréeice theory — whether
a case is closed or not reflects the certaintyunighment, while the speed of closure
represents the celerity or swiftness of punishmémproximately 53% of all cases
from 1997-2006 were clos&8.According to the UCR, on average 65% of homicides
nationwide and 58% of homicides among cities widmparable population as
Washington, D.C. were cleared during this timeoddh there are some potential
definitional issues regarding the FBI clearancewation (see Chapter 3), the FBI
numbers could only overestimate the clearance rHés fact suggests that D.C. was

likely comparable with the time period.

®This is accurate as of July 2011. Since | usenapetation of yearly clearance rate, this percentage
increases over time as cold cases are solved. Vvowhe rate at which cold cases are solved is
marginal for these purposes. From July 2011 thnddwgvember 2013, only eight cases from the 1997-
2006 frame have been closed. Additionally, angutes would have no impact on the celerity
function given all cases had the opportunity telosed “swiftly” in the years between the incident

and the July 2011 update.
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Figure 17. Distribution of time to clearance ins#d homicide cases, Washington,
D.C. 1998-2006 (N=1,221)
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The average time to closure was highly impactethine outliers, as seen in
Figure 17. The celerity measure has a heavy pesttew with the mean (268 days)
more than six times greater than the median (4%)day fact, when divided into
quartiles, the 78 percentile mark (274 days) is marginally highertithe mean.
Table 3 shows that over 20% of cases were solvédna2 days.Table 2 has the
formal control variable means from the period-pldatasef® These are the average

expected values within each period-place and anéasito the values in Table 3,

% N=853, indicating the period-places where there atdeast one homicide and thus could have a
valid clearance rate. For purposes of descrinadysis, this gives the best snapshot as to hew th
period-places conform to the typical citywide maasu However, the values associated with the
remaining 785 period-places are not “missing” ia ttuest sense and are not treated as missingfurth
in my analysis. The role of deterrence and sormi¢ide-based controls (percent handgun, percent
drug, percent arrest) are accurately reflectedza” value even if justifiably missing. For exdmp

the lack of any clearances or swift clearances doeprovide the protective deterrent effect nor
establish a control to prevent crime, thus thersispportunity to form a bond that would dissuade
future increases in homicide. Of course, it iapirical question as to the strength of that psece
and whether it is superseded by other variablekilevaaving no homicide prevents police from
establishing additional deterrence through casgucly the protective power of positive socioecomomi
factors or the lack of homicides themselves mayecedhe predicted homicide rate far more than lack
of opportunity to establish formal controls canrease the prediction. Without giving too many
spoilers, the results of this study seem to suggestvers to this empirical question.
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though the values in Table 2 reflect an aggregatdfor each tract per year. The
average clearance rate for each period-place wad/rie2%, while the average
percent of cases closed within 41 days in eacloggriace was about 36%. Data on
three homicide-based control variables, percenddam, percent drug motive, and
percent arrest, are generally similar across pgrlade when compared to descriptive
results using the homicide incident as the unaradlysis. Over 70% of cases
involved a handgun and on average less than 14%ruoicides were drug-related in
each period-place. The percent arrest varialdéasit 10% lower than aggregated
celerity, which indicates that while most homictesures were achieved through

arrest, there is still a sizable minority that wel@sed through exceptional means.

Population

Two measures of population were used to reflecirttieasing migration to
Washington, D.C. that started during this time qekri The first population variable
came from the 2000 Census and computations cditels rup to 2002 use this as the
denominator. The second population variable caora the 2005-2009 ASC survey
and computations of all rates from 2003 onwardtbiseas the denominator. The
average census tract population increased by @¢dviween the two measures,
though the tracts at the high and low end tendeséomore growth as evidenced by
the minimum and maximum values — the minimum tsao¢ increased over 14%
while the maximum tract size increased over 9%anfFthese measures and tract size
information, population density is calculated. Eab shows the average population

density overall as the number of 1,000 residentsgeare mile. The mean was
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about 15,300 residents per square mile, with adbanly 600 residents per square
mile and a high of 56,800 residents per square. mile

Looking at the population density tables from 2000 Census provides some
context for Washington’s density (U.S. Census, 2D13Vith over 15,000/sqg. mi.,
D.C. would rank in the top 25 cities in the Unitethtes. Tracts with the lowest
density in D.C. are comparable to the overall papoh density of Chesapeake, VA
(585 / sg. mi.) and the highest tract is compartblée overall density of Union
City, NJ (52,980 / sq. mi.). To further emphagize divide between urban areas and
the rest of the nation, Manhattan had a populatamsity of over 66,000 residents per
square mile, while the United States overall haémsity of less than 80 and five
states (Alaska, Montana, Wyoming, North Dakota,tB@akota) had less than 10/sq.

mi.

Dependent Variable

Homicide rate is calculated per 1,000 residentscadrse, this value can be
easily transformed to the more common “per 100,@@ression and this is useful
when looking at the city as a whole. During thmse period, Washington, D.C. had
an average homicide rate of about 44 per 100,08l@awts. Figure 18 shows the
average homicide rate mapped per census tract wigilee 19 shows the yearly
average citywide. As noted in a previous sectils,is more than double the recent
homicide rates in the city. Such rates are oftenputed per 100,000 residents,
though typically one looks at homicide rates betwiaeger populations such as
cities. Since the unit of analysis for this stuglgmaller than a city, as the average

population is over 3,000 and peaks at nearly 8r@6i@lents within tracts, there seems
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a better practical and theoretical consistencyeiepkng the rate linked to the general
scale of the population examined in the sttfdyAs no tract will ever approach the
scale of 100,000 residents, and most are firmlhiwithe thousands, using the larger

rate calculation can greatly exaggerate perceptortiie high end’

% Beyond interpretation of descriptive data, theakition of homicide rate per 1,000 has a practical
impact on multivariate model selection. As seemable 2, the variance is nearly equal to the mean.
Count data with equi-dispersion are best modeléd avPoisson or zero-inflated Poisson (Long,
1997). If all rates are transformed into “per TO®", then the variance becomes far larger than the
mean. When there is over-dispersion, Poissoniluligions are not as well positioned for the datd an
a negative binominal model may prove superiorliglmt of this, | did this transformation of homi&d
rate as a sensitivity analysis using negative binahmodel variants to replicate this study’s fimgi.
Relative coefficient magnitudes were not meanirgfchanged and in all examined cases statistical
significance was not impacted.

" For example, Tract 93.02(near the Brentwood neiginiod, along the north side of Rhode Island
Avenue in NE D.C.) during 2002 had an average hiomicate of 3.8 per 1,000 residents, or
transformed 380 per 100,000. While a violent atlea,‘per 100,000” rate is simply an unsustainable
number on its face and strains credibility whenliggpto such a small geographic space. There seem
little reason to believe that if the tract everalead 100,000 people (and for argument’s sake, elgzhn
accordingly to maintain constant population densitye homicide rate would be that extreme. The
differences in scale are simply too great to makdarger rate meaningful beyond a general warning
rather than a useable expectation. Howeverrédlstic to expect 3.8 homicides per 1,000 reg&len
given Tract 93.02s population is about 1300 anckttimould be between 1 and 5 homicides per year
during this period.

116



Figure 18. Average homicide rate, Washington, L.928-2006
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Figure 19. Yearly trend in homicide rate (per 1,0€€idents) citywide, Washington,
D.C. 1998-2006
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Multivariate Models

Multicollinearity

Before model selection, two potential issues obeaaitrelation in the data
were examined. First, a correlation matrix wasaarthe independent variables to
assess possible sources of multicollinearity. €lations were uniformly below .60
and mostly below .30, with the exception of thrgaaimic factors (median borrower
income, percent TANF, and percent teen birthsglation to the static
socioeconomic factor. The correlations with tregistfactor were -.69, .81, and .73,
respectively. Since these dynamic factors woulgl share a single model with the
static-based factor, the scope of collinear impamild be limited and did not require
removal of variables from the analysis. As a pudica, during the single model
where dynamic and static-based variables coex{dedel 7 in Table 4), said model

was run three times — one with all variables, oita thhe three dynamic removed, and
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one with the socioeconomic static factor removBeémoval of variables did not
impact the significance of any covariates leftia model or the standard errors of

the covariates in a meaningful way.

Spatial Autocorrelation

Spatial autocorrelation is a concern whenever ugeagraphic-rooted data.
Moran’s | test assesses the magnitude and signdeaf clustering for an outcome
variable mapped in space. The process assignggeagdnaphic space (in this case, a
census tract) a value based on the differentiah filue global mean of a variable
(homicide rate); then, the test measures the gityilaf values from other spaces
within a fixed radius (Boba, 2010). The resuldigate both statistical significance
and magnitude similarly to a correlation coefficiemhe magnitude is expressed as a
range from -1 (dispersed) to +1 (clustered). Tgaial autocorrelation was tested
both as an overall measure using the full samplesayear-by-year measure. Given
the longitudinal nature of the data, it was uséfudetermine if certain years may
prove significantly more autocorrelated than othérke presence of high-magnitude,
statistically significant autocorrelation may nesigsie corrective variables and/or
additional modeling strategies (Dormann et al.,7J00or this study, the results of
Moran’s | found significant but low-magnitude aubo@lation. The full sample
measure produced the highest magnitude with +.B8ewhe yearly tests yielded
magnitudes between +.10 and +.20 depending onettie YAs interpreted, the results
suggest a degree of clustering is present, thaughmot highly localized in space.
Figure 18 shows the average homicide rate by deantWhile there is clear division

across space, the clusters tend to expand ovedeaspace rather than focus on a
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specific tract or two. These results were constaising multiple search radius
values. As a result of such weak magnitudes,ribtsconsistent with general practice

to add corrective terms to the multivariate mo@®rmnann et al., 2007}

Celerity

The final pre-modeling issue was that of celeritjowever, there is no true
empirical guidance as to what a “quick” closure lddoe that represents this
diminishing return point. Therefore, the justifice for determining a celerity metric
depends on a number of indirect factors. Firgt,hbmicide literature explores the
issue ofdunkers(cases requiring little to no investigation) amdodunits(cases were
law enforcement must put pieces together and imgas) — this division is often
made at 2 days, where more than 2 days refledtsvastigative case (Puckett &
Lundman, 2003). This was an initial guide, thotiggre are additional reasons to
believe that a proper celerity marker is laterninmet

Further examination of this time variable was int palapted from the work of
Regoeczi, Jarvis, & Riedel (2008), who examinecetimclosure as a survival
function with divisions at 2, 7, 14, and 30 daytsshould be noted that using 1998
NIBRS data, Regoeczi et al. found a far quickeagidanction than would be seen in
Washington, D.C. from 1997-2006 as their mediahwehin 2-7 days as opposed to
41 days. As a guide, this work suggests thatpartgppoint in the survival curve may

be the point of diminishing returns.

% | did compute a yearly difference from the meamtuide rate for each period-place as a corrective
term based on the computation of the Moran’s | t&ste variable was moderately correlated with
lagged homicide rate and the socioeconomic vasafileth dynamic and static). When added to
multivariate models, it did not alter the signific of the other variables.

120



Figure 20. Time to closure (in days) by survivaergpercentage), Washington, D.C.
1998-2006
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Figure 20 presents a survival function for timelwsure across individual
cases (N=1,221), similar to that seen in Regodali. eExamining the blocks of days
needed to account for 10% change in cases, theaerurhldays increases quickly for
further 10% reductions up to about 41 days (50%ile there is no plateau in the
technical sense, there is a clear shallower slbpigecsurvival function. This finding
suggested that my pivot point for the celerity nueasnay be around the 41 day
mark. So while following the general process aRagoeczi et al., the specific value
of the tipping point was vastly different. Herd@tys an inherent difficulty in
attempting to use the data itself to determinentleéric rather than a theoretical basis,
though without a theoretical basis this iterativegess is the only option. If nothing
else, this situation shows just how nascent theares into celerity as little is even
known from a descriptive perspective, let alonegplanatory factor.

An additional consideration is that over time, pelresources will likely

diminish over time. Even for high-profile cases tlae investigation continues leads
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can dry up, focus can reduce as new cases ocalwiaresses can turn into dead
ends. During the 1998-2006 time period, MPDC totd periodic reviews at fixed
intervals up to 60 days. Beyond that period, negigvere more sporadic if the case
remained open. Given this information, the suggess that the immediate flurry of
resources and attention may likely drop off afteidays.

As a result, the potential range for celerity appéa be anywhere between 2
and 60 days with little formal guidance as to whbeediminishing return point is
beyond a tipping point in a survival function. Tih@pose here is to find a
dichotomous measure for celerity. While it maypossible that celerity may be a
linear or step function on an individual level,faothe research suggests the
aggregate level may have a tipping point, thoughviidue of this point may be data-
dependent. However, this point speaks to why itgleray be better imagined as a
binary function even from a theoretical viewpoirgven if a linear or step function
exists, it likely only exists to a point until afiyrther time does not impact the
outcome calculus. Since celerity can be a contiadonction, and in this data the
range is from O to over 4,000 days, it seems dilfito imagine that any function is
constant during the period. In the context of iagkany theoretical guidance, the
most conservative approach appears to be findegpping point dichotomously
rather than attempting to model an understudiedbla. Of course, as celerity is
explored in greater detail in the literature, itte more informative to advance at
that time to modeling celerity as a continuous fiomc

Looking at Figure 20 and celerity measures sedrabie 3, a number of days

were examined within the potential range as anigpioint using both the survival
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function and model fit within multivariate modelsrom the survival function, the 41
day mark (which was also the median) seemed thdibhe&long with additional

time before and after 41 days (e.g. 39, 40, 42Ja), each were used as the celerity
measure into Model 5 in Table 4. The model loglitkood was the lowest at 41

days, with the fit statistics generally decliningfdre and then increasing in
magnitude following 41 days. Given these findirgfs days was used as the celerity

measure in this study.

Model Results

Table 4 presents the results from multiple mod#sdels 1 and 2 assess the
static-based factors, with and without control ables. Models 3 and 4 use only
dynamic structural variables, again with and withoantrol variables. Models 5 and
6 continue the pattern but with formal control/detace measures. Model 7 is the
combined model with all independent variables. Gbefficients presented are from
the count models and zero-only mod&lthough R-squared and log-likelihood
measures represent values for the combined modehé®le. The total N is slightly

lower in models using dynamic variables due torémeoval of 42 period-places

% The decision here is somewhat moot for the puposehe larger model, as none of the celerity
measures were statistically significant even indbterrence standalone model. However, it isastill
useful exercise especially in comparison to thekvedriRecogczi et al. Their NIBRS data showed far
quicker times to closure than D.C. did during aiphoverlapping time period. It begs the questsn
to whether there is an absolute, objective measiucelerity or rather it can/should vary between
smaller urban areas (as seen in NIBRS) and latgenueities. This question is picked up again & th
following chapter.

" The count models are the focus of the hypothesethey predict a more continuous change rather
than a binary outcome. As a result, the primarjatéde in the zero-count model was lagged homicide
rate. As seen in Table 3, that variable proveldaiee a significant, negative impact on homicide rat
that was very consistent across all models. Aenaiivity test variables from the count modeltie t
zero-only model as well (i.e. Model 1 would havetbfactor scores in the count and zero models
simultaneously) to see if the results were impactddst coefficients were insignificant in the zero
count model, and the few cases of significance wearginal p<.10, one-tailed), never robust across
model specifications, and did not impact the sigaiice of the count model findings.
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Table 4: Regression Results

Model 1 (N=1638)

Model 2 (N=1638)

Model 3 (N=1596)

Model 4 (N=1596)

Model 5 (N=1638)

Model 6 (N=1638)

Model 7 (N=1596)

b SE b SE b SE b SE b SE b SE b SE
Static Residential factor 139%*  .039) 064 "L047) 048 ".048)
Socioeconomic factor 833*  .073) 417+ "(.086) lo17 ".105)
Dynamic Median borrower income -.007** '(.001) -.003* '(.002) 002 '(.002)
% subprime loans 019**  T.o04) 016%  (.005) 015%*  (.005)
% subprime loans (squared) -001*  (.001) -001*  (.001) -001*  (.001)
9% TANF .035*  ".003) 022%*  [.003) 023**  "(.006)
% birth to teen mothers .025**  ".005) 014*  .005) 013**  (.004)
Formal Control  |Lagged Certainty 005**  .oo1) "o01 ".001) 001 ".002)
Lagged Celerity (within 41 days) 001 "L.oo1) 001 ".001) 001 ".002)
Model Controls  |% Handguns o11**  (.001) o11**  [.001) o14*  T.o01) o011+ (.001)
% Drug loo1 "L001) 002%  .001) 002 ".002) 002%*  "(.001)
% Arrest 006 '(.001) 005 .001) .007**  .001) 005**  (.001)
Population Density -009*  '(.005) -007*  (.004) -.013**  (.004) I”.006 ".008)
Lagged Homicide Rate 264 [(.044) 1374 [.045) 264%  .045) 2417 (.046)
Y1999 119 ".107) 088 ".103) 098 104)  [.084 ".106)
Y2000 -225%  (116) 059 1117) -196*  (.109) 057 121
Y2001 043 113) 033 .119) 095 ".108) 030 1.127)
Y2002 001 "Lo11) 178 1.142) 002 101  [171 ".159)
Y2003 004 "Lo11) .208* T.119) 003 11220 [207 ".135)
Y2004 -325%*  (.130) 161 .124) -208%*  .127) 167 ".133)
Y2005 -303**  (.149) 134 .157) ~245%  (L144) 141 ".185)
Y2006 369 [.133) 2590 [127) -300%*  [.139) -269*  (.141)
Constant -1.134** (.068) -1.651%*%  (.143) 1237 (.142) -1.993**  (.206) 966**  (.113) 1.708**  (.141) -2.023**  (.208)
Zero-Count Lagged Homicide Rate 1.444%* (.476) 1.260%* (.431) -1.453** (.560) 11.317%*  (.646) 1.450%* (.503) -1.487** (.706) 1.416%* (.694)
Constant -251%*%  (.024) -243**  (.018) -253**  (.021) -245%*  '(.016) -027**  (.007) -239%*  (.017) -249%*  (.017)
Pseudo R-squared |Pseudo R-squared 131 218 .152 .226 .023 .198 227
LL LL -1196.973 [1077.68 -1130.627 [1031.373 ~1345.603 [1105.121 [-1030.704

*p <.05, one-tailed
** p <.05, two-tailed
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where median borrower income data were missingouBtostandard errors are
reported.

Examining the totality of the models, the dynantrastural variables were
the best predictors of the non-zero count of hoteicate. Most dynamic variables
were highly significant and in the predicted direcal relationship with homicide
rate across the model variations. Only mediandvegr income saw a fade in
significance as additional variables were inclugtelhter models, though its
predicted direction remained constant. The staa®ed factor scores had weaker
effects as other predictors were added, thougsdbmeconomic factor was strong in
Models 1 and 2! The formal control models were clearly the weakespecially
when looking at the fit statistics. The certaiméyiable was significant only in the
initial model and became insignificant once addialocontrols were included.
Interestingly, most of the deterrence coefficiemése in the opposite direction as
predicted, though not much can be interpreted gikerstatistical insignificance.
The model controls tended to be significant anthepredicted direction, with the
exception of population density having an invelatronship with homicide rates.
The most robust dummy variable years are thehaset As 1998 is the reference
year, and also the peak of yearly homicide counthe data, it is not surprising that
the dramatic count decrease coupled with populatioreases would explain

significant variation while controlling for otheadtors.

" The large drop off in magnitude and significancé/fiodel 7 is partially a product of the collinegrit
with some dynamic structural variables. | ran Modwithout those dynamic variables and the
socioeconomic factor was stronger and significpat@5, one-tailed), but the resulting log-likelihood
was poorer than seen in Model 4, suggesting thaddel missing the dynamic factors was a less ideal
fit than when the static-based factor score walsidle as a substitute.
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Model 7 had the best fit statistics though onlglsiiy superior to Model 4.
Given that the static-based factor scores and fiocordrol variables were
insignificant, what remained nested in Model 7 Waxlel 4. The models with
dynamic structural factors (3 and 4) yielded bdfitestatistics than the comparison
models with either static or deterrence predictdrse controls tended to contribute a
good deal to model fit, though less than the stmattfactors, as evidenced by boosts
seen in each model where controls were includdte cbntribution to pseudo R-
squared was not limited to a single control, sielagged homicide rate. When
individual significant controls were dropped fronetmodel to assess impact on
pseudo R-squared, none produced a disproportioinapeas compared to the others.

Regarding interpretation, there are some differethetween the static factor
scores and the dynamic, continuous measures. t@tie factor scores are
standardized and zero-centered, so as a resukghession coefficients represent the
change in the dependent variable (homicide rateq ggandard deviation increase in
the factor score. While the magnitudes of thediastores (which combine either
two or three high-loading static variables eack)iaitially higher than the dynamic
factors, they drop precipitously across modelsthsrovariables are included
suggesting an indirect effect of these latent caotd at best. Given this diminishing
return on the factor scores, this work puts a greanphasis on the stable and
statistically significant coefficients.

By interpreting odds ratios computed from the digant logits in Model 7,
guantifiable results are possible. Starting whth significant dynamic variables,

most seemed to have relatively straightforwarddsdmased on Figures 13-16 in the
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descriptive analysis. However, Figure 16 showstndt non-linear curve for
percent of subprime loans. As a result, thisalde was modeled as a quadratic
function? For a standard deviation increase in percentlopsme loans, the
homicide rate increases by 1.5%, holding all otfetables constarit This

represents the linear component of the curve. Kewehe significant negative
guadratic terms suggests that the positive linelpigme relationship is concave over
time. Considering both variables, the overall @ase is marginally less than just the
linear factor would indicate, suggesting a decrease time consistent with much of
the trend seen in Figure 16.

Two other dynamic variables, percent TANF and patrbaths to teen
mothers, had a direct positive relationship witimihmde rate. For a 10% increase in
either variable, the homicide rate increases by 2B%13%, respectively, holding all
else constanf!

Among the lagged control variables, the strongestiptor of homicide rates
was the previous year’s rate. As the lagged rateeased by 1 homicide per 1,000
residents, the homicide rate increased by 15% wiolding other variables at the
mean. In the zero-count model, the lagged homitkehad the opposite
relationship — for a 1 unit increase in the lagoed, the probability of the homicide

rate being zero decreased by over 76%. As theepeof homicides by handgun

2 A cubic function was also considered based ométere of the curve in Figure 16. However, the
cubic term was insignificant and did not impact thagnitude and significance of the linear and
guadratic, so it was omitted from the analysis.

3 The standard deviation is used because the varieds centered at zero through subtracting the
mean from each value. Centering was done whemgdié quadratic term to prevent
multicollinearity between the two subprime variable

" The odds ratio for percent TANF is 1.023 and fercent birth to teen mothers is 1.013. Since both
variables are captured as percentages, a 1 umgehaflects 1%. The interpretation of a 1% inseea
linked to a 2.3% or 1.3% rise in homicide rate barextended to a more practical result by
multiplying by ten.
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increased by 10%, the homicide rate increased 1dléfny all other variables
constant. For a 10% rise in drug-motivated honeisjdhe homicide rate will
increase by only 2% once other factors are coetlolIContrary to expectations,
arrest rate and homicide rate were positively eelats a 10% increase in arrests

yielded a 5% increase in homicide rate, all elsestant.

In summation, the results found support for twehef three hypotheses in this
study. Given the three predictions:
- H1: Structural factors will have a significant redaship with homicide rates,

all other factors considered.

o H1la: Dynamic structural factors will yield betteqpained variance,

model fit, and stronger significance than statiacural factors.

- H2: Aggregate deterrence factors will have an isggesignificant relationship

with homicide rates, all other factors considered.

Hypothesis H1 was generally supported across nhaesttsral variables. Some
individual variables, such as the static residéfaictor and the dynamic median
borrower income, were insignificant in fuller mosleHowever, the other dynamic
factors tended to be robustly significant acrossgl@hspecification. As for Hla, this
prediction was supported through the comparisaviadel 1 to 3 and 2 to 4 where
the dynamic factors produced better pseudo R-squeiees, fit statistics, and more
consistent significance — the later is also sedharfinal Model 7. Hypothesis H2

was not supported as aggregate deterrence facévesimsignificant once other
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factors were include®. Additionally, the aggregate deterrence meastiteaat
follow the prediction model in that certainly wasedtly related to homicide rate.
The following section will attempt to explain thefsedings and suggest the

implications and future directions for researchsidering the quantitative results.

S While this may suggest the potential that deterdmas an indirect effect on homicide rates, this
seems less likely given the overwhelmingly insig@nt and low magnitude coefficients. The reasons
why deterrence as measured yielded such underwiglresults are explored in depth within the next
chapter.
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Chapter 5: Discussion and Conclusion

“It is an old maxim of mine that when you have agdeld the impossible, whatever
remains, however improbable, must be the truth.”
- Sherlock Holmes
The results provide a glimpse into an undiscovematry that both support

previous research while also revealing outcomepresticted by theory. When
travelling within unexplored places, it is importao explain why the journey may
have unfolded as it did, assess the ramificatidniseotrek, note the limits and
suggest future paths to explore. This final chapi# review potential explanations
for the results, consider the theoretical and gahaplications of the findings, mark

the limitations and suggest future research basdubth the results and limits of the

current study.

Potential Explanations

This work examined the impact of structural factamsl deterrence factors on
homicide rates within census tracts. Given théigdasupport for the two structural-
based hypotheses and lack of support for the @etegrhypothesis, the potential
explanation of the former are well-covered in tiberature review; conversely, the
explanation for deterrence require considerablyengiscussion as the results

deviated from theoretical predictions.

Structural

Structural results were consistent with predictithvag such variables would

have a significant impact on homicide rates, aredgrformance of dynamic factors
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was consistent with hypotheses. Though not albtséas were significant within all
models, the directionality was as hypothesizeditisdapparent structural factors
were key predictors of homicide rate-based onstiedil significance and model fit.
Socioeconomic factors tended to be significant evthe residential heterogeneity
variables were less robust. This is generally istast with the findings in Hipp
(2007) were economic variables had a more localimgrct at smaller aggregations
like tract and block while heterogeneity factorguieed larger geographic units to
detect a significant effect. The potential advgataf dynamic structural variables
over static ones had been suggested previouslys@®@son et al., 2002), but that
these findings were consistent with those untegstedictions is an important

empirical glimpse into unexplored ground.

Deterrence

The results for deterrence are more puzzling,astlFom a theoretical point
of view. While predicted in the hypotheses as hawan inverse, significant
relationship to homicide rates, the certainly aelkiity variables were insignificant
when controlling for other factors. While the ditien of the certainty variable was
also opposite to predictions, it is difficult tosdie much meaning from such weak
and generally insignificant findings. As a resah, the focus for explanations goes
towards the weakness in general rather than thetecdirectionality of a mostly
insignificant variable contributing next to nothimgexplained variance. Initial
speculation as to why deterrence/formal socialrcbntariables preformed so tepidly

focuses around four potential explanations:
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- Deterrence doesn’t wofk
- Deterrence doesn’t work, for these data
- Measuring formal social controls doesn’'t work

- Measuring formal social controls doesn’t work, floese data

Explanation #1

The first explanation is that deterrence is simpy a viable theory at the
aggregate level. This is the easiest and certaioigt parsimonious rationalization.
Such a conclusion would not be alone within theaesh literature, as Tonry (2008)
detailed. Even reviews by Nagin (1998) and Patterq2010) note that even when
evidence for deterrence exists, it is not partidulstrong. However, the hypothesis
in this work was rooted in deterrence-based pdicategies at the aggregate level,
such as hot spots or pulling levers, which havelpced some successes using
targeted, high-profile enforcement. The curreatlg's findings do not negate prior
policing works, but then this study also did noaexne hot spot policing, which

leads in part to the second possible explanation.

Explanation #2
The second explanation is that aggregate deterraagenot work for this
time, place, and/or crime. In other words, detezeemay function in a limited

context but it is not a complete general theorgrohinal activity. Under this

" This phrasing is a reference to the numerous esusfi “what works, doesn’t work, and is
promising” in criminal justice noted by Shermarakt(1997), which itself was inspired by the
phrasing of Martinson’s (1974) influential piece @mrections. Given the findings of this studywho
nothing that either worked or was directly promisiegarding deterrence, all explanations will be
rooted in explaining why deterrence seemed to mrkun this study.
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explanation, the lack of results stem from the depaesenting an anomaly for an
otherwise functioning deterrence theory. Regartimg and place, there is no
theoretical reason to believe that deterrence e would be suspended from
1998-2006 in Washington, D.C. There is nothingesnarkable about the turn of the
21% century or this American city to suggest that detece-based prediction should
not apply.

As for the issue of crime, the applicability of eéleence for homicide could be
challenged on two fronts, though neither seemsiltyg pan out: first, that homicide is
too rare an event to provoke a deterrent effecseaond, that homicide is a unique
crime which is cannot be deterred. Toward the &t is worth noting that nearly
half of the period-places had zero homicides wiuecther stress the rarity. However,
being a rare event does not negate the high sagmact of homicide. Beccaria
(1983[1764]) noted the importance of people knovilmglaw and punishments for
maximum potential deterrence, and homicide is tteare crime where there can be
an expectation of wide knowledge regarding legalitg potential sanction. Even if
offenders are unsure of punishments for other @i(see Paternoster, 2010) it seems
a fair assumption that the potential sanction fatieg another person’s life is more
universally grasped (see also Gibbs, 1968; Tit®69 regarding the impact of
severity on homicide). So while an uncommon eViennicide has a social
weighting that suggests it may be one of the thexaiéy ideal crimes to test for
deterrent effects since the possible severe pumishis not unexpected.

Toward the later, it can be suggested that homisi@ecrime type unable to

be deterred. Research on the expressive natinenutide (see Chambliss, 1967;
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Miethe, 1999) could support an argument where hmmis a particular outcome of
spur of the moment behavior which is independemodéntial consequences. Of
course, this argument could easily be generaliaed triminal activity and some
notable theories suggest that crime itself refleofsulsive action in favor of
prospective short-term gains in lieu of long-teramighment (see Gottfredson &
Hirschi, 1990). Such theories actually dovetaillwwith deterrence because of
shared assumptions regarding human nature andfgidagg ways to remove pains
and elucidate punishments falls squarely into #aémn of Beccaria and Bentham’s
work.

Yet, the issue at hand is not whether an assumpdisime act can be deterred
in theory, but whether there is a reason why iedence works then homicide would
be exempt. It is worth noting that two of theimideterrence revival studies from
the 1960s, Gibbs (1968) and Tittle (1969) both stebiwvomicide as the only major
crime impacted by severity. While this current kwdrd not examine the implication
of severity for reasons mentioned earlier, andva\studies used limited aggregate
measures, it is interesting that the literaturegests that if there is a “homicide
exemption” for deterrence, it may be that homi@davides better prospects of
finding a deterrent effect rather than homicidengainable to be deterred.

Still, if homicide is an exception, then there slldoe other tacit evidence
showing how homicide trends diverge from other erinExamining UCR data from
1960-2012, there is a strong, positive correlafier65) between violent crime rates
and homicide rates; this correlation is considgrabionger (r=.98) when looking

from 1990-2012 (BJS, 2013). While this hardly gre¥hat homicide is exactly like
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other crimé’, it would certainly undercut the suggestion hordwgdis impacted
differently by theory than other crimes. Addititlgaother findings in this study
suggest that varying homicide rates are impactestiogtural factors, guns, and
drugs just as would be predicted for other typesriofie. It seems unlikely that null
findings for deterrence are simply due to the sela®f homicide itself given the

other rejected null hypotheses.

Explanation #3

The third explanation is that measuring formal abcontrols does not work
due to structural limitations within the criminaktice system itself. In other words,
our system may not be well equipped to promptlpesse the event with the
punishment even if the theory, in principle, cowork on human beings (Paternoster,
2010). Therefore, any measurements of formal dateg are canceled out by the
inability of the criminal justice system to mee¢ thecessary condition of allowing
such formal deterrence to be possible. Deterregigs on a classical assumption of
rationality, but the police process of gatheringlemce within a legal framework
alters the discount rate for both specific and garaeterrence since any formal
punishment is not immediate to the classically-raitid offendef® If this
explanation is true, then it is no surprise thaedence measures find no significant
results, as formal aggregate deterrence is effdgtivegated by the criminal justice

system itself. However, to the extent that thisasbaked into the cake as an

" Taking the correlations for homicide rate and giigagated violent crimes, as well as property
crimes, found consistent results as found betwésdant crime overall and homicide.

8 As Paternoster (2010) noted, this is not to sdig@should abandon process as a policy, but rather
that the criminal justice system has additionallglagality, fairness, burden of proof) which card
should trump speed — an unintended side effecteliekry may be to neuter deterrence.
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unavoidable consequence of a formal, bureaucnaicg system, there were
homicide cases where the swiftness is effectivedyant. If deterrence would be
otherwise viable beyond the constraints of thagastystem, there should be some
significant impact, even if small, among theseanstlearances. When examining a
subset of cases with zero days to closure, nofgignt deterrent effect was fourd.
This suggests that the reasons behind null resultéeterrence may be larger than
simply the criminal justice system being ill-equggto leverage human rationality,
though not so large to be universal as there haea buccesses in formal aggregate

deterrence within policing.

Explanation #4

This leads to the fourth explanation, which is tvhtle deterrence may work,
the measures themselves are faulty within the stlkay example, this work uses a
one-year lag for both celerity and certainty. Enare solid theoretical reasons for
having a lag in measuring deterrence, as detail¢ldel experiential effect literature
(see Saltzman et al., 1982). The year lag is ctamdisvith the use of other lagged
variables (such as lagged homicide rate) in tleeditire and is a constraint of having
other study variables captured on a yearly bakat said, it may be possible the null
results are due to a one year lag being too lang, deterrent should have maximum
impact the closer in time it is to the potential few offending. While it would be

difficult to accurately assess a shorter lag, gio#rer structural variables are

"t could be argued that even these cases do fettréinstant” formal sanction, as a few minutes o
hours may pass between the incident and the clear&till, such a time period reflects the quickest
range where any sanctions, whether formal or inébyiare likely to occur and it reasons there should
be at least a probabilistic impact of short timarspsince deterrence theory is fundamentally non-
deterministic in predictions (see Paternoster, 2@t@rding the probabilitistic nature of deterrgnce

136



measured yearly and due to a likely increase afemein my dependent variable, as a
separate sensitivity analysis | tested a non-laggédof deterrence variables to see
whether a known faulty and biased measure could gi@ositive result. If
concurrent measures showed significance whileahgdd were insignificant, it may
be possible there is a pivot point of time betweencurrent (which is known to be a
bad measure) and one year, even if it could nedyyeed into during this study.
However, the non-lagged deterrence variables wesoeren-significant in the
complete model and altered no other covariateréffbre, it seems unlikely that any
other lags would uncover a functioning deterrergant.

Conversely, the one year lag may be incorrect kmxdus too short. Such a
finding would strike at the core of deterrence tlyegiven the crucial belief inwift
punishment, and with research which seeks to me@rag under the assumption that
a more proximate event/measure will have greatpagnhthan the same
event/measure from further back in time. Potemiathanisms for a longer lag could
be that police rest on their laurels when they doeat job one year, or that police
lose considerable legitimacy when clearance/cgl&it to materialize such that
subsequent good performances do not contributattmmes. Still, it would seem
the longer lag is not theoretically supported quested, and the potential
mechanisms could alternatively be seen as constaiigtolice fidelity, which itself
will be discussed shortly.

Ultimately, none of the four explanations alone sasfying. Yet, one
purpose of fleshing out these potential explanation the null deterrence findings is

to highlight how much of deterrence may constiarteundiscovered country. While
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each rationalization has an appeal, there alsosadomdamental undercut to each
account of the null findings. As a result, it iffidult to fully explain the deterrence
results in a linear, pre-packaged way. There amesmmmon lessons which, when
coupled with prior research, may provide adequag¢edation if only by ruling out
the most immediate reactions. Through synthesithiege interrelated explanations,
a plausible fifth reasoning tends to fit the fdmster than the previous four

individually.

Explanation #5

The starting point for a final explanation is aswsption of fidelity which, if
relaxed, can provide a working rationalization tke¢ps prior explanations’ strengths
without notable undercutting. Fidelity refers tatidulness between
conceptualization and operationalization. The terwften seen in experimental
criminology where the treatment fidelity must benttored and verified to maintain
the strong validity of the experimental design eumate results are contingent on the
treatment program being implemented as designethid work, the concept of
fidelity is linked to whether the assumption ofgeted, high-profile police effort for
all homicide cases holds in the data. When retaiins assumption, the
conceptualization of high priority investigatiorssnot fully operationalized and thus
fidelity suffers. While not every homicide casenisrked to an idealized
investigative level, if only because no human sysieperfect, there may be a point
where loss of fidelity undermines the function ofrhal social control.

Fidelity may be critical to understanding why soaggregate action like hot

spots or pulling levers, both experimental resegazah demonstrate successes while
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other aggregate actions do not (explanation #lizh&n assumption is generally
considered reasonable for homicide investigatigiv&n the high-profile nature of
the crime, policy significance, and resources deéit which indicate a potential
maximum effort by police. However, speculationtttias fidelity assumption does
not hold here could yield results inconsistent vpitedictions based on the particular
time/place of this data (explanation #2). The mohction as measured in this study is
a wholly post-incident metric which is insufficietat capture the magnitude and
fidelity of a “targeted” intervention, potentialiyaking the measures theoretically
valid but ill-suited for the data (explanation #)en the initial assumption does not
hold. The reason why such variables fail to captieterrence is because the post-
incident metric taps into an output too far remofred the incident due in part to the
constraints of the criminal justice system (exptaome#3), whereas assessing a
measure of case fidelity could be more proximaéa teven the closure time.
Obviously, this issue of fidelity as described msumtested assumption, though prior
hot spots and experimental policing research empdése importance of fidelity
(Lum, Hibdon, Cave, Koper, & Merola, 2011; WeisbdrdBraga, 2008) in yielding

positive results.

Theoretical Implications — Structural

The key finding from this study for the testingsdfuctural/disorganization
perspective is the use of dynamic variables. Rvimrk (see Kubrin & Weitzer 2004;
Sampson et al. 2002) noted the potential of tinmeamastructural measures as part of

their recommendations for future research. Thaiffigs of this study provide
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evidence that local dynamic variables can be moreepful than static factors in
predicting homicide rates.

There are two theoretical ramifications. First, tly@amic factors further
bolstered general theoretical predictions regartiegmpact of structure on crime.
As noted, the results were consistent with thecaépredictions for structural
variables impacting homicide. Given that there wasability in the dynamic
variables across time within neighborhoods, theais potential the additional
variability would not predict the varying homicidate over time. In other words,
prior studies used structural variables rooted @asures ten years apart and there
was potential that previous positive findings waneartifact of the stability of such
measures. The addition of yearly variation withrsierm change, rather than overall
structural conditions and long-term change, coalélveady-made explanation if
insignificant or contrary findings came from thisdy. However, the use of dynamic
factors reflected and somewhat exceeded the $tasied factors. The fact that both
sets of structural measures told the same empsiogy is a testament to the robust
impact of structure on crime.

The second ramification is that these resultslaggd the potential of using
differently sourced structural variables. Such saeament issues strike at the heart
of empirical theory testing. Dynamic variablesresent an undiscovered country for
research, as the findings strongly suggest thal,|pce-existing measures can tap
into classic residential and socioeconomic conceeter than static-based measures
and without the large monetary cost associated ovithnal data collection, like the

Census. It seems plausible that regularly coltedega used to assess structural
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factors by local government can be a rich sour@xpain local variation in
homicide. By including new options for data, thexéhe potential for new questions
which serve to build and test theory further; llwidte some of these new avenues
when | discuss future research.

Related to both ramifications, it is worth notitge tperformance of the Census
measures. While they did not perform as well asdynamic and required re-
operationalizing as factor scores for use in theem(per Land et al., 1990), the
Census variables have a remarkable elasticity givein weaknesses. While
dynamic measures produced models with better psRegtpuared values and fit
statistics, the static Census measures were nbefand. For example, the dynamic-
only regression (Model 3) had a pseudo R-squaret>@. While the static-only
Census regression (Model 1) was less at .131,dimpgtations are only about 15%
different. Given the low cost, ability to keep nadries non-transformed, additional
options provided by longitudinal measures, andsfteific superior performance in
head-to-head models, it seems worthwhile to useyhamic variables for especially
given the extra boost of 15% “explained varianck begs the question as to whether
an expensive and time-consuming independent dd&ecton of structural data

would be worth the extra 15%, though.

Theoretical Implications — Deterrence

For the aggregate deterrence variables, the regaltied another
underperformance of theoretical predictions fordbeerrence literature. My earlier
discussion of explanations touched on numerougssdinectly relevant to theory, so

in lieu of belaboring the same points this sectighlimit the assessment to two key
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ramifications: first, the limits of formal sociabuotrol, and second, the potential for
lingering and counterproductive theorizing regagdieterrence in criminology.

The findings here suggest a clear limit to aggre@@atmal social control. If
nothing else, the impact of general deterrencderbm police action regarding the
most serious, high profile crimes, was insignifican the future homicide rate. Prior
research found evidence of deterrent effects bimsedirect and vicarious
experiences at the individual level (see Paterndstéiquero, 1995; Piquero &
Paternoster, 1998), but the findings here sugpestame mechanisms may not work
within small geographic spaces. That said theseijgport for aggregate police-based
control in the successes of geographic and targetedention$” so there can be a
functioning aggregate control impacting crime iadty. The limit and potential
space for theoretical differentiation between pesiand null results may be rooted in
fidelity, which | mentioned during the explanatisection, as evidenced in more
positive results among experimental hot spots etudi

The fidelity of aggregate formal control touchestan key theoretical
considerations — the immediacy of action whichfieromissing in the criminal
justice system, and manifest knowledge of the lad/@nsequences required by

Beccaria for effective deterrenteFor successful aggregate deterrence, the targeted

8 Of course, these successes also have limits. edeductions from hot spots or pulling levers can b
short-term or lost without follow up by other se®$ (see Rosenbaum, 2008) and neighborhoods may
suffer unintended consequences such as decrealses pport due to specific tactics (Hinkle &
Weisburd, 2008; Weisburd & Braga, 2008). Additityacrime displacement is a constant concern
which, while disappointing for the impact of theédrvention, ironically gives support for
deterrence/rational choice theories of offendimgairational, motivated actors will avoid increased
likelihood of punishment by moving outside the mtntion area for criminal purposes (Paternoster,
2010).

81 Beccaria noted that education would ultimatelyatsiperior preventative to crime/revolution than
deterrence and punishment. His sec@@mEducatiorwithin his 1764 work (1983[1764]), he provides
no specifics and in fact he notes the issue ig Vist” for his knowledge and is “so intimately
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“flooding the zone” or the meeting with high riskdividuals/groups may provide an
overt immediacy of action where both specific ardeyal deterrence is theoretically
maximized when law enforcement suggests nothinigsil through the cracks; the
manifest knowledge of law and punishment is made disect prelude to intervention
actions (Braga et al., 2001). As noted, the assiompf fidelity may not hold within
the data for this study, and if not then null résebuld be expected.

The second implication is that deterrence theory represent a vapid,
unsupported construct in criminology rather thamhally functional, workable
theory with regards to formal social controls & #ygregate level. The criminal
justice system itself may be ill-equipped to leygrghe human rationality required
for noticeable formal deterrence (see Paterno$®0)2 So even accounting for
successes with some deterrence- and place-based faaitics, or the potential role
of fidelity, the search for predictable and sigraint aggregated formal deterrent
effects may be more akin to the search for thehNeest Passage during the
European colonial ef&. The null findings here are consistent with a nssimistic

view of the theory, and while it cannot be conclideterrence is to be buried based

connected with the nature of government, that litalivays remain a barren spot, cultivated onlyaby
few wise men” (pg. 97). One interpretation of tbigild be that Beccaria is referring to education
about government and policies rather than a geerdratation/schooling as modern ears may hear.
This is supported by his commentary far earlier mmedmost within the chaptén the Obscurity of
Lawswhere he writes, “crimes will be less frequentpioportion as the code of laws is more
universally read, and understood” (pg. 25). Thesde seems to be that education in the laws
specifically (and implied only a general educatsurfficient to understanding the law) will reduce
crime and disorder.

82 Numerous European explorers sought out the NoghRassage, an elusive sea trade route to Asia,
over the centuries. | link the quest of a soai#sce theory to this obscure historical referesheoe to

the following: while none found or navigated it iitthe famous explorer R. Amundsen did at the start
of the 28 century, it is important to note that numerouseoftiscoveries were made during or because
of previous failed expeditions by other explorefhe search for the Passage was worthwhile initthat
led to other unexpected lands in the New Worldladdo alternative routes for circumnavigating and
mapping the globe. If nothing else, null findirgg yield new starting points for future adventtres
world exploration, whether than in on the seas@ctience.
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solely on the results here, the theoretical impilbceof insignificant, weak findings is

not positive. Alternative explanations and futavenues still exist, but as those run
out and if null findings continue, at least parteterrence theory marches closer to

the realm of a theory which retains a known framehas no lifeblood properly

coursing through the veins.

Policy-Related Findings

The selection of the dependent variable was irelgayt a matter of policy
importance. Homicide is a high-profile measurelfoth communities and police.
The findings presented in this study interact withicy considerations and may even
impact the potential reduction of homicides withgighborhoods. One linkage is
that encouragement of economic development, péatigtsome factors reflecting
“root causes” outside of the criminal justice systavill yield significant results in
curtailing homicide. Another policy-related outoems that, while formal social
control variables did not demonstrate an impadice@ction can still have an
important role reducing homicide by targeting dgugy use.

One key policy lesson centers on support for stmratieconomic
development, with one potential outcome as progdimeduction in homicide.

While this general finding is certainly not new gjvthat the relationship was
hypothesized and it seems redundant that any ctydwneed to be sold on
improving the structural characteristics of neigtitomds, the implications of
addressing “root causes” manifests in two relatagisdbased on this study. First, the
success of dynamic structural factors suggestsetteat year-to-year change can

make a positive impact on the homicide rate inraroanity. This finding contrasts
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somewhat with prior work noting potential shortalecrime increases as
neighborhoods see more economic success (Bowes, RagDonald, 1986) though
those studies found most increases among propemte @and additionally find
evidence that a different mechanism may exist folent crime (see also Taylor &
Covington, 1988). Even incremental change to stratfactors may yield relatively
quick dividends in the homicide rate. Such resudtisl significance even while
controlling for year within the models. Though whirectly tested in this study, the
more recent anecdotal history of economic develaopraed homicide in
Washington, D.C. supports this policy assertiors. ti#e city has increased with more
affluent population (US Census, 2013a) and preWwdugh disadvantage/homicide
neighborhoods are developed (such as Barracks Bolumbia Heights, the H St NE
corridor, and the Waterfront as recent examplésg)poverall frequency of homicide
dropped to generational lows. Of course, therear&inly other factors at play but
the anecdotal evidence is consistent with the figslithat yearly change in structural
factors could impact homicide rates.

The second policy finding focuses on the naturdhnefdynamic variables used
to assess structure. The significant measuresgpesubprime, percent TANF, and
percent births to teen mothers) represent locabfatouched by government
assistance, and the findings suggest that decrel@psthdence on formal means of
socioeconomic help at the neighborhood level can décrease the homicide rate,
holding other factors constant. This may seem tvumuitive, as government
assistance is interpreted as a safety net witlsad¥iantaged communities and that a

reduction in aid could theoretically lead to funtis&ructural weakness and therefore
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homicide within neighborhoods. The policy suggestiere is not to simply cut such
assistancé® but rather find ways to reduce the necessityfollowing with the
general lessons of hot spots policing, governmardlvement in solutions may have
the most impact when locally tailored and limitedhe problem. Such ways may not
involve the government primarily or even directihether it is by private sector job
creation, strengthening of informal social conttohetworks, or education in fiscally
responsible lending and borrowing. Ultimately,epdndent of the particular
temporal or causal mechanism, the study’s findgige some support that less
government assistance will predict less homiciddaneighborhood level, so policy
efforts should target reducing the need at the lesst. If nothing else, efforts to
reduce dependence could manifest as local, tailomegrams of limited scope that
aim to create private sector job creation whil® gisomoting values to combat

feelings of nihilism often seen in disadvantagechgwnities (Anderson, 1999). Of

8 The potential for unintended consequences of laogél programs should not be ignored, nor
should the possibility that decreasing the mageitodease of funding may also see some benefits.
Like the War on Drugs, the War on Poverty can erpreted as an ill-guided failure, albeit well-
meaning at times, given the durable nature andesdration of disadvantage found by scholars such
as R. Sampson and W.J. Wilson (1987; see also San&8Vilson, 1994) following increased social
spending and programs. In theory, a successfispamerty program would see continued reductions
of poverty or at least a complete turnover of pafiah assisted, as the purpose of such spendiog is
assist those individuals and neighborhoods outsafdVantage and the tangle of pathologies. Towards
that point, the national poverty rate has remafa@tyy stable between 10-15% since the War on
Poverty and associated spending started (NPC, 2084@]itionally, as noted in Wilson (1987),
disadvantaged communities in minority areas tersetanore static following the 1960s than before, as
those only held back in society due to codifiedaiggrejudices subsequently left when possible,
further weakening communities by depriving thogebehind of examples of success and the local
economic engine (see also Anderson, 1999). Réiharhelp, it may be possible that this government
spending contributes to the stagnant nature ofldeaaaged communities by providing enough
assistance to make conditions more tolerable, disging pro-social risk, but not enough to truly
transform a community (Murray, 1984; Sowell, 1998)ough a full treatment of this topic would

likely require a second dissertation in anotheradigpent, it would seem increased government
spending on poverty may not have a grand impaittesaggregate level, and that cuts or restructuring
of said spending could undo some current unintecdedequences. From the policy side, a similar
restructuring was central to the Personal Respiitgidnd Work Opportunity Reconciliation Act of
1996, which itself authorized the creation of TANIRd is temporally correlated with increased
economic activity and decreasing rates of crime.
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course, such conjecture is easier said than doaei@snced by decades of anti-
poverty programs yielding concentrated poverty.

In addition to the importance of root causes, $tigly suggests that police
action can still have an impact on homicide. Gitrencontrols for root causes in the
models, there is also support for Volimer’s (19B8J)ief that police can impact crime
even if socioeconomic factors remain constant. |§\thie deterrence variables of
certainty and celerity were not significant in rettg overall homicide rat&% other
variables within the police purview did significgnimpact homicide. Two controls,
percent handguns and percent drugs, had diredtivea®lationships with the
homicide rate. Police action that can target th@s@&bles and reduce their values
may have a benefit of decreasing the homicidewdten neighborhoods, even after
controlling for other variables. The pulling lesapproach and recent
implementations of Operation Ceasefire have raootee Boston Gun Project, which
sought to address gun conflict through targetetbroence-based enforcement (Braga
et al., 2001). The current findings from WashimgtD.C. lend support consistent
with the general philosophy behind these programs.

One concern, however, is found in the direct retethip between percent
arrest for homicide and homicide rate. This magiénstance of unintended
consequences of police work (Hinkle & Weisburd, 20@ reflection of lack of
police legitimacy (Anderson, 1999), or simply se#flection in that neighborhoods

with more prior arrests are the more dangeroushbeidnoods where an increase in

8 There are other reasons for police to close hateigiand close them quickly, independent of any
potential reduction in future homicides. Generabl safety, a sense of justice and psychological
closure for survivors, community satisfaction, anplositive media perception/reporting come to mind
as important factors besides future homicide trends
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arrests may signify an underlying increase to vioke(e.g. building crew conflicts or
new drug markets). If nothing else, the findingeneay reflect the limits of formal
control in that “more law,” to paraphrase D. Blaksignificantly linked to more
homicide. While this finding could normally be argument for greater police
discretion and handling crimes without making aggi$ may present a challenge
since this study’s outcome was homicide, a crimerelthere generally is not an
option for discretion, at least not without consat#e public and media backlash.
Given the limited option in dealing with homicidespects, the direct effect of
percent arrested may be a necessary cost in cargbbaamicide. Yet, it still suggests
an opportunity to take procedure justice or legiiiypissues to heart in that if formal
control needs to be established, some costs maytlgated by a better quality of

justice in communities.

Limitations

Like all research, there were limitations to thisdy. First, it was not
possible to define and delineate exact named nerpbbds within Washington,
D.C., and as a result the census tract was thegealoig unit of analysis.
Neighborhoods represent a geographic space whepdepghare territory and the
circumstances which come with it (see Bursik & @rak, 1993; Kirk & Laub,
2010). Ideally, known divisions with known datawla exist to capture the spatial
and social element of neighborhoods, and theretgrréene how the nature of
common space impacts homicide. A great deal oftefind work went into such a
task for the PHDCN, reducing 865 census tracts3d@distinct neighborhoods in

Chicago. Such an effort has not been undertakemost cities, including
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Washington, D.C. Neither local officials nor theSUCensus had sufficient
information on precise neighborhood boundariescivhed to a lack of aggregated
structural data cut to that level of measureni2ritvhile census tracts are arguably a
good proxy within Washington, D.C. given their cousompared to the estimated
number of neighborhoods, as noted previously, g are a proxy none the less
and likely miss a degree of specificity along withtential shared values.

Second, the measures of formal social control fedws police outcomes
rather than the fidelity of investigation. Theueof fidelity may be an important
factor for deterrence and an assumption which daomonade in the data without
giving up some potential explanatory power. Relatee models have limited
“explained variance” which suggests there is ampben for influential missing
variables. While the concept of R-squared is nob@n approximation with non-
linear models as opposed to explained variance @it (Long, 1997), it is still
useful for model comparison by assisting in thedaination of best fit. Given the
low values, it seems clear there would be roonrdevgeven if the precise variation
in homicide rate by the independent variables cahadlefinitively quantified as in a

linear regressioff

% In part, this confusion is likely linked to thensa confusion among D.C. residents and other
partners. In a conversation with MPDC officialselated to this study, the topic of neighborhoods
came up when discussing citizen requests for cdate in the “Hillcrest” community, a well-known
neighborhood along the Maryland border in South@#ashington. Three different ideas for the
boundaries existed — citizens believed the neiditmmt was roughly the size of a PSA (approximately
the area covered by census tracts 76.3, 76.4, &d199.2 in Figure 6), D.C. Office of Planning
roughly defined it as about half the citizen-recoamaled size (about tracts 76.3 and 76.4), and police
suggested the size to be about one-third the P&A(siost of tract 76.3 and some of 76.4).

% |n this study, | used the McFadden’s pseudo R+sgliealculation. While there is no consensus on
which calculation is best, the McFadden’s has abrarof favorable qualities which make it a
reasonable approximation of a true R-squared (MEr2000) and does not require additional
computation to simulate a linear R-squared raniog O to 1 like the Cox-Snell.
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Finally, the specific research findings are limitedyeneralizability to the
time and place of my data. Even if there is nghinique about this period and this
city, it still stands to reason that my samplirgnfie does not allow a universal,
national conclusion without further samples frongdred this time and place. Of
course, this limitation does not mean the genesadns, such as the viability of
dynamic factors or weakness of deterrence, camnatdved forward into the
literature base. Rather, it stresses the neegjpbication among other samples in the

future.

Future Research

There are a number of avenues for future reseastdoon this study. First,
the search for and use of dynamic structural véegaban be expanded and further
tested against Census measures, as this study deated at least a proof of concept
for the viability of dynamic factors. Related tog, the introduction of functioning,
reliable dynamic measures of structure allows fgreater range of longitudinal and
growth studies to assess the impact of structut@oomcide rates without relying on
static Census measures (Wadsworth & Kubrin, 2004).

Second, further study of deterrence can expancklamity as it remains under
examined in the literature. Given that celeritgti®ssed highly by Beccaria and may
be a key factor in any potential deterrent impddhe criminal justice system at
large, it seems worthwhile to flesh out the coneequiugh to catch up with certainty
and severity. In the descriptive analysis here tittne to plateau in the survival
function for clearance was far greater for WashingD.C. than in the NIBRS

sample seen in Regoeczi et al. (2008). Givendble df research into celerity, it is
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difficult what to make of this difference. Themary distinction between the study
samples is that NIBRS reflects smaller sized agsnitian MPDC. While certainty
can be universally measured through a dichotomaasance measure, and severity
is consistent across jurisdictions regarding hodeicthe findings here may suggest
that there may be more subjectivity to the ideaedérity. What is “expected”
celerity and how will it matter depend on agen@ge8i The literature gives little
guidance, and the results here only muddy the vgat@ewhat as there seems no
universal metric for celerity — of course, partludit reason is that the measure was
insignificant at any value. Still, it seems worttile to further explore the issue of
celerity if only to confirm that this measure doed impact the rate of homicide in a
community.

However, such measures may be consigned to failsoene
conceptualization and operationalization checkigdelity are not also applied.
Given that fidelity seems to be a key differencemeen successful and unsuccessful
tests of aggregate formal control, future researsich takes fidelity into account
may be better positioned to yield either significasults for deterrence theory or
more conclusive evidence of deterrence theory'silityato impact homicide. This
could be done through greater data collection tesimoply include case reviews but
interviews with detectives and key personnel tessshe difference between what
should be done and what is done during investigat{see Wellford, Bond, &
Goodison, 2011). Examples of potentially usefutrmos for investigating fidelity
would reflect overt action that shows the homidieeng “worked” by investigators.

Numerous studies have expanded on general besicpsator homicide
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investigations (see Carter, 2013; IACP, 2013; Wedlf& Cronin, 1999). From this
research, such investigative practices are intedgaviwith this fidelity assumption,
such as breath/scope of witness interviews, neigiadoal outreach efforts (creation of
posters, canvassing, media campaigns), or subseguesases in other police
activity within the area after the homicide. Evemsignificant, controlling for

fidelity can be an important step in reducing erplons for the underperformance
of deterrence, thereby leading to a more accussesament of deterrence theory in
practice.

Third, given that homicide data often have a riadividual-level component,
further examinations should explore the multi-levested linkages between incidents
and neighborhoods; any such research could easiigtdil into a gap into the
disorganization literature as well (see Wikstronh@&eber, 2000). While this study
and others have provided evidence that structupaats homicide rates, it is still
unclear as to how strong neighborhood effects wbeald/hen properly considering
individual factors or conversely how strong indivad risk variables would prove
when nested within neighborhoods. When imaginideglity as measured by
investigation, it may be better assessed at awnithdil level, thus giving more
motivation for future use of multi-level modelsdeterrence research. The inclusion
of investigative characteristics which tap intcefity or a richer array of individual-
level variables, such as arrest records or evewiction history, could provide a
clearer picture of key variable relationships argl@&n greater variation in the

dependent variable.
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Finally, there is a potential that there are ddferal effects based on
disaggregated homicide. While this work used déchmeasure of disaggregated
homicide to create the drug-motive homicide megghereoutcome variable was an
aggregated homicide rate. Future studies, paatiguthose incorporating a multi-
level model to leverage the maximum use of indiglelevel disaggregation, can
examine whether the effect of structural and detexe factors varies across homicide
type. One can imagine how felony-related homici@eg. drug or robbery) or
retaliation-based homicides may be susceptiblertmdl social controls, as opposed
to argument or domestic homicides. Disaggregabedicide is considered to impact
the general clearance rate, as the recent drogeiralb homicide closures is partially
attributed to the transition to more stranger mathan domestic cases (see Wellford
and Cronin, 1999). In this way, disaggregation mlap influence celerity, albeit

limited to the full context of the homicide.

Conclusion

The purpose of this research was to explore arsaadéered country of how
dynamic structural factors and deterrence impaletadicide rates. Using
Washington, D.C. data from 1998-2006, findings ssjghat dynamic structural
variables perform better than decennial Censusbi@s and that these dynamic
variables predicted homicide rates significantiowever, measures of deterrence
were not successful in predicting homicide rataggesting that the impact of case
closure as police-dependent formal social contias minimal within neighborhoods.
While structural variables performed according iedictions, the lack of significance

for deterrence variables in this study may hingéhenconcept of fidelity given prior
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police/deterrence successes in research. Beyeodetical implications, the results
suggested important directions for policy, sucthasability for police to reduce
homicide without addressing root causes of crimenaf/not through celerity or
certainty. While not without limitations, this slyiposits that future research can
further explore the unknown and clarify what hasrbglimpsed here. For that is the
purpose of science, to incrementally build uponktbey of knowledge towards
greater understanding. ldeally, the research In@senelped reveal at least a small

portion of this undiscovered country.
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