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In this dissertation | construct an axiomatic theory of action that explains how
originaly selfish individuals form aggregations and develop cooperative abilities. This
theory is more general than the two most widespread biological explanations of the
emergence of cooperation: kinship theory and game theoretic models. In particular, it
introduces the notions of space and time that are more general (individual specific) than
standard physical notions on which biological theories mostly rely. While predictions
of my theory agree, in principle, with predictions of other main theories of aggregation,
its scope goes well beyond that of any other theory of aggregation. For instance, | am
able to show that two different arguments about properties of optimal size aggregations
do in fact follow from a single set of assumptions, namely those of my theory of
accumulations. | am also able to explain a paradoxical empirical finding on genetic
variation.

More specifically, Sibly (1983) has shown that under a certain type of afitness
function individuals will form aggregations with fitness optimizing group size being
larger than the eventually emerging in equilibrium group size. In aresponseto Sibly,

Giraldeau and Gillis (1984) presented atype of fitness function where the optimal group



sizeisequal to the equilibrium group size. Both arguments rely, however, on fitness
functions that are postulated ad hoc. In my theory | show how both of these functions
can be derived analytically from a set of more fundamental assumptions. This shows
that claims of Sibly and Giraldeau’s and Gillis' while seemingly contradictory, were in
fact consistent. Another example of an application of my theory concerns a genetic
puzzle posed by Hedrick and Parker (1997). Hedric and Parker have observed that
genetic variation in eusocials is not only a higher than predicted by kinship but even
higher than in solitaries. Thisempirical observation, paradoxical in the light of standard

biologica explanations, can in fact be explained by my theory.
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| ntroduction

The common feature of al previous research on cooperation is the assumption
that individuals have afully developed ability to cooperate. | find this assumption
fundamentally unsettling. Itisnot at all obvious that this assumption isin general
satisfied in redl life systems and it is very troubling not to know what would happen to
the emergence of cooperative abilitiesif this assumption does not hold. Hence, thereis
an important need for atheory that would be able to explain how cooperative abilities
have originally come into existence. Constructing such atheory is the purpose of my
thesis.

Within aworld of individuals competing for limited resourcesit is difficult to
explain the emergence of tolerating, cooperative or atruistic behavior. After al
members of the same biological species are predominantly competitors for metabolic
resources. Y et in nature we observe many examples of individuals forming
aggregations that vary from simple groups to complex societies. Indeed, the most
complex aggregations are composed within the same species, among individuals who
are each other most direct competitors. How can this seemingly paradoxical
phenomenon be explained?

Biology offerstwo types of explanations for the emergence of cooperation:
kinship theory and game theoretic models. | will shortly describe the major ideas
behind both types of explanations, comment on why | find neither of them satisfactory,
and indicate how my theory solves the problems that are inherent in these two modes of

explanation.

Kinship Theory. The most extreme form of helping, altruism, does not appear in



arbitrary conspecifics. With the exception of humansit is mostly observed between
closely related individuals (See e.g., Axelrod, 1984, Chapter 5: The Evolution of
Cooperation in Biological Systems, with William D. Hamilton). Hence explaining the
emergence of altruism seemsto require akinship argument. The mathematical
foundation for the development of kinship theory was established by Hamilton (1964)
inwhat is now called "Hamilton's rule." Hamilton's rule states that there is a selection
for a behavior whose overall benefit to the individual exhibiting this behavior and its
relatives supersedes the cost to the individual. Symbolically theruleis stated by rb>c,
where r isWright's coefficient of relatedness, b the reproductive benefit to the relative
with relatedness r, and ¢ the cost of the behavior to the individual. Wright's coefficient

measures the proportion of genetic relatedness between individuals, e.qg., r = % for two

brothers, and r = % between first degree cousins. Hamilton (1972) and Trivers and
Hare (1976) applied Hamilton's rule to eusocial insects to explain why their states
mainly consist of sisters. The argument is based on the assumption that Hamiltons rule
holds for those eusocial insects and the fact that hymenoptera are haplodiploid (males
have one set of chromosomes, females two). However, all hymenoptera are
haplodiploid, but not al are eusocial. Furthermore, termites and naked mole-rats are
eusocial, but not haplodiploid. Sherman et al. (1991) conclude on page 7 that
"haplodiploidy, then, is neither necessary nor sufficient to account for the appearance
and maintenance of eusociality”. Even if the eventual ratio of femalesto malesin
eusocial states can be explained by the kinship theory, the very emergence of the
helping traits cannot.

But even if we were able to explain the emergence of cooperation between related
individual s using kinship theory (assuming this theory were able to explain the
emergence of cooperative traits), then how can we explain the emergence of

cooperation between unrelated individuals? Indeed, from what we know about helping
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behavior relatedness is not necessary for cooperatives traits to evolve. Thisinadequate
descriptive validity of kinship theory is perhaps its most troubling aspect. Kinship
theory predicts the emergence of cooperation among related individuals but fails to
explain the emergence of cooperation among unrelated individuals. Thus the need for
the generalization of kinship theory has been obvious for along time.* In one early
influential attempt Trivers (1971) has shown, for instance, how cooperation can emerge
between individuals of different species. A general solution to the problem would
require theories of cooperation that do not rely in acritical way on any kinship
assumptions. The need for such theories explainsin part an explosive popularity of

game theoretic models.

Game Theoretic Models.  Without using any kinship arguments, Axelrod (1984)
showed that cooperation can emerge even in aworld of unconditional defection, if there
isasmall cluster of individuals who base their cooperation on reciprocity and who
interact with each other frequently. Axelrod based his investigation on prisoners
dilemma (PD) kinds of situations. The PD (seefigure A) isaregime which is defined
by a 2 x 2 payoff matrix which declares the highest payoff T for cheating (defecting, D)
when it is successful, intermediate payoff R for not cheating (cooperating, C), low
payoff for unsuccessful cheating P, and the lowest one, S, for being cheated on

successfully. The concepts of cooperation and defection are defined by their relation to
ST the
2
reward for mutual cooperation hasto be greater than the average of temptation to defect

each other given by the PD payoff matrix. Formally the inequalities R>

‘Dawkins 'selfish gene hypothesis, presented in his widely popular book
(1976), is Hamiltons' idea developed from the perspective of asingle dlele. Analleleis
aversion of agene. For instance, the gene of eye color in humans has alleles for
different colors. Dawkins ideaisto consider an allele to be aplayer in the game
theoretic sense whose payoff is the relative frequency of its copiesin the next
generation.
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and the payoff of being cheated. This means that two times cooperating will compensate
for one successful cheating and for one successful being cheated), and T>R>P >S. In
the PD games defection should also yield a higher payoff than cooperation, no matter
what the move of the opponent. Thus T > Rand T > P. Also, mutua cooperation
should have a higher payoff than the payoff for mutual defection, i.e., R>P. A PD
gameis, therefore, an adequate model of aregime under which mutual cooperation
benefits both players, yet each is always tempted by the possibility of reaping higher
benefits through defection. If the PD game is played only once, then a payoff
maximizing player should defect, since regardless of the move of the opponent
defection gives him a higher payoff. The result will be that two such players will end
up with payoff P. Thedilemmais, that they both could have received the higher payoff
R by cooperating.

Usually, however, playersin the real world do not meet just once. To study a
repeated PD context Axelrod initiated two round robin tournaments inviting scientists
from different areas of research to submit strategies for the iterated PD (IPD) that would
be played against each other. Both tournaments were won by tit-for-tat (TFT), both
times submitted by Anatol Rappaport. TFT will start by cooperating, and will
reciprocate his opponent’ s cooperation from the previous move by cooperation and
punish his defection by defection. Notethat TFT isa"nice" strategy in that it is never
the first one to defect. Axelrod has argued that a strategy based on reciprocity can be
successful when played against other strategies. Furthermore, cooperation, once
established on the basis of reciprocity, can be maintained if the strategy played retaliates

swiftly against defection.



Column Player

Cooperate Defect
Cooperate
R=3, R=3 S=0, T=5
Reward for Sucker's payoff and
mutual cooperation temptation to defect
Row
Player Defect
T=5,S=0 P=1, P=1
Temptation to defect and | Punishment for mutual
sucker's payoff defection

Figure A: The Prisoner's Dilemma. [Adopted from Axelrod (1984),
The inequalitiegdR S T+ aimd R> P> S> for the payo
define the concepts of cooperation and defection.

One problem with Axelrod's conclusions was that they were mostly based on
simulations and lacked robust deductive results?> However the general problem of the
evolutionary stability of cooperative behaviors has turned out to have a workable
deductive solution. Bendor and Swistak (1997) have shown that under assumptions of
the general evolutionary model nice and retaliatory strategies (like tit-for tat) are more
stable than othersliesin their lower minimal stabilizing frequencies. A nice and
retaliatory strategy is, therefore, more likely to become stable than a strategy without

these properties, other factors equal 2

But prisoners dilemmais not the only form of interaction among individuals that is

’For instance, his concept of 'collectively stable' turned out to be not a stability
concept at all (Bendor and Swistak, 1997).

*Whether a certain nice and retaliatory strategy becomes stable or not is
irrelevant for explaining the emergence of cooperation. Itisonly relevant for the
problem of stability: it explains why once there is enough nice and retaliatory strategies
cooperation in agroup will remain stable. Focusing on the problem of stability is, in
general, unlikely to help us explain the emergence of cooperation.



important to investigate. Indeed, ‘helping behavior’ among animals has been called
‘cooperative,’ ‘atruistic,’ ‘symbiotic,’ etc., and all these concepts were meant to have
different connotations. Cooperation, as defined in the PD game, is a specific form of a
helping behavior that may also have many forms other than cooperation.

For instance, Trivers (1971) has showed how a helping behavior can emerge
between a grouper and cleaner fishes. Trivers callsthis behavior 'atruistic.'’ More
specificaly, Trivers calls the grouper "dtruistic' because it "desists from eating the
cleaner even when it easily could do so and when it must go to special pains (sometimes
at danger to itself) to avoid doing so.” (Trivers (1971), p. 41). The relationship between
grouper and cleaner is of a PD type, but only from the grouper's perspective. If the game
between grouper and cleaner is played only once, the grouper should eat the cooperating
cleaner (i.e., defect) to obtain the highest payoff. If the grouper cooperates (does not eat
the cleaner) it receives an intermediate payoff, and it receives the lowest payoff when
the cleaner defects (does not show up for cleaning). In contrast to the PD not both
players can defect in this setup: The grouper cannot eat the cleaner when the cleaner
doesn't show up for cleaning in the first place. If we want to extend the concept of
cooperation beyond the PD game, relations like that between grouper and cleaner would
have to be considered.

One may also argue that Trivers' use of the concept ‘altruism’ was not really
appropriate. The American Heritage Dictionary defines altruism as "unselfish concern
for the welfare of others; selflessness’, and so the concept of ‘altruism’ should be
reserved for cases of true self sacrifice with no compensation whatsoever. To call the
behavior of the grouper towards the cleaner "atruism’ is therefore inappropriate—the
grouper receives a tremendous health benefit from maintaining a trusting relationship
with its cleaners. Y et atruistic behaviors abound in other interactions. For instance,

metabolic altruism can aways be observed in child caring species: giving birth to and



rearing an offspring is a metabolically altruistic act. An extreme example of metabolic
atruism appears in the honey pot ants (myrmecocystys Some members of each ant
state become living food containers, attaching themselves to the ceilings of chambers
deep underground. They are filled up with food by other worker ants until they are
greatly swollen. In times of low food supply the contents of their abdomen serves as
food source for the colony. Once emptied they die. This pure altruism is yet another
type of a helping behavior that needs to be explained.

Other forms of helping behavior have been investigated by Mesterton-Gibbons and
Dugatkin (1992). One behavior that will be of special interest to usiswhat they refer
to asa‘by-product mutualism.” By-product mutualism is an interesting form of
helping, since the helping is a by-product of pure self-interest. Brown (1983) explains

by-product mutualism as follows:

Inby-product mutualispeach animal must perform a necessary
minimum for itself that may benefit another individual as aby-
product. These are typically behaviors a solitary individual must do
regardless of the presence or behavior of others, such as hunting for

food.

And intheir review of Dugatkin (1983) Newak and Sigmund (1998) wrote:

By-product mutualism holds when the best one can do for oneself
also happens to be best for the other. Most theoreticians fail to be
excited by this type of cooperation which can obviously not be
threatened by cheating, and by-product mutualism has been branded

as a solution without a problem. But the concept may account for



most instances of cooperation, as emerges from Dugatkin's empirical

chapters.

Note that the by-product mutualism is not an act of cooperation in the sense of PD
game. Infact the structure of the gameis very different from that of the PD. Here
'defection’ (better: not-helping) would always hurt the defector. Mesterton-Gibbons
and Dugatkin (1992) give an example of communal breeding in unrelated cofoundresses
in ants (Mesterton-Gibbons and Dugatkin (1992), p. 274). Multiple insect foundresses
might join in order to build a nest and raise workers. In particular an example of the
seed harvester ant is discussed. Adult colonies of that ant engage in brood raiding of
colonies of their own species. The more workers are raised in short time the more likely
acolony can withstand a brood raiding by another colony and the more likely it wins a
brood raiding it initiated. Once thereisonly one nest in aterritory that has survived the
brood raiding, the mutual helping between the cof oundresses ceases and they fight each
other until only one cofoundress survives. The surviving one becomes the queen of the
state. The mutual helping between cofoundresses is again not an act of 'cooperation’ in
the prisoners dilemma sense. In forming theinitial state the cofoundresses actually
engage in by-product mutualism, which means they are subjected to a selective regime
where ‘ cooperation’ (helping behavior) dominates (yields a higher payoff) than
defection.

We have now seen different games including one-shot PD, repeated PD, game of
‘atruism’ in the sense of Trivers, game of pure altruism and game of by-product
mutualism. Inthisvariety of games that can be used to define different forms of
hel ping behavior, cooperation does not seem to be equally easy to attain. For instance,
overcoming defection in aone-shot PD isnot at all possible—defection isthe only

equilibrium behavior. Cooperative equilibrium is, however, possiblein arepeated PD.
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Y et in arepeated PD overcoming defection seems much more difficult than overcoming
defection in agame of by-product mutualism. A game theoretic reason behind this
intuition is straightforward: cooperation isthe only equilibrium strategy in the game of
by-product mutualism, yet it is one of infinitely many equilibrium strategiesin the
repeated PD (including strategies that are purely defective). Hence an evolution
towards a cooperative state seems much more straightforward and much more likely in

agame of by-product mutualism than in the repeated PD game.*

Game Theory versus My Approach. With these game theoretic intuitionsin mind it
will be easier to see how my theory differs from the game theoretic explanations. There
are two fundamental points of difference. The first point concerns the subject of
evolution. In evolutionary game theory we first specify agame (players, strategies and
payoffs). Next, we assume that higher scoring strategies, or, equivaently, their carriers,
evolve at higher rates. Finally we analyze the flow of the dynamic process and identify
itsequilibria. Thus, for instance, in the evolutionary analyses of the repeated PD it isa
priori assumed that interactions have aform of the repeated PD. Once the form of the
gameisfixed, the anaysisisthen reduced to studying the evolution of strategiesin this
specific game. In contrast, in my theory it is the entire games, and not only strategiesin
afixed game, that are allowed to evolve. | see an evolutionary process as a sequence of
games evolving into one another, rather than a sequence of statesin agiven game. Thus
| am not only interested in solving a specific game of cooperation, e.g., an evolutionary
repeated PD, but | am primarily interested in explaining how all such game could have

evolved from some other, more basic, form of an interaction. This brings meto the

‘We may also say that mutations in equilibrium strategies are more likely to
appear than mutations in non-equilibrium strategies. Some researchers would even
make a more extreme claim and assume that the only possible mutations are those of
equilibrium strategies.
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second difference between my approach and game theoretic models. The difference
stems from my belief that all assumptions about the initial state of nature are equally
valid. For instance, | do not believe that a PD game, both one-shot and repeated,
constitutes a valid staring point to explain the emergence of cooperation. By assuming
the existence of both cooperative and defective actionsin a PD game, a game theoretic
analysistacitly assumes that individuals already have an ability to cooperate. Ina
one-shot PD game, for instance, this means that individuals have an ability to play an
off-equilibrium strategy. But thisisavery strong assumption and it may not be valid at
al. Theonly assumption | would find justified to make is that initially individuals' sole
ability isto act in their self-interest. Thislimits, in consequence, the class of games
from which my analysis can start. More specifically, given some other assumptions of

my theory, it limits my starting point to a game of by-product mutualism.

The Nature of the Assumptions. A form of by-product mutualism that is essential
for my discussion is the aggregation of individuals for the sake of seeking cover from
threats. Thisideais extensively discussed in Hamilton (1971). Hamilton argues that
individuals should aggregate for purely selfish reasonsif they can use other individuals
as cover from predators or parasites. He points out that schooling fish, herding
mammals and flocking birds show the tendency of closing-in once a respective predator
appears. Furthermore, fish living in open waters, ungulates living in open grassy areas,
and birds breeding in easily accessible terrain show a strong tendency to aggregate
contrary to their equivalents dwelling in more cover providing environments.

This aggregating under acommon threat is clearly due to by-product mutualism.
Anindividual who for selfish reasons seeks the presence of another is automatically
benefiting the other individual aswell. 1f such anindividual would decide not to

aggregate with othersit will damage itself aswell asthe others. These are the
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conditions of by-product mutualism.

The starting point of my thesisisthat it is necessary to justify how cooperative traits
can emerge in the first place if the originally given population consists of purely
competitive solitary metabolic individuals who do not possess those traits. | assume
that competition is over metabolic resources which mean essentially food (thisimplies
competition over the space within which the food is distributed). | do not involve any
genetic arguments in order to keep the approach as widely applicable as possible.
Individuals are assumed to be purely metabolic and no assumptions are made about
their mode of reproduction, their degree of relatedness or even whether they belong to
the same species. Per se, thereis no reason that under those conditions an individual
will have abilities which will be cooperative once the selective regime changesto a PD
type for instance. Such abilities cannot be taken for granted even when the potential to
cooperateis present. The ability to cooperate, initially not present, hasto evolve as
games are being played. How this evolution happens— be it in biological, sociological
or individual learning systems - is a problem of fundamental importance. In thefirst

sentence of his book Axelrod (1984) asks:

Under what conditions will cooperation emerge in aworld of egoists

without central authority?

To paraphrase Axelrod’ s sentence, the central question of my thesisis:

Under what conditions will the ability to cooperateemerge in aworld

of egoists without central authority?

The starting point of our analysisis an original state where in the absence of threats
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individuals are solitary. The emergence of athreat changes this situation and makes the
emergence of accumulations viable. Two facts make accumulations feasible: First,
accumulation can happen for purely selfish metabolic reasons, so to assume an intrinsic
tendency of an individual to benefit kin, group, or speciesis not necessary. The original
competitive solitary selfish setup suffices. Second, in order to accumulate no new
abilities have to be evolved, only old ones - namely those of high competitiveness -
have to be degraded. Once selection pressure declines degradation can easily happenin
evolutionary systems with random mutation. The reason why accumulations will form
once degradation of combativeness occursis simply due to the fact that individuals who
are solitary will be more likely to succumb to athreat than individuals who are not.
Thusin agroup where some individuals avoid others (remain solitary) while other
individuals move randomly with respect to each other, selection will favor individuals
who move randomly; all of those who are solitary would be eradicated. Similarly, ina
group where some individuals move towards each other while others move randomly,
the ones who move towards each other will be selected for. And so, the process will
giverise to accumulations.

In short, then, the topic of my dissertation is the emergence of accumulations due to
degradation of competitiveness under acommon threat. Thisisthe fundamental first
step in explaining the emergence of cooperation in general. | see accumulations are the
prerequisite for the emergence of cooperative traits once the selective regime changes to
one of the PD type, for example. What type of traits those are is a subject for further

research.

The Content of the Dissertation. My analysis begins with an assumption that for
individuals to effectively compete over resources two types of abilities had to evolve:

(1) perceptive and locomotive abilities (being aware of each others presence, distance
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estimation, estimation of the opponents physical condition, food discovery,
manipul ation of speed, etc.), and (2) defense and attack abilities (defending acquired
food items, attacking other individuals to acquire their food items). The first type of
abilities concerns the manipulation of physical space and time within which the
individual has to operate and will serve emergent cooperative abilities as well asthey do
competitive ones. The second type isthe truly competitive one and will counteract the
emergence of cooperative traits.

| assume that competitive traits are originally highly evolved due to the selection
pressure towards competitiveness over metabolic resources. In consequence individuals
will try to avoid each other. According to Hamilton (1971) metabolic threats can have
the opposite effect—individual s will seek out each other companionship. Individuals
who do not want to share benefits, might nevertheless benefit from sharing threats. In
order to signify the dualism between metabolic resources and metabolic threats | call
themmetabolic sourceand metabolic sinkgespectively. Examples of metabolic
sources are food and oxygen (for vertebrates at |east) while examples of metabolic sinks
are predators and earthquakes (for mammals at least). | chose these examplesto
distinguish between two types of metabolic sources and sinks: distributable and non-
distributable. Thisdistinction is necessary since individuals do not have to compete
over all metabolic sources. Zebras, for instance, do not compete over oxygen. They
will, however, compete over grass once grass becomes sparse. The difference hereis
that between distributableand non-distributablemetabolic sources. Under a
distributable metabolic source individuals will compete with each other since the
metabolic benefit of the source can be distributed among the individuals. Thisis
usually the case with food. If a source can be distributed then individuals can receive
more or less of that benefit and this forms the basis for competitiveness. Non-

distributable metabolic sources are those where there is no distribution problem.
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Oxygen isreadily availablein the air, so no competition for breathing will evolve
among Zebras. Analogously we can distinguish between distributable and non-
distributable metabolic sinks. Individuals will not benefit from the presence of others
when an earthquake occurs. An earthquake thusis a not distributable metabolic sink. |
have already discussed how individuals can benefit from accumulating under predators
or parasites. Those are examples of distributable metabolic sinks.

It may not be immediately clear that the assumption of competitiveness over
distributable sourcesisvalid. In fact, awidespread phenomenon of ‘cooperative
hunting' seems to contradict the assumption that individuals will always compete under
distributable metabolic sources. It will, hence, be instructive to revisit the meaning of
our assumptions in the light of the phenomenon of ‘cooperative hunting' which is
considered to be probably the most widely distributed form of cooperative behavior in
animals (Packer and Ruttan, 1987). First we have to note that joining a hunt should
only be considered an act of cooperation when thereis also a possibility to chedt, i.e., to
let others hunt and then benefit from the outcome. Thus, not every collective hunting is
cooperative hunting. Second, in the light of my assumptions cooperative hunting
cannot be considered as an initial foraging strategy since it has to emerge after
competitiveness in the hunting speciesis to some extend degraded. Piranhas practice
probably the most basic form of collective hunting which is not cooperative hunting.
All piranhas of a school will approach a prey individual simultaneously without
interacting with any other piranha. The prey individual isthen simply overwhelmed by
the approaching number of predators. Since a single piranha cannot benefit form
cheating, thistype of hunting cannot be called cooperative, but only collective. The
very emergence of schoolsis not, however, rooted in the benefit of collective hunting,
but rather in the fact that the piranhaitself is subject to predation by crocodiles and

caymans and therefore benefits from the protection of the school. Similarly killer
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whales (Baird and Dill, 1996, Giraldeau and Caraco, 2000) form hunting groups were a
group of size three maximizes the energy intake of each whale. However, the
emergence of group formation goes back to atime when the ancestors of the killer
whales where themselves prey to sharks. | would conjecture that the evolutionary
process of group formation in whales looked as follows. First, predation combativeness
for food degraded. Second, the foraging groups emerged as a result of predator
avoidance. Finally, since simultaneous encounter of food items by a group became
more likely and a group could capture a bigger and/or a more skillful prey, a selection
pressures kept the group together.

This discussion suggests, therefore, the following general approach: Individuals are
assumed to beinitially highly evolved in competing for distributable metabolic sources.
At this point they are solitary. Introducing metabolic sinks can change this original
selective regime such that the solitary life-style is not the one with the highest metabolic
benefit anymore. Competitive traits will then start to degenerate resulting in individuals
becoming more tolerant towards the presence of others. Since solitary individuals are
more likely to be removed by the distributable metabolic sinks, accumulations will
emerge. At this point the stage is set for evolving traits like the ability to share food,
first passively (communal feeding due protection from predation), then actively (e.g.,
evolution of discovery callsto draw attention of the group to afeeding location).

| derive the formation of accumulations of individuals under metabolic sources and
sinks based from a set of general axioms. After amotivational first chapter a
fundamental system of axiomsis formulated and described in the second chapter (it is
then extended in subsequent chapters.) In thisfundamental system of axioms the
existence of individuals, metabolic sources and metabolic sinksis postulated, and the
relation of individuals to metabolic sources and sinks is described by set-theoretical

relations. The relation between an individual and a metabolic source or sink concerns
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the meeting between an individual and a metabolic source or sink and a potential
changeinindividual’s metabolic level dueto such ameeting. The meeting itself is
called encounter between individual(s) and metabolic source or giekhangein
metabolic level reception of the metabolic source or sink by (an) individual{ghen a
predator encounters a group of individuals, then not every individual of that group is
necessarily confronted by the predator. Y et, for a predator to encounter a group of
individuals a confrontation with a single group member is sufficient. Thus the set-
theoretical structure of an encounter event is such that an encounter event that happens
to acertain set of individuals also happens to each super set of those individuals. In
particular, if asingleindividual is encountered, then the set of all individualsisaso
encountered. A reception event has an opposite set-theoretical nature. If acertain
group of individuals experiences metabolic change then each subset of that group has to
experience metabolic change. Encounter and reception events are not, however,
sufficient to paint the entire picture of the interaction between individuals and metabolic
sources and sinks. Studying the relation between a predator and its prey, e.g., lions and
zebras, it becomes apparent that a third type of event has to be included in the
investigation. Once a predator has encountered a group of individuals heis usualy
confronted with more than one individual at once and may have to make a choice
whether to capture one of them or keep searching. A singlemalelion (femalesin
general hunt in groups), for instance, is on encounter with a herd of zebras confronted
with perhaps 10 zebras at once. He will then choose one individual among those or
travel along the herd to find another one. Finally he makes the decision to hunt one
specific zebra down, which either endsin a successful kill for the lion (a reception of
the lion by the zebra), or afailure (aresignationevent). Thistype of event isimportant
to consider. Before a predator makes his decision, there makes a significant difference

for the prey whether it isapart of asmall or large group, or whether it is solitary. | call
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thistype of event afocusevent. After afocus event has happened all individuals
focused on will interact with the metabolic source or sink independently from all other
individuals. Once afocus event has occurred an individual within focusiswith regard
to the metabolic source or sink in a solitary state. Encounter and focus will occur
simultaneously in case of solitary individuals. However the expected time between
encounter and focus will increase if individuals are living in groups. During the time
between encounter and focus the metabolic source or sink interacts with the group. The
set-theoretical structure of afocus event isidentical to that of areception event, since
focus between a set of individuals and a metabolic source or sink is also afocus for any
subsets of that set.

Once the concepts of individual, metabolic source, metabolic sink, encounter, focus,
reception and resignaticare axiomatically established the concept of accumulation
can be derived (the concepts of focus, reception and resignation are not used in the
derivation). That isdonein chapter 3. The concept of accumulation is a spatial concept
which signifies closeness of individuals to each other under a metabolic source or sink.
Y et, no metric space has to be introduced in order to define this concept. The only
relational concept necessary isthat of encounter which is of a set-theoretical nature.
This opens the possibility to investigate spatial relations without having to introduce a
space within which interactions occur. In particular, spatial models developed with this
approach are not limited to Euclidean spaces. This property becomes essential with the
emergence of information exchange which isindependent of Euclidean distances, e.g.,
newspapers, telephones, internet. For instance, the institution of an insurance company
is designed to form accumulations of individuals under non-distributabl e threats, e.g.,
flooding. By becoming a member of such accumulation an individual enjoys the benefit
of the accumulation without having to relocate in a physical/Euclidean space. The

concept of space which isimplied by my approach is, thus, more general than the
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Euclidean one. In my theory, for instance, the same Euclidean distance can have
different significance to different individuals. In models that use Euclidean distance
this distinction isimpossible to make. (Formally, interpretation of Euclidean models
always requires a trandlation of Euclidean distance into significance for individuals.)

Once the concept of accumulation has been developed, in chapter 4 | investigate
conditions under which individuals form accumulations. An incentive for individuals to
accumulate is given by the presence of a distributable metabolic sink. Thisincentive,
however, is offset by the benefit individuals derive by competing over a distributable
metabolic source. Using the axioms of my theory | derive specific fitness functions,
dependent on the size of the accumulation, for individuals under a metabolic source and
ametabolic sink. The general shape of such functions has been postulated in the
literature before. Luc-Alain Giraldeau and Thomas Caraco (2000 p.88) postul ate the
shape of afitness function for an individual under an aggregation economy (deriving
benefits from the presence of others while competing with them over resources) which
depends on group size. They do not, however, provide a mathematical derivation of
how such fitness function can be obtained. Their family of fitness functions can be
shown to follow from my set of axioms. Their argument for the shape of those fitness
functionsis, however, similar to mine and goes roughly as follows. Within an
environment which supports the formation of groups (accumulations) fitness will first
increase with group size. Asgroup size increases so does the competition within the
accumulation. Once the detrimental effect of competition outweighs the benefit of
grouping, fitness will start to declinetowards 0. This general argument suggests that
there is a unique fitness optimizing group size. But would it also be an equilibrium
size? | show that in general the optimal group size is not the size that would emergein
equilibrium. This fact has already been recognized by Sibly (1983). However, ina

response to Sibly, Giraldeau and Gillis (1984) present atype of fitness function that
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generates stable and optimal group size. Both arguments rely on types of fitness
functions that are adopted ad hoc. In my approach both types of fitness functions can be
derived analytically. The remainder of chapter 4 is devoted to deriving some
equilibrium statements for fitness functions. The overall conclusion is that individuals
in general should accumulate beyond the fitness maximizing accumulation size.

In chapter 5 | discuss an essential population genetic consequence arising from the
formation of accumulations under a distributable metabolic sink, namely an increasein
genetic variation. Accumulating under a distributable metabolic sink decreases not only
the selection pressure on individuals, but also lowers their differencesin fitness.
Accumulating raises and flattens the fitness function: The lower the fitness of an
individual, the higher the benefit obtained from accumulating. Thisimplies that some
mutations which are deleterious under the solitary regime might not be deleterious
anymore under accumulations. Thiswill lead to an increase of genetic variation in the
population and, at least initialy, to a decrease in solitary fitness.

It isknown that in eusocial insects the genetic variation within coloniesis often
higher than suggested by kinship theory (Shykoff and Schmid-Hempel,1991, and
Schmid-Hempel,1994). One hypothesisis that mating systems which support
outbreeding are selected for because increased genetic variability increases resistance
against parasites and infections. Statistics presented in Hedrick and Parker (1997) do,
however, suggest that genetic variation in eusocials is not only a higher than predicted
by kinship but even higher than in solitaries. The mean expected allozyme
heterozygosity in 4 species of advanced eusocial beesis.069, whileitis.035in 10
species of solitary bees. In 38 species of primitive eusocial bees this heterozygosity is
.027, thus lower than in solitary bees. Overall advanced eusocia species (31 species of
ants, bees and wasps) show an allozyme heterozygosity of .045, primitive euscial

species (42 bees and wasps species) have .031, and solitary species (37 species of bees,
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wasps and sawflies) have a heterozygosity of .069. A similar tendency can be observed
in the mean expected microsatellite heterozygosity, also presented in Hedrick and
Parker (1997). That heterozygosity in advanced eusocial insectsis higher than
predicted by kinship theory aone can be explained by introducing certain mating
systems promoting outbreeding. How can those mating systems, however, produce
heterozygosity which islarger in eusocials than in solitary species? We would expect a
heterozygosity in eusocias to be between that of the solitary species and the one
predicted by kinship theory. To explain this phenomenon | propose to take into account
the change of the selective regime which happens when going from solitary to eusocial
species. In primitive eusocials the effect of kinship might still outweigh the increase of
genetic variation due to accumulation. Thisis then reversed in the advanced eusocial
Species.

The increase of genetic variation under accumulation might also shed some light on
another fundamental problem in evolution. An essential problem in the theory of
evolutionary biology is the question whether evolution under directional selectionisa
globally or amerely locally optimizing mechanism. A discussion of this problem can
be found in Elster (1979). If the principle of 'survival of the fittest' strictly applies, then
itisvery unlikely that the globally optimal solution can be found by selection and
mutation alone. It israther expected that the species will get trapped in alocal optimum
which will in general support asmaller fitness than the global one. This makesit
difficult to explain many highly evolved - and furthermore highly adaptable - traits as,
e.g., thebird wing. Anincrease in genetic variation makesit more likely that a part of
the population will cross genetically valleys of lower fitness and reach another fitness
optimizing genetics. Accumulation under a distributable metabolic sink is, therefore, a
mechanism which might turn a sel ection-mutation process from alocally optimizing

mechanism to a not-merely locally optimizing one. Whether this not-merely locally
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optimizing mechanism can become a globally optimizing one depends on how much
individual s support each other under the selection pressure. If the support is effective,
then significant genetic variation will increase the probability to reach the globally
optimizing genetics. Many species of birds, for example, form breeding colonies.
Furthermore, migratory birds often travel in large flocks which offer protection from
predators and mutual aerodynamic support. Those flocks are therefore accumulations
under at least two distributable metabolic sinks, namely predators, and the physical
labor cost of migration itself.

One final essential consequence of the ideas described in thisthesisis, that in order
to understand the behavior of biological individuals one has to have avalid model of
thelir interpretation of space and time. The idea to move beyond Euclidean space has
been pursued by others. For instance, Stadler et al. (2001) propose the notion of a
formal space which captures the phenomena associated with the phenotype of an RNA
molecule (its shape, and therefore its chemical properties) more accurately than the
space based on the sequence of bases within this molecule. In my theory space and time
have a meaning for a metabolic individual insofar as they have metabolic significance.
All that happens within space and time is the interaction of individuals with threats and
benefits. The probability that such interaction events happen constitute a formal
representation of a subjective notion of space and time. Individuals have incentives to
use strategies that decrease the probability of being exposed to athreat and increase the
probability of being exposed to a benefit. If anindividual reaches a state in which the
probability of being exposed to athreat is 0, and the probability of being exposed to all
necessary benefitsis 1, then the notion of space and time becomes meaningless. Since
thisis, however, the state which is the most beneficial one, we can conclude that
ultimate goal in the evolution of a biological species (which might be attainable or not)

isthe elimination of space and time as relevant factors of fitness.
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Chapter 1. Motivation

Finding an answer to the question why individuals of certain biological species
form accumulations like, e.g., herds, social groups, or collectives, is of fundamental
importance. Life can reach levels of higher complexity through the emergence of
systems in which many individuals interact and cooperate. Within those systems
individuals often behave contrary to their immediate metabolic interest by exhibiting
behavior of altruism and even self-sacrifice. This contradicts the intuition that
individuals of one biological species, being dependent on the same metabolic support
from their environment, should be in competition over resources all the time. Selection
of individualsfor their ability to survive as independently of each other as possibleis
much easier to understand than cooperation. A theory of accumulations has to answer
the question what motivates individuals to seek out each others company, before such
phenomena like cooperation or altruism can be tackled.

One of the most fundamental types of accumulations are herds. Hamilton (1971)
pointed out that accumulation of individuals are caused by an individuals selfishness as
an attempt to increase its own survival probability when under threat of predation.
Hamilton (1971) and also Bartaet al. (1997) claim that living in a herd is advantageous,
because of lower predation hazard and higher efficiency of foraging.

In this dissertation | develop an axiomatic theory, which | use to explain the
emergence of the ability to accumulate in populations of originally solitary individuals.
My approach is based on the assumption that those individuals are playersin agamein
which payoff isinterpreted as metabolic energy. Thisis different from the approach of
traditional evolutionary game theory where the genes are the players. Indeed genes, or
any concept of relatedness, will not factor into my considerations at all. | am interested

in discovering the roots of cooperative and altruistic behavior between conspecifics
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without assuming any kinship theory.

The main objective of this chapter isto motivate the axioms which will be
introduced in chapter 2. Since | am interested in the emergence of accumulations, |
chose to base my considerations on a description of two biological species which
exhibit accumulating behavior. The two species are the Plains Zebra, and the Red-
Bellied Piranha. Given that piranhas are cannibalistic predators they differ significantly
from the zebra. The accumulating behavior of piranhasis more complex. After
discussing those two species | generalize my observations.

The fundamental concepts introduced in this chapter are the concepts of
(distributable or magnifyable) metabolic sour@distributable or magnifyable)
metabolic sinkencounter between a set of individuals and a metabolic source or sink
focus between a set of individuals and a metabolic source oreoaption of a

metabolic source or sink by an individual

1.1. Two Examples

In this section | discuss two examples of biological species exhibiting herding
behavior: the Plains Zebra and the Red-Bellied Piranha. The two examples will help us
to understand which conditions contribute to accumulating behavior. First | will give
descriptions of the species. Later | will extract from these descriptions the main

conceptual points.

1.1.1. The Plains Zebra (Equus burchelli)

Description. The Plains Zebra can be found from southeastern Sudan to South Africa,
in the Somali-Masai Arid Zone, Southern Savanna, and the South West Arid Zone.
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The zebrais anomadic herbivore, it is an exclusive grazer, grazing most of the
time. A male weighs about 550 Ib (250 kg), and is51-56 in (127-140 cm) in height. A
female weighs about 484 |b (220 kg), and is slightly shorter than the male. Thereisno
sexua dimorphism. The life-span of a zebra can be 20 years.

Females reach maturity at about 3 years of age, remain with their families, and
givebirthtoa70 Ib (31-33 kg) foa inintervals of 2 years. The gestation period lasts
about one year. After birth thefoal is able to stand within 15 minutes, and to suckle
within an hour. The mother keeps other zebras (including her last offspring) away from
the newborn until a stable maternal bond is established.

Coltsleave their families voluntarily at 2-3 years of age to join a bachelor herd.
They remain with the bachelor herd until they are mature, and ready to start afamily on
their own at about an age of 5.

If afilly isovulating the first time, she starts to advertise her estrus very publicly.
Up to 18 stallions will then gather around her family, fighting for her with each other
and with her father. Oncethefilly is separated from her father's family by another
stallion, she will stay after insemination with him, and will - not attracting her stallions
rivals anymore - advertise subsequent estrus periods much more discreetly.

Zebraslivein stable family groups, consisting of a stallion, 2-6 mares, and their
foals. A family isguided by its oldest and most experienced mares, and it is watched
from the rear by its stallion who monitors for predators and other disturbances. The
stallions of different families can form close social ties with each other, exhibiting
elaborate greeting and bonding behavior. The mares within afamily can form alliances
among each other aswell. These alliances will last even if their stallion diesor is
replaced by another. Intheir continued search for green pastures and water many
families can merge forming herds of hundred thousand or more individuals, migrating

peacefully together. Even in such large herds the original family groups remain intact.
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Competition between the stallions however increases with the herd's, as they attempt to
keep each other away from their respective mares. A herd might travel over 10 milesa
day before settling for the night.

The zebrais active during daylight and spends nights resting. When zebras go to
dleep, then at least one close to the group remains standing and alert. All zebras will
therefore obtain sufficient sleep during the night.

The main predator of the Plains Zebraisthelion. The zebrais also often hunted

by packs of spotted hyenas.

Discussion. Why do Plains Zebras form those incredibly large herds? When searching
for food and water zebras are continuously in competition with each other over those
resources. Thereis, however, some benefit to forming accumulations.

First, alion close by can be discovered more likely if the number of individualsis
larger. Second, even if a predator is not discovered before his attack, the probability of
agiven individual being attacked decreases as the size of the herd increases.

Third, the herd itself serves as a protection against alion attack, even if that attack
isalready launched, and the lion was not discovered by then: Once the attack is
launched the zebras can move around very quickly, and by taking advantage of their
very similar appearance make the lion loose focus of the individual it was about to
attack.

Thereis a certain sequence of events which result in alion killing azebra. First
the lion needs to encounte(i.e., to discover) the zebra herd. Second, the lion hasto
focuson a single zebra (i.e., overcome the confusion effect of the herd and choose the
zebrato be attacked). Third the lion hastokill the zebra (i.e., the lion has to match his
performance to hunt down the zebra with the zebras performance to escape. This match

happens without the rest of the herd being involved). A solitary zebra does neither
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benefit from the confusion effect of a herd nor doesit provide any choice to the lion on
whom to focus. A solitary zebraistherefore more likely to be killed on encounter with
alion than a herd-dwelling one.

Three concepts can therefore be introduced. The encountebetween the lion and
individuals, thefocusbetween the lion and one or more individuals, and eventually the
receptionof thelion by one or more individuals.

The lack of sexual dimorphism in zebras can be interpreted as an adaptation to a
herding life which supports confusion of predator attacks. The stallions and the mares
have very different rolesto play. A larger stallion would have an advantage over other
males when competing with them over females. However, males and femalesarein
about the same weight class and height range. That this does not necessarily has to be
the case in all species can be seen in the lion species, which exhibits extreme sexual
dimorphism. The zebra shares with the lion not only the same environment, but also
has avery similar life history (the malesin both species |eave their birth families as
adolescents, and forming their own families by intruding already established ones; the
females stay with their birth families). Male lions significantly outweigh females, and
they feature athick layer of protective hair around their heads and throats. If amale
zebrawere significantly larger than its peers then his protection by the group would
decrease. Lionswould single him out immediately and the confusion effect of the herd
would not apply to him. The absence of sexual dimorphism among zebrasis an
indication that the protective function of the herd agains predators has high significance.

The lack of sexua dimorphism isonly one trait of the zebra which can be
interpreted as an adaptation to alife as herd animal. Newborn zebras are very soon able
to walk and run. Although they are smaller than adult zebras, their legs are comparably
very long, lifting the rest of their body nearly as far away from the ground as in adult

zebras. This makesit difficult for a predator to gain and keep focus on a zebra child.
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Again, compare the length of the legs of alion cup with the length of the legs of a zebra
foal.

The zebrais therefore highly adapted for living in aherd. Itisableto take
advantage of the spatial proximity to conspecifics to increase the probability of
surviving a predator attack by (1) distributingthe risk and, (2) diluting the predators
focus. Confusion is an ability of the herd which can be improved by selection and
mutation. That will happen once individuals are subjected to a selective regime which
supports distributing risks by spatial proximity.

Risk means that an individual might loose part or all of its accumulated metabolic
payoff during a predator attack. This possible loss of accumulated metabolic payoff
associated with, e.g., alion motivates to call the lion ametabolicsinkwith regard to the
zebra. In general it is expected that individuals will form accumulations, i.e., they will
show a degradation in spatial competitiveness, once they are subjected to a metabolic
sink, whose effect can be distributed among individuals who are spatially close. | call
those metabolic sinks distributable A metabolic sink which is not distributableis an
earth quake. Whether a certain zebra suffers damage during an earth quake or not is not
affected by the number of zebrasin the herd.

The concept of metabolic sinks implies the concept of metabolicsources Instead
of decreasing the metabolic level of an individual metabolic sources increase that level.
A metabolic source for zebrasisthe grassthey are feeding on. Grassis distributed
evenly over the ground. Once a zebratakes abite, i.e., clams some grass for itself, no
other zebra can acquire that bite. Some slight competition for grassis expected,
especially when grassis sparse. Competition would, however, be more intense if the
grass was distributed in chunks that cannot be swallowed at once. When grassis sparse
then it isadistributable metabolic sourcdf grassis abundant then it isanot

distributable metabolic sourceMigration of the zebra herd can be interpreted asa
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strategy to keep the metabolic source 'grass not distributable. This keeps competition
low and stabilizes the herd. Another metabolic source is the oxygen the zebras are

breathing. Thisisan example for anot distributable metabolic source

Already at this stage | can therefore state a serious conjecture:

The formation of accumulations of individualsis promoted under a
selective regime which features distributable metabolic sinks, and

not-distributable metabolic sources.

In the next section | will talk about the Red-Bellied Piranha, a predatory fish, in
order to elaborate somewhat more on the ideas of metabolic sources and sinks, and the

concepts of distributibility, encounter and reception.

1.1.2. The Red-Bellied Piranha (Pygocentrus nattereri)

Description. The Red-Bellied Piranhais an exclusive freshwater fish (23 - 27°C),
which can be found in the rivers of Central and South America, east of the Andes, from
Venezuela south to Rio de La Plata, and the coastal rivers of Guianas and Brazil.

The Red-Bellied Piranha has a stocky silver-green body with areddish belly.
Piranhas have a great sense of smell. The deep head has short and powerful jaws
bearing razor sharp teeth. The teeth of the upper and lower jaw interlock with each
other just like those of abear trap. The Red-Bellied Piranhais an opportunistic
carnivore, which isitself subject to predation mainly by crocodiles and caimans. The
bite of a piranhawill inflict gaping wounds, and its bite is specialized in taking mouth

sized chunks out of its prey instantaneously, letting the piranha escape asfast asit
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attacked. Its main diet consists of insects, worms and fish, and the primary times of
activity are at dusk and dawn. Individuals are relatively small, usually weighing below
3 pounds, and the average adult length is between 6 - 9in (15 - 23 cm).

The Red-Bellied Piranhais an ambush predator. It is classified as dangerousto
humans, and accumulates to hierarchical schools, which are characterized by piranhas
of similar size swimming besides each other, and larger specimens following in at |east
one body length distance the smaller ones. Piranhas swim besides each other all facing
in the same direction, avoiding all unnecessary movement, which could lead to mutual
attacks.

The piranhais extremely shy and very easy to agitate. Movement in the water -
even rapid movements of a conspecific - will cause a school of piranhasto homein on
the source of the movement and engage in a biting frenzy which can also seriously
injure members of the school, and even get them killed and eaten. Thisway several
hundred piranhas can be attracted to a single source of movement. It isalso known that
blood in the water will cause piranhas to engage in a biting frenzy.

Piranhas will cannibalize each other, either if provoked or if hungry. An adult
piranha has usually been bitten by its conspecifics many times. | should note that
piranhas have an astonishing ability to heal fast and recover quickly even from serious
injuries. Thisfast-healing ability might be seen as an adaptation to living in groups of

cannibalistic conspecifics.

Discussion. Why do Red-Bellied Piranhas form schools? They are not only in
competition with each other over common food resources, but they are also
cannibalistic and highly aggressive predators. Like the zebra, however, they are
themselves under predation, by crocodiles and caimans. A crocodile or acaiman

attacking a single piranhawill have no problems doing so. However if the predator
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attacks a school of piranhasit will very likely find itself under attack a moment later.

Hence the effect of piranha schoolsis not restricted to the distribution of danger
and the confusion of a predator's focus. A school of piranhas can effectively attack a
predator, something a single piranha cannot do. A predator encountering alarge enough
school of piranhas might choose not to attack. In zebras, the larger the herd the higher
the exposure of the herd to predator. In piranhas formation of schools has the opposite
effect. Piranhas, by forming schools, reduce theexposurg(i.e., the probability of
encounter) of their schoolsto predators. The larger the school, the more dangerousit is
for an encountering predator to launch an attack, and the more likely the predator will
pass on that "opportunity”. Hence the exposure of larger schoolsis lower than that of
smaller schools, and together with confusion and distribution a single piranhais very
safe within a school of even moderate size.

Defense against predators is not the only benefit the piranha gets from forming
schools. Assume that alarge animal - a cow for example - gets into the water, and
meets asingle solitary piranha. Attracted by her movement the piranhawill now attack
the cow, and take abite. The cow of course will immediately escape in panic and pain,
and the piranhaisleft with only one bite out of avery big potential meal. The situation
looks very different if the cow meets a group of, say, 100 piranhas. They will attack the
cow from all sides, and each of them will very likely obtain many nutritional bites.
Using my conceptual framework | can say that the exposure of the single piranhato
certain sources of food (e.g. cows) will increase due to schooling. Again, thisisa
different picture than that presented by the zebrawho is always in slight competition
with its conspecifics over areas of grass.

In contrast to herds of zebras schools of piranhas accomplish therefore two things:
they decrease individual exposure to some metabolic stnkithey increase

individual exposure to some metabolic sources
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The same mechanism that enable the piranhato lower exposure by forming
schools (i.e.,their teeth and aggressive behavior in response to a movement) result,
however, in complications in their relations towards each other within aschool. In
contrast to zebras a simple degradation of competitivenessis not sufficient to let piranha
schools emerge. Piranhas behavior towards each other when moving through the water
can be called "ritualized": The school travelsin layers consisting of equally sized fish,
swimming besides each other in avery stiff, nearly ritualistic, fashion. Every sudden
movement can trigger a biting frenzy, so the piranhais aways wary of its own
movements, and of the movements of its neighbors. Thisisavery energy consuming
behavior. Nevertheless the schools are very stable formations.

How did piranha schooling originally evolve? Originally a solitary ambush
predator, the ancestor of the piranha, was probably escaping from sources of stronger
movement in the water, while attacking sources of weaker movement interpreting them
as possible prey. Under predation by crocodiles and caimans a sel ective regime was
established supporting degradation of spatial competitiveness. At this stage the
piranha-crocodile relationship looked very similar to the lion-zebra relationship today.
The problem with the evolving group lifewas that the piranha was dependent on
sensing weak movements of possible prey. Thus very early on there must have been
selection for coordinated movement in schools, in order to not disturb the foraging of its
members. Once a movement of a possible prey individual was sensed, the piranhas who
sensed it approached it ssimultaneously trying to outcompete each other. In addition to
that the threat associated with larger movements could now, at least partialy, be ignored
by a single piranha because of the confusion and distribution effect of its school. These
two reasons could have led to the emergence of piranhas who would approach larger
than the traditional prey. Given the power of the school such approaches would be very

successful. Eventually any movement in the water triggered a homing in on the source
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and a biting frenzy. In competing with each other to be the first one to bite, piranhas

formed a united front even against their natural predators, who now became their prey.

1.1.3. Conclusion

From the discussion of the Plains Zebra and the Red-Bellied Piranha | have
derived the concepts of ametabolicsinkand a metabolicsourceas two essential
components in a metabolic game. Individuals are exposedo metabolic sources and
sinks. That means that there is a certain probability of an encounterwhere encounter
means, that at least one - namely the individual or the metabolic source or sink -
becomes aware of the other. We have also seen that the concepts of exposureand
encountedo not apply only to single individuals but also to accumulations.

An encounter between e.g. apredator (lion/crocodile) and its prey (zebra/piranha)
can happen in different ways. If the prey is solitary, then the predator will encounter
this prey individual only. If the prey livesin accumulations, the predator will encounter
(i.e., discover) the accumulation first, and then possibly focus on asingle prey
individual. Therefore, an encounter can happen to asingle individual and it can happen
to many individuals smultaneoudly. If the encounter happens to many individuals
simultaneously, then some the encountered individuals might then be subject to an
interaction with the predator that might change their metabolic level. It isessential to
note, that a metabolic source or sink encountering a set of individuals does not imply
that at least one of those individualsis being focussed on. When a predator encounters
asingleindividual he might be satiated, so that he does not focus on the prey. Or a
predator might have discovered an accumulation, however might not have focussed on a
specific individual yet. Even if focuson asingle individual has already occurred then

confusion effects due to the movement of prey individuals and their similarity to each
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other might cause the predator to loose focus, and he might be forced to abort the attack.
Given an accumulation of prey individuals a predator does not only encountetthe
accumulation before being able to encounter an individual, it also interacts with the
accumulation before focussingon an individual.

Once afocus between an individual and a metabolic source or sink took place,
thereis - after aperiod of interaction - a probability that a metabolic change will occur
due to that metabolic source or sink. The event of such a change occurring was called
reception of the encounterer by the individual

In conclusion | have introduced six new concepts that will help us define games
with metabolic individuals: metabolic sourcanetabolic sinkexposurgencountey
focusand receptance

Causes of external metabolic loss to an individual are not only due to receptions
of metabolic sinks. For example, a disease within a species which serves as food can
reduce the population size of that species. That disease can therefore be considered a
reducer of metabolic paydfir individuals of species living of that food species. Any
metabolic sink is areducer of metabolic payoff, however not vice versa. Another
example for areducer of metabolic payoff is afood competitor, especially a conspecific.
Encounter with a competitor will not necessarily lead to a metabolic loss, but its
presence will over time probably result in lowering the encounter probability with food.

In my theory | will not explicitly introduce reducers of metabolic payoffs.

1.2. Theory behind the Examples

Metabolic individuals. The discussion of the accumulation behavior of the Plains
Zebra and the Red-Bellied Piranha showed the importance of the presence of metabolic

sourcesand metabolic sinks They are important because the zebra as well asthe
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piranha are metabolic individualsmeaning that at any given time they possess a
metabolism A metabolism is given at any time by a metabolic levelabasic metabolic
decay rulewhich strictly decreases the metabolic level over time, and possibly other
metabolic decay rules associated with the strategies of the individual. Fast movement,
for example, might cause an additional decrease of the metabolic level besides the one
caused by the basic metabolic decay rule. A metabolic individual isaplayer inthe
game theoretical sense withmetabolic energgs the currency of payoff. Its metabolic
level at a certain time point is the payoff it accumulated from the time of entering the
game until that time point.

Once its metabolic level falls below acertain level, an individua will "die",
which means that it will be removed as a player from the game. 1t might still remainin
the game in form of ametabolic sink or source. In order to keep a given population of
individuals from extinction | assume that some mechanism of replacement of dead
individuals by new individualsisin place. This mechanism will maintain the
population above a certain minimum - and maybe below a certain maximum size.

Further the concept of encountelisrelevant. An encounter between a set of
individuals and a metabolic source or sink has happened if either some of the
individuals or the metabolic source or sink or both became aware of the other. After the
encounter follows a period of orientation during which either afocusis established or
not between the individuals and the metabolic source or sink. Once afocusis
established a period of interaction follows, after which some or al individualsin focus
receive a change of metabolic energy associated with the metabolic source or sink. This
final event of change of metabolic energy is called reception

The probability of encounter is called exposure The probability of afocus event
happening between an individual and a metabolic source or sink given that an encounter

already happend is called acceptance The probability of reception given that the
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encounter and focus has already happened is called receptance This allows usto
calculate the probability of change of metabolic energy for agiven individual.

From the previously stated ideas we can derive a sketch of the nature of the
relations between a set of individuals, and a metabolic source or sink. Figurel.1

illustrates this. The figure includes notation that will formally be introduced in chapter

2.
" Prospect of metabolic change in individaal ;
given metabolic source or sifik throughS
Toms = Tk 8, O, a OH
Acceptance Receptance .
(Probability of (Probability of metaboli/” Reception
focus between at leag! change otr by (Changein
andl given encounter given focus) metabolic
r level)
b1
ng
—_—>

Escapability
(Probability of avoiding
metabolic change given
focus)

Probability o
avoiding focus
betweern and
given encounte

Escape
(No changein
metabolic level)

Figure 1.1.: Relation of a metabolic individual to a metabolic source or sink through a set.

Distributable metabolic sour ces and sinks. Thereisan incentive for a set of
individuals to accumulate under a given metabolic sink, if for each individual of that set
the prospect of a metabolic change due to reception of the metabolic sink decreases as

the accumulation size increases. | call a metabolic source or sink under which
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individual s experience decreasing probability of metabolic change with increasing size
of accumulation distributable. A distributable metabolic sink furthers accumulation,
while a distributable metabolic source hindersit. For example, if attacked by a small
school of piranhaa cow will be able to escape after having received one or afew bites,
while the expected number of bites a piranha can apply will decrease with increasing
school size. Hence the cow will be a distributable metabolic source for a certain range
of small school sizes of piranhas. However if the school size increases sufficiently, then
the cow will be lesslikely to escape. At some size of the school the cow will not be
ableto escape at al. Beyond a certain school size the expected payoff for a piranha
when attacking a cow will therefore increase up to a level when the cow is, with
certainty, brought down by the school. Above that school size the expected payoff will
remain constant for a certain range, and will afterwards keep on declining. Figure 1.2
illustrates this, and also introduces the concept of amagnifyable metabolic sink or
source A metabolic source or sink is called magnifyableif individuals of an
accumulation under that metabolic source or sink experience constant or increasing
prospect of metabolic change with increasing size of accumulation. 'Magnifyable' and
'Distributable’ are therefore opposite concepts. Individuas will have an incentive to
accumulate under a magnifyable metabolic source and under a distributable metabolic
sink. They will tend to disperse under a distributable metabolic source, and under a
magnifyable metabolic sink. Figure 1.2 also illustrates that a solitary piranha should
join aschool of piranhas as long as the resulting accumulation will have a size resulting
in an individual expected payoff above the solitary payoff. If that condition is satisfied
ajoining solitary piranhawill always benefit by joining, however benefiting the
individuals of the remainder of the accumulation only as long as the accumulation size
isone short of reaching the exploitation limit. This also shows that small schools when

they encounter each other can increase individual expected payoff by forming one
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larger school.
Expected 4 : _ ;
individual 4——magnifyable——»:
payoff
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—pe e ------------------------------------------- ---------- -Solitary payoff

: § >
1 aggregation size

Figure 1.2.: A cow as metabolic source for piranhas.

The cow is adistributable metabolic source for small and very large
school sizes, and is a magnifyable metabolic source for intermediate
ones.

Since | assume individuals to be highly competitive towards each other with
regard to metabolic sources, metabolic sources are assumed to be not magnifyable under
at least small accumulations. We further assume metabolic sources and sinks to be
spatialy distributed, locally limited in number (only afinite number of metabolic
sources or sinks can be encountered by a given individual at any time point), and
providing only afinite metabolic change over afinitetime. We further assume that
fundamental metabolic sources that are essential for the individuals make their
metabolic support immediately available to the individual on encounter. Then the

competition for encountering metabolic sources will result in competition for space.
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Conspecifics can then be interpreted as metabolic sinks and hence the individuals will
al be solitary. Given this setup we attempt to find reasons for populations of those
individuals to acquire the ability to form spatial accumulations, that means to degrade
their original spatial competitiveness. We can see from our previous discussion, that
this may happen, if they are exposed to an environment featuring the presence of

distributable metabolic sinks.

Accumulation isinitiated by enabling the degradation of spatial competitiveness.
We assume that individuals are originally highly competitive with regard to metabolic
sources. The competitive traits of the individuals are also assumed to be highly
evolved, i.e. optimized. Those traits are mainly the abilities to find metabolic sources
fast, to acquire access to metabolic sources fast on encounter, and to defend that access
effectively once acquired. Oxygen is ametabolic source for zebras, asisthe grass.
Thereis, however, no competition among zebras for oxygen. Oxygen isavailableto
everyone at any time everywhere in sufficient quantities. There can be, however, some
competition for grass, if grass patches are sparse. The oxygen intheair isanon-
distributable, magnifyable metabolic source, grass is a distributable, non-magnifyable
metabolic source. Here we are only concerned with distributable metabolic sources. |If
an individual experiences an encounter with such a metabolic source, then this
encounter has to be with sufficiently high probability only with that individual, in order
for that individual to acquire access to the metabolic source effectively. This means
however, that in terms of the space the individual s share with each other, the distance
between individuals has to be large enough to make such encounter possible. Assuming
high competitiveness with regard to metabolic sources implies therefore, that the
selective regime issolitary. In other words, that solitary individuals have the highest

fitness. Those individuals will, by competing over access to distributable metabolic
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sources, be competitive with regard to the space they share: There will be minimum
distance those individuals will attempt to keep from each other. For an individual the
presence of a conspecific will be therefore regarded as a non-distributable, magnifyable
metabolic sink, comparable to an earth-quake, afire or aflood. A formation of
accumulations can only be initiated, if the selective regime changes such that spatial and
metabolic competitiveness can degrade. Thisis, however, only possible if closeness
between individuals bears some metabolic benefit for those individuals. Introducing
distributable metabolic sinks can get this accomplished. Degradation of
competitiveness can then happen as aresult of alearning process within asingle
individual, or as aresult of an evolutionary process featuring mutation and heritability -
assuming the presence of some kind of genetics. Both approaches will eventually lead
to the same results. We will focus on the population genetical approach. While there
are many models of learning, thereis only one model of population genetics, based on
the concepts of mutation, selection, and heritability. We need to point out here again,
that kinship theory - which claims that individual s support each other according to their
relatedness - will not enter the picture at all. Mother-child relationships are, for
example, ignored. The only purpose of the reproductive processis to keep the
population from going extinct, reproducing with higher probability those individuas
which were more successful. We assume, that reproduction - the mechanism which
replaces dead individuals -, is, asin red life, used to introduce quantitative variation
into theindividuals' traits: a given trait can be more or less expressed, but new traits will
not emerge. Whether we assume learning or evolution will have no consequences on
the results. The only assumption is that ambivalence towards closeness of conspecifics,
followed by accumulation and eventually cooperation, has its roots in the degradation of

gpatially competitive behavior, which is assumed to be the only original force.
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Accumulation can remove an individual from the original solitary selectiveregime.
The distinction between encounter and reception resultsin two possibilities to change
the overall probability of metabolic change of an individual via a metabolic source or
sink: To change the probability of encounter, or to change the probability of reception.
The later option means a change in the very ability of the individual to interact with the
metabolic source or sink. It meansin case of a metabolic sink given by a predator e.g.
the evolution of defense and/or escape featuresin aprey speciesin response to the
predatory selective regime it is subjected to. The species will respond to selection
pressure by adaptation to the selective regime. In case of change of encounter
probability thisis not the case. Prey species might evolve ways such that itsindividuals
avoid their predators altogether. Thiswill not require a change in its ability to interact
with the predator. By avoiding reception completely or at least reducing the probability
of its occurrence, the prey speciesis completely or partially removed from its original
selective regime. We saw already that the formation of accumulations can get this
accomplished. In summary, we can say that a change in exposure towards a metabolic
source or sink changes the extend to which the individual is subjected to the selective
regime, and a change in receptance of a metabolic source or sink indicates that the

adaptation of the individual to the selective regime has changed.

Elimination of space and time astheideal statefor the individuals of any biological
species. Interactions between individuals and metabolic sources and sinks are assumed
to happen within a given space, within which the individual and the metabolic sources
and sinks can change their relations towards each other. A process by which the
individual uses exclusively spatial propertiesin order to change its relation towards
other individuals and/or metabolic sources or sinksis called movementA metabolic

individuals ability to die, its ability to move and its subjection to an existential
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metabolic decay rule can impose a selection regime favoring the presence of individuals
who apply strategies which increase their probability of metabolic change due to
metabolic sources, and lower their probability of metabolic change due to metabolic
sinks. Those strategies are sequences of movements, and changing the probability of
metabolic change due to a metabolic source or sink means that the individual will
change its distance to that metabolic source or sink in terms of the given space. We can,
therefore, interpret the prospect of metabolic change of an individual with regard to a
metabolic source or sink as adistancebetween the individual and the metabolic source
or sink. Indeed, in our approach the concept of space makes only sense in terms of
exposure and receptance. The space with the distance function 'prospect of metabolic
change' is certainly not metric in the mathematical sense. This however, is not
necessary. If the prospect of metabolic change of an individual with regard to a given
metabolic source or sink is either 0 or 1, then space between the individual and that
metabolic source or sink can be regarded as eliminated: When the prospect is 0, the
metabolic source or sink is"infinitely far away", when the prospect is 1, the metabolic
source or sink isimmediately accessible to theindividual. Anindividual has reached an
ideal state, if it has established permanently a prospect of metabolic change of 1 with
regard to some metabolic source whose support does sustain its metabolic level above
minimum, and if it has established permanently a prospect of metabolic change of O
with all metabolic sinks. That means the ideal state of an individual isto eliminate
space between itself and at |east one sustaining metabolic source, and to introduce
infinite space between itself and all metabolic sinks. An essential consequenceis, that
once the individual has attained such an ideal state, all of its movement will cease.
Movement was assumed to be only necessary to redefine relations with regard to
metabolic sources or sinks. Such redefinition becomes unnecessary once an ideal state

isreached. Once an ideal stateis reached we can, therefore, conclude that space for the
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individual ceasesto exist. But so doestime. Time hasfor the individual only relevance
by the existential metabolic decay rule (and other decay rules due to certain movement
strategies). In anideal state however the existential metabolic decay is compensated for
by the immediate contact with the sustaining metabolic source. Therefore, the
following can be stated: A metabolic individual has reached an ideal state once it has
completely eliminated its subjective time and spd¢wis the evolution of a species
will be considered as having reached an apex, if by mutation and selection the
individuals of that species became removed from time and space. The "purpose” of
evolution is, therefore, the elimination of the biological relevance of time and space.

What | have introduced here is a subjective - or individualistic - notion of space.
Movement of an individual, put in terms of changes in prospect of metabolic change,
can be seen asthe individual transforming its space and - taking modification in speed
of movement into account - itstime. Theindividual can be interpreted as a space-time

transformer, who thrives to eliminate space and time.



Chapter 2.  Axioms

The following axioms are motivated by the discussion in chapter 1. Additional
discussion is added below the axiomsin brackets[...]. | will use the interaction between
zebras and lion as an example to motivate the axioms. It isthe most simple system and
thought experiments can be done with it very easily. Generalization to piranhas or other
speciesis straightforward. In later chapters further axioms will be added as necessary.
The system of axioms given hereis further on referred to as the "Fundamental System
of Axioms', and is abbreviated by 'FundAx'. All axioms used in thisthesis are listed

without additional commentsin appendix 1.

2.1. Fundamental Axiomatic System (FundAx)

The fundamental axiomatic system is given by the following eight axioms:

A) Existential Axiom:

FundAx 1.
There exist the following three types of objects:. individuals,

metabolic sources, and metabolic sinks.

[Biological individuals are dependent on metabolic energy in order to
stay alive and functioning. They obtain this metabolic energy from
realizations of metabolic sources. For example, the species 'zebra is
ametabolic source for each individual lion. Anindividual zebraisa

realization of that metabolic source. The species'lion’, on the other



hand, is ametabolic sink for each individual zebra. An individual
lion isaredlization of that metabolic sink. A metabolic sink for an
individual has the potential to lower the amount of metabolic energy

available to that individual ]

Relational Axioms:

Let 9 bethefinite set of al individuals. Let ' be ametabolic

source or sink with regard to each individual of the set .7 .

FundAx 2 (Existence of encounter events):
Let SO.9 and S# 0. Thereisanon empty set E; of events called
encounter betweeS and I'.

Formally: 0% 7 &0  E[

[An encounter is meant to be the first contact between a set of
individuals S and the metabolic source or sink I viaarealization of

Il

FundAx 3 (Super set closur e of encounter events):

Let SWO.Z and SW#0O. Then: SOWE [E  |,.

[Any encounter in EY is also an encounter in E}, forall WO 'S. An
encounter between a set of individuals and a metabolic source or sink
is also an encounter between any superset of individuals and this

metabolic source or sink. For example, an encounter between five
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zebras of aherd and alion is aso an encounter between any part of
the herd containing those five zebras, including the entire herd, and
thelion. It isnot, however, an encounter between a part of the herd
which does not contain all five zebras and the lion (This statement
follows from FundAx 2 and FundAx3 and will be proven in section
1.4). | should also note that the five zebras being encountered does
not imply that each single one of those five is encountered. What this
axiom does, however, imply is that for each encounter thereisa
smallest set of individuals encountered. InLemma 2 in section 1.4,
Theorem 1, it will be shown that this smallest set exists, is unique and

not empty. Thisset iscalled the 'set of total encounter'.]

FundAx 4 (Existence of focus events):
Let SO.,and S# 0. Thereisaset ®f of events caled focus

betweenS and I'. Formally: OS] . : @& [0

[An encounter exposes a set of individuals and a metabolic source or
sink to each other. A focusisa'homingin' between certain
individuals and the metabolic source or sink. During an encounter
between a herd of zebras and alion the lion might not be aware of
any of the individual zebras. Thelionisfacing a'cloud' of zebras. In
order to hunt one of the zebras down the lion needs to 'focus on one
of them. He needsto overcome the confusion and dilution created
by the herd, or at |east make a choice which zebrato capture. In
general, it cannot be assumed that afocus will be established merely

between one individual and the metabolic source and sink. Usually
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there is afocus between, for instance, many piranhas and one cow
(cow being the metabolic source). Another example isthe saw fish.
A predator preying on schooling fish kills many individuals during a
successful attack.

It isessentia to distinguish between an encounter and afocus.
An encounter concerns aset of individuals, e.g. azebraherd, and a
representation of a metabolic source or sink, e.g. alion. Once
encountered the herd can dilute the predator's attempt to gain focus.
This ability to dilute is a property of the herd, not a property of a
single zebra. If the herd is successful in diluting the predator's attack,
no single zebrais forced to face the lion. However, azebrawill be
forced to face the attack once there is afocus event between this
zebraand the lion. Once afocus event happened it is entirely up to
the abilities of the zebra and the lion whether a capture will happen or
not. In order to obtain asurvival probability, which isin this setup
identical to fitness, one can therefore adjust two parameters: the
ability of the herd to dilute predator attacks, or the individual ability
of the zebrato escape.

Confusion and dilution can also be present in the encounter
between individuals and a metabolic source. Confusion results from
"competition” for focus. If alion encounters a herd of zebras the
confusion effect due to the sameness of the individuals can be
interpreted as the individual zebras competing for the focus of the
lion, and in doing so blocking the lion from focusing. Similarly, two
individual s encountering one fooditem might fight over that item.

This lowers the probability of focus between that item and each of

a7
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those individuals. Thislowering of probability of focusis confusion.]

FundAx 5 (Subset Closur e of focus events):
Let SWO.7,and SWz0O. Then, SOWD [ .

[If SOW then any focusin @y, isalso afocusin ®F. Anevent

f [@ |, is, therefore, afocus between any subset of W and T .
Therefore, aspecific f [@ ¢ isnot necessarily afocus exclusively
between individualsin Sand I'. What can be said, however, is that
itisafocus betweenat leastthe individualsin Sand I'. If a 0.9
then db{ra} Isthe set of focus events between at least a and I'. The
largest set of focus events containing al ®f is ®F.

Any focus between zebras and alion will only concern exactly
one zebra. Therefore the zebra-lion system does not serve as a good
example here. The cow-piranha example is better: Each piranhais
attracted by the cow, and so are all the subsets of the overall set of
attracted piranha. If oneis given a set of attracted piranha (as the cow
isat any time point of the attack) one cannot definitely claim that
there are no more piranhas attracted. Attraction is here equivalent to
focus.

Analogous to the set of total encounter for each encounter event
thereisa'set of total focus for each focus event. Thisisthe largest
set of individualsinvolved in the focus event. Existence and
uniqueness of the non-empty set of total focus for each focus event is

proven in section 1.4, Theorem 2.]



FundAx 6 (Existence of reception events):
Let S#[0. Thereexistsaset P, of events called reception ofl” by
S. Formaly: OS] 9 &80~ B[]

[A reception event is an event by which an individual experiences a
change in its metabolic level due to a metabolic source or sink. A
zebra captured by alion looses all its metabolic energy. The capture
itself is the reception of the lion by the zebra. The devouring of a
cow by aschool of piranhais areception of the cow by the piranhas.
Between an encounter and the successive focus event thereis
interaction between the encountered set of individuals and the
realization of the metabolic source or sink. Once afocus event
happens the probability of whether there is areception of the
metabolic source or sink by the individuals is determined by the
individuals themselves. Once afocus event happens al individualsin
the set associated with the focus are exposed to the metabolic source
or sink independently of all the other individuals. Their probability
of experiencing metabolic change is only affected by how many other
individuals share the same focus event, and the performance of the

metabolic source or sink.]

FundAx 7 (Subset closur e of reception events):
Let SWO.7,and SWz0O. Then, SOWA [P .

[If SOW then any receptionin P}, isalso areceptionin PL. An

event r [P | is, therefore, areception between any subset of W and
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In the following section | derive some lemmas and theorems implied by the

axioms.

2.2.

The first three lemmas in this section explore the concept of ‘encounter’. Very

. Therefore, aspecific r [P { isnot necessarily areception
exclusively between individualsin Sand I'. What can be said,
however, isthat it is areception between at leastthe individualsin S
and . If a 0.9 then P, isthe set of reception events between at
least 0 and T.

Focus events and reception events have the same axiomatic

structure. The same set theoretical ideas apply to focus and reception

events.]

FundAx 8 (Existence of a resignation event):

There exists an event w’, called the resignation betweery and I".
[Not every encounter between a zebra herd and alion will result in
the lion capturing a zebra. More often the lion will abort the hunt.
Reasons for resignation are confusion or being outperformed after
focus by the zebra. Resignation means that the current attack is

terminated.]

Ramifications
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essential isthe concept of the 'set of total encounter' which will allow the definition of

the central concept of 'accumulation’ in the next chapter.

First, | generalize FundAx 3inLemmal. Lemma 1l and Lemma 2 will be used to
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proof Lemma 3, which is essential for understanding the concept of encounter. Lemma
1 and Lemma 2 are then used to proof the existence and unigueness theorem of the set
of total encounter.

To proof those statements we need FundAx 1-3.

Lemmal Let SWO .7 and SW# 0. Then, SOW-E TE |,.
Proof: FundAx 3 statesthat SOWE [E |, whichimpliesthat

sowe @)

It remainsto be shownthat ELOE, 0 8§ W.
Let EL O E,,. Assume SOW. Then, by FundAx 3 and equation 1, ES [ E,.
This contradicts the condition Eg O E},. Therefore SOW isfalse, thus

ELOE, 08 W. a

Lemma2: Let SWO.7. Then, E;, =E, n E.
Proof: In order to prove the Lemmal will show that Ej, . 0 Ejn E; and
El.s JEn ES areboth true.
@) Show that E},, s O Ejn  E.
By FundAx 3 E},, 0 E,, and E},, ¢ 0 E, since Wn SOW and Wn SO S.
Therefore: Ey, 0 E,n E. Q
2 Show that E},, ;O Ejn  E.
Therearetwo casess Wn S=0 and Wn Sz [J.
(@ LetWnS=0.Assume E}, n Eg#0. Let e[E |0 E §. It follows by
FundAx 2, that (U0 730 @ E|.Clearly E}0En E. It

follows then by FundAx 3that JOW and J O S. Therefore JOOWn S
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and J# 0. Thiscontradictsthe condition Wn S= 0. Therefore the
assumption E|, n E; 2 0 isfase thus Wn S=[0 Ej}Js E, E;.

Q

(b) LetWn Sz0O. Thenby FundAx 2 E|, o # . By FundAx 3

El,. OE, and E}, (OE,. Therefore E[,n ELz 0. Let eE [nE L.
It follows by FundAx 2, that (D0 730 :f& E|. Clearly
El OE,n E;. Lemmalyields JOW and JOS. Therefore
JOWn S. By FundAx 3it followsthat E, O E|, .. Since
elE 0 E | wasarbitrarily chosen and {¢ = E}, it follows that
E\, n Es O E, s, Which is statement (2) of this Lemma. a

This proves the Lemma.

Lemma3: Let SWO.9 and SW#O. Then, Wn S=0- Ejpn Ez0
Proof: By FundAx2Wn S=0- E, 0 .BylLemma2E,, =E, nE.

Wn'S

This proves the Lemma. a

Lemma3 is an explicit statement of acomment made in the discussion of FundAx
3. If Wn S=0 then any encounter in Ej, isnot an encounter in Eg. If thereisan
encounter between five zebras of a herd and alion, then thisis not an encounter
between the lion and any set that does not contain all the five zebras. Consider, for
example, two different herds of zebras. If thereis an encounter between one of these
herds and alion, then this encounter is not an encounter between the other herd and the
lion. On the other hand, if there is an encounter between one of the herds and the lion,
then this encounter is also an encounter between both herds together and the lion.

The superset closure of encounter events stated by FundAx 3 implies that for each

encounter thereis asmallest set of individuals which is encountered. | cal this smallest
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set the 'set of total encounter'. The set of total encounter is an essential concept which
will be used to define the concepts of cluster, accumulation and solitary individual in

chapter 3. A formal definition follows.

Definition (Set of total encounter): Let an encounter e[E § begiven. Let
HOS: (&l EDO@K BH:e E,). Then H iscalled theset of total encounter bs.

It is denoted by é. A

The following theorem shows that for each encounter the total set of encounter
existsand isunique. The theorem also gives a procedure to construct that total set of
encounter.

Theorem 1 (Existence and uniqueness of the set of total encounter): Let
SO0.7 and S# 0. Then, the set & of total encounter by e existsfor every e[E ¢. Itis
unigue and not empty.

Proof: Let §:={K|elE {}. Define H:= (|K. Weshow that H # O and that

H=¢. o

(1) Show that H # .

elE | foral KOS. Itfollowsfrom Lemma?2 that
H=(\KOEF ()Ek. ThereforeeE |, andthus E;, # 0. By
KOS, KIS
FundAx 2 thisyields H # [J. a
2 Show that H = €.
é asthe set of total encounter by e [E [ was defined to be
é0s:él B) De (E[J K & Since SOS and H = (K it follows

KOS,
that H O S. InPart (1) of the proof it was shown that e [EE

I

Assumethat H # €. Thenthereisa GO H suchthat e L. Therefore
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GOS since § ={K| edEy}. Since H=("\K it followsthat H O G.
KOS,

This contradicts the statement G [0 H which followed directly from the

assumption H # €. Therefore H = €. a

The proof of thislemmais complete. a

If alion encounters a herd of zebras, the total set of encounter might consist of ten
zebras. With the encounter between the herd and the lion, also an encounter between
the whole zebra population and the lion has happened. Since the total set of encounter
consists of ten zebras, all the encounters between any set containing those ten zebras
and the lion have also occurred. What has not occurred is an encounter between the lion

and any proper subset of the ten zebras.

Notation. Let ES:={e0E" | & S denote the set of encounter events which have S as

set of total encounter. Thisimpliesthat: 0S$] .7 : I%[Q =4

It was already stated in the comment to FundAx 7 that focus and encounter events
follow the same axiomatic structure. Therefore any statement about one type of event
has the same truth value as the analogous statement about the other type of event. |
will, therefore, prove those statements simultaneously. Lemmas anal ogous to the
lemmas for encounter events will be proven.

First | generalize FundAx 5 and FundAx 7.

Lemmad4: Let X [{®,B. Let SWO .9 and SW# . Then,
SOW=X TX .
Proof: FundAx 5/7 statesthat SOWK X |, whichimplies that
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SOWK [X |, @

It remainsto be shownthat XL OX{, 0 8§ W. Let Xg OX},. Assume SOW.,
Then, by FundAx 5/7 and equation 2, X O X{,. This contradicts the condition
Xg OX\,. Therefore SOW isfalse thus X, OX;, 0 § W. a

Corrolary: Let X ({®, B . Let SO.9. Then, X; OX].

Lemmas: Let X ({®, B . Let SWO.7. Then, X o =X5 nXC.

Proof: In order to prove this Lemmal will show that both statements,

Xios DXy XS and X{, s OXn XY, aretrue.

(1) Show that X{,.c OX{n X5,
By FundAx 5/7 X, O Xy, and X{,,s O X5, since WO SOW and
WwOSOS. Therefore: X{,,c OXyn XK. Q

2 Show that X{,.c OX{n X5,
Nothing has to be shown if X{, n Xt =0. Thereforelet X, n X5 # 0.
LeteX (nX §. Then elX |, and e[X §. Thus e isafocus/reception
event between I' and both subsets W and S. This means, however, that
eJX|,,s and, therefore, that X|, . OX;n X&. Q

The proof of thislemmais complete. a
The subset closure of focus events stated by FundAx 5 implies that for each focus
there exists alargest set of focused individuals. | call thislargest set the 'set of total

focus. A formal definition follows.

Definition (Set of total focus): Let anfocus f [@ ¢ be given.
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Lt HOS:(fO o DO@K H:f ®)). Then H iscaled theset of total
focus byf. Itisdenoted by f. A

Asin the case of the set of total encounter the set of total focus existsand is

unique.

Theorem 2 (Existence and uniqueness of the set of total focus): Let SO0 .7,
and S# 0. Then: Theset f of total focusby f existsforevery f [@ ¢. Itisunique
and not empty.

Proof: LetS :={K|f @ [}. Define H:= | JK. Weshowthat H = f.
KOS,
f asthe set of total focusby f [@ [ was defined to be

fOs:(f0 oHOOK O:f o)

Since SOS and H = | JK itfollowsthat H O S. Clearly f [@® |,. Assumethat
KDS,
H# f. ThenthereisaG O H such that e[E .. Therefore GOS since

S ={K| f Ody}. Since H = | JK it followsthat H OG. This contradicts
KOS,

G O H which followed directly from the assumption H # f.
Therefore H = f . a

Notation. Let ®f:={f O®%| = S denote the set of focus events which have S as set

of total focus.

Analogously to the 'set of total focus' | define the 'set of total reception’. The

proof of the respective existence and unigueness theorem is analogous to the one for the
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set of total focus and is omitted.

Definition (Set of total reception): Let areception r [P { be given.
Lete HOS: (O PDO@K M®:r PB). Then H iscalled theset of total

reception byr. Itis denoted by r. A

Theorem 3 (Existence and uniqueness of the set of total reception): Let
SO.7 and S# 0. Then, theset I of total reception by r existsfor every r P {. Itis

unique and not empty.

Notation. Let P, :={r OP]| = § denote the set of reception events which have S as

set of total reception.

2.3. Discussion

On encounter with a herd of zebras alion might be hungry or not. Incase heis
not hungry (or for some reason unable to hunt), immediatly after encounter there will be
atermination of orientation event which is not afocus. In the discussion of the Red-
Bellied Piranha it was mentioned that larger schools of pirnaha can attack their
predators. Therefore, a crocodile encountering alarge school of piranha might choose
not to attack, even if hungry.

In order to simplify calculation | restrict al future discussion involving
encounters to encounters with metabolic sources or sinks that are available for focus.
Therefore, an encounter between a satiated or injured lion and a herd of zebras does not
count as an encounter between the zebras and the lion as a metabolic sink. This makes

sense, since a satiated lion is not actually arealization of a metabolic sink for the zebras.
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the situation is more complicated in the case of the Red-Bellied piranha. If we ignore
predators (i.e., crocodiles) as metabolic sinks, if they are not available for focus, the
probability of encounter becomes variable; in case of the piranhait is dependent on the
school size. A large school will have alower exposure to predators than a small school.
In conclusion: Encounters with metabolic sources or sinks are exclusively encounters
involving metabolic sources or sinks available for focus.

We assume that, if afocus event between multiple individualsand I happens
after an encounter with a set, this focus event happens simultaneously for all
individuals. An earth-quake for example might kill 20% of a zebra herd over a period
of a couple minutes. Neverthelessin our approach thereis no time interval assumed
between encounter of the first and of the last zebra by the earth-quake. Thereisalso no
time interval assumed between the death of the first and the death of the last zebra
Certain predators, like the sawfish, swim into schools of prey fish and use their sword
to kill many individuals per attack. Also in this case we assume the focus between

individuals and the predator to be simultaneous, and so are the individual receptions.

24. Graphical Representations

| explicitly do not presume that the space occupied by individuals and metabolic
sources and sinks is Euclidean. Nevertheless the Euclidean two-dimensional space can
be used to illustrate the relation between individuals and realizations of metabolic
sources and sinks. Figure 2.3 shows the graphical representation of a metabolic source
orsink I and anindividual a. A redlizationof ' and theindividual a are each given
by two concentric circular vicinities whose centers are the coordinates of that realization
of M and of a inspace. Theinner vicinity is called the existential vicinity the outer

one, therelational vicinity. The existential vicinity can be seen as the biological body,
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the relational vicinity as arange of awareness. Further thereisan optiona set of focus
arrowsassigned to the center of the vicinities. Encounter, focus and reception events
can be introduced as follows: As soon as the existential vicinity of at least one
individual a [0S intersects with the relational vicinity of the realization of ' we say
that an encounter event of Swith I' has happened. As soon as the existential vicinity
of a intersects with the relational vicinity of therealization of ' and is pointed at by
one of the focus arrows of the realization of I, we say that a focus event between {a}
and I has happened. Assoon asthe existentia vicinity of a intersects with the
existential vicinity of therealization of I and afocus arrow points from the realization
of I' to a, we say that a reception event has happened.

With these graphical conventions we can illustrate more relations between
metabolic objects than described in the axioms. For example, we can introduce the
concept of 'encounter between individuals. Thisis, however, not supported by the the
axiomatic system so far. Also note that with the existence of encounter, focus and
reception events there is the possibility introduced for representations of metabolic
sources or sinks to change their position relative to the individuals. However, thereis

no concept of motion of individuals relative to each other introduced yet.
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realization of”
focus arrows

&
« relational vicinity

existential vicinity

Figure 2.3.: Graphical representation of a metabolic object (an indi
or a metabolic source or sink).

Figures 2.4 - 2.6 illustrate different situations involving a set of individuals S, certain
subsets of S, and a metabolic sourceor sink I'. Relational vicinities of individualsin

S are omitted.

Figure 2.4.: Graphical representation of an encounter bet®/een”
There is no focus between indivdaalsf or "and



Figure 2.5.: There is a focus between Bnd , butno
betweelt and

Figure 2.6.: Reception 6f hy . There is no other rece
since there is no other focus.

61
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Chapter 3. Solitary Individuals, Clusters, and Accumulations

In this chapter | introduce the concepts of ‘cluster’, ‘accumulation’ and 'solitary
individual'. Some facts related to these concepts are derived. These concepts are based
solely on the concepts of encounter and total encounter between a set of individuals and
ametabolic source or sink. No other concepts are used to define them. In particular, |
do not introduce an explicit notion of space. Introducing anotion of space will deter us
from understanding themeaningof space for an individual. This meaning is given
solely by the extent and the likelihood of a metabolic change to the individual caused by
ametabolic source or sink, and not, for instance, by a euclidean distance from the
metabolic sink or source per se.

The concepts of ‘cluster' and ‘accumulation’ are concepts of spatial closeness.
Individuals are considered spatially close under a metabolic source or sink if all of them
can be encountered simultaneously. Thisideagivesrise to the concept of a'cluster'.
Another concept isthat of an 'accumulation’. A set is considered to be an accumulation
if itisaunion of clusters which are themselves "close to each other" in the sense just
mentioned. While within a cluster all individuals can be encountered simultaneously,
thisis not necessarily true for an accumulation. On the other hand two different clusters
might share individuals. However, two different accumulations are spatially clearly
separated from each other. They do not have any individualsin common.

A solitary individual is an individual who is not an element of acluster. And
since accumulations are unions of clusters, a solitary individual can never be an element

of an accumulation either.
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3.1. Theory

Let . bethefiniteset of al individuals. Let S[0.9 . Let ' be ametabolic

source or sink with regard to each individual of the set S.

Notation for encounter probabilities (exposures). Let SW .7 . Recal that an
encounter event in E{ isan encounter which has S or asubset of S asits set of total
encounter. Encounters between I and subsets of .7~ are assumed to happen with
certain probabilities. This establishes the existence of a probability space (E',,. 4, ,P),
where E', isthe sample space, ., isthe o-algebragenerated by {EL| SO .9} (see
Bauer (1990)), and P the probability measure. This probability space givesriseto the
probability space (.7, P{.7}, n") , where ng := P[e0EL |&] E,]. n¢ isthe probability
that an encounter event isin Ef and is called the exposure ofSto ', " isa

probability measure on P{.7} , because:

i.) ns =0foral SO.7

i) LetE;n E,=0,then
Niw=PleCES |61 EX Ple Efe £] +f5 .
According to lemma 3 in section 2.2 we have
ELnE,=0- & WO
Therefore: SA W= n&, #As Ny

i) n,=PelE,|&] EA 1

Since " isaprobability measure we obtain 1|, =0.
Since the concepts of solitary individual, cluster and accumulation are based on

the concept of set of total encounter, it is necessary to have a notation for the probability
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that an encounter event is between S and I and has S asits set of total encounter. This
probability is denoted by AL, thus A% == PleDEL |é] E. ], andis called total exposure
of Sto I'. Recall that an event that has S asits set of total encounter is an encounter
event between I' and S which isnot an encounter event between I and any proper

subset of S. Recall that E', = [ J EL, thus E', is partitioned into sets of total encounter

S

events. Thisistruefor each Eg, namely E§ = UEL We obtain therefore ng = ZﬁL :
HOS HUS

and ns =1. This shows that we can construct a probability measure n" by assigning
Sy

to each element S of P{.7} anon-negative number 1% al of which haveto add upto 1.
From the non-negativity of n" and n|, = 0 follows the non-negativity of n" and

that n° = 0. The non-negativity of 7" and the equation ng = Zﬁ,: imply that

HOS &, ns. The probability measure " istherefore g(:r?:zrated by the function

n", and we describe this fact by writing n" = <ﬁr >prob.

Cluster. For the following definition recall from chapter 2 the definition of the set of

total encounter and Theorem 1 which states that the set of total encounter is not empty

and is unique for each encounter. The concepts of ‘cluster' and ‘accumulation’ are based

on the concept of 'set of total encounter'.

Definition (Cluster under I'): A set SO .9 of individuas, with [§>1, iscalled
acluster (of individuals) under if and only if thereis H 0 . suchthat SO H and
ny, #0. If Sisacluster under I, then wedenote Shy S, .. If Sisnot acluster under

M then S, :=0. A

This means that a cluster is a subset of a set of total encounter which can be

encountered by I'. Whether a set of individualsis a cluster or not dependson I". For
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example: A herd of zebrasis not acluster under alion, it might however be a cluster
under an earthquake.

In order to illustrate the concept of a cluster we can use the graphical
representation introduced in section 2.4. A set of individuals will form acluster if we
can position I so that all existential vicinities of the individuals intersect
simultaneously with the I 'srelational vicinity. Note that the possibility of individuals
moving relatively to each other is not yet defined. However, encounter, focus, and
reception events imply motion between individuals and metabolic sources or sinks.
This can be illustrated in the graphical representation givenin section2.4asT is
moving,while keeping the locations of all individuals fixed. A type of movement
between individuals will be introduced in the next chapter in the form of migration

events between, towards and away from accumulations.

Oe.
a

Conclusion 1: Let §,, # 0. Then, thereisan event e[E { suchthat S

ust lust

Conclusion 2: Let §,, # 0,andlet HO S, with [H 1. Then H = H],

ust clust *

Therefore, every subset of acluster containing at least two individualsis a cluster as

well. a

Conclusion 3: Because of conclusion 2 any intersection of two clusters
containing at least two individualsis again acluster. The set of all clustersis, therefore,
closed under those intersections:

Let S #z0and Hl #20. If | nHl s PLlthen S, n H,,=(Sn H),4. O

Conclusion 4: The union of two clusters may not be a cluster. a
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In figure 3.1 the concepts of solitary individual and cluster areillustrated in
two-dimensional space using some of the graphical conventions introduced in section

2.4.

Figure 3.1.: In part (a) the s§t forms a cluster uhder  How8&yer, in pe
does not form a cluster urider , bedause cannot be positio
such that all individuals witliin  's relational vicinity. Théos¢}
however, forms a cluster urider . For explanations regarding
meaning of the graphical elements see section 2.4.

.

B

(a clustered with B, or a clust 3), or shortly, if there is no ambiguity with regard to

Therelation ~ . Let H beacluster under I'. Let a,8 0OH. Then wewrite a

clust clust

ra |~$B. Therelation ~ isreflexive and symmetric, however not necessarily
clu:

clust

transitive.

Accumulation. | will define now the concept of an ‘accumulation’ which isa"spatialy

connected union of clusters'. In order to accomplish that, we extend therelation ~ to

clust

therelation ~ which isreflexive, symmetric and transitive.

accum
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Definition (Accumulation under I'): Let S be aset of individualswith |[§>1

satisfying the following condition:

Let o OSand B U.7. If thereisafinite sequence of individuals
W, W, ..., With w 0.9 foral i =12,...,n, such that

O~ 0,0 ~ @@y ~ QLG

clust clust clust clust

then w,, w,, ..., , BOS.

Then Siscalled an accumulation (of individuals) undér and isdenoted by S, A

The next theorem lists afew properties of an accumulation.

Theorem 1: If the set S of individuas, with |§>1, isan accumulation under I,
then all of the following conditions are satisfied:
i) Anaccumulationisthe union of its clusters: S= | JHj
ii.) Cluster connectivity: Let S,S,0S, SOS: S, i
S n S =0.Thenthereisacluster H O S under I such
thaa HNnS#0 and Hn S 20.

iii.)  Cluster closure: Let H =H[

clust

and H# .
fHNS20 then HOS.

Proof: Let S bean accumulationunder T .

i.) S can bewritten asaunion of sets of individuals which are



linked by finite chains. Two individuals related to each other by
~ form acluster, and therefore S= | JH] o . If |Hjx P2

accum HOS,
2
then, according to conclusion 1, there are clusters K with

IK E2,suchthat Hj,, = [ JK. Therefore S= | JHj - 0
||I<(I|S_ (2:Iuster HOS

LetS,S0S SOS S, §nS=0. Leea§and SOS.
Then there areindividuals w,, w,, ..., &), in S, such that

acI:stwl’wch:aa)z"n’aa_lclu; « ,CHCIU; I
Since§nS=0and §0OS= Stherehastobeafirstindex k,
such that w, 0§ and w., US. Theset H:={w, w.} isa
cluster satisfying Hn Sz0 and Hn S z0. Q

iii)LeteH=H, . ,HzO and HnSz0O. Let a OH" S. Thenfor

That completes the proof of the theorem.

Condition ii.) in Theorem 2 relates to "spatial connectedness” of accumulations,

while condition iii.) relates to a"distance between accumulations’. Two individuals

clust ?

all B0OH it holdsthat a |~gﬁ' Therefore by the definition of

accumulation it followsthat H O S. a

68

from two different accumulations are never in the same cluster. Two individualsin the

same cluster are always in the same accumulation.

Corollary: Let § and S, betwo accumulationsunder I". Then,

SnS#00 & S.
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It follows from the definition of ‘accumulation’ that any cluster is either an
accumulation, or is a subset of an accumulation. The following lemma states that for

each cluster there is a unique embedding accumul ation.

Lemmal: Let H=H}

clust
HOS m Seam IS UNique.

Proof:  Define S to be the following set:

with H # 0. Then, thereisan S, such that

ccum

S={ftw0 I # 12...,n:ad:ﬂa@ Ww~80. g, Hy ¢+OB8 aH)

clust clust clust

Then Sisclearly an accumulation, and H 0 §__,,. Because of the corollary to

Theorem 2, there can be only one accumulation containing H. Therefore S, is

ccum

unique. a

It isessential that the set H inthe Lemma 1 isindeed acluster or an
accumulationif |[H 1. Let H, e.g., be the union of two different accumulations.
Then S as constructed in the theorem will still be the union of these two accumulations
yielding S=H which isnot an accumulation. On the other hand, H in Lemma1 can
beasingleindividua a. Using the set formation given in Lemma 1 we can easily

generate a unique accumulation containing a , assuming a belongsto acluster.

then thereisa

a

Corollary: Let a 0.9 . If thereisaset H suchthat a OH/,

clust !

suchthat a O,

ccum*®

unique accumulation S,

ccum

Lemmal and the Corollary to Lemma 1 motivate a notation for the accumulation

containing a cluster or an individual.
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Notation. Let

(@) oo ={BD1F 12.nia ~cb] @ ~@ 0. @, Hg @~/

clust clust clust clust

is the accumulation containing a. Let H=H/ . with H# 0. Let

clust

then<a >

accum

<H>aocum:{,B|Eb),DI,i 12.nta~d] w~w0. g, He %Dﬁ a H]

clust clust clust

then (H) is the accumulation containing H .

accum

Therelation ~ . Let Sbeanaccumulationunder I'. Let a,B OS. Then we write

accum

a - B (a accumulated with B (under '), or a accum f3), or shortly, if thereisno

accum

ambiguity withregardto ', a ~ [. Therelation ~ isreflexive and symmetric,

accum accum
because therelation ~ hasthese properties. Furthermore ~ is,incontrastto ~ ,
clust accum clust
transitive. ~ istherefore an equivalence relation.

accum

Solitary individuals. If an a 0.7 isnot an element of any cluster, then it is also not an

element of any accumulation. Thisfact constitutes the concept of a'solitary individual'.

Definition (Solitary under '): Anindividual o iscalled solitary underl if and
onlyif 081 v :@0S J . A

Conclusion 5: Let a beanindividual. Thenunder I' a iseither solitary or itis

an e ement of acluster. a

Theorem 2: Let a beanindividual. Thenunder I' a iseither solitary or itisan
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element of an accumulation.

Proof: Thisfollows from Lemma 1 and Conclusion 5. d

Since ~ isan equivalence relation the following theorem isimmediately implied.
Theorem 3: Any given metabolic source or sink I defines a unique partition on

9 into accumulations and solitary individuals. a

Exposure of accumulations: The set .7 isuniquely partitioned into accumulations and
solitary individuals under a probability measure " . Denote with P(n") the partition of
9 into solitary individuals and accumulations under the metabolic sink or source I',

thus:

P(7"):={S S=Sd Ha0BS a0 S =§, }

Let SOP(N"). Recall that ng = Zr}L Then n" isaprobability measure on P(n").
HOS
ns iscalled the exposure of the accumulation (or solitary individugo . n¢ isthe

probability that an encounter between the accumulation S and I' happens. Also:

SOP(" # O.

3.2. Discussion

| have now set the stage to address certain sets of individuals, namely
accumulations, as entities under encounter by a metabolic source or sink. Recall that
the axiomsin FundAx assumed encounter, focus, and reception with regard to arbitrary

sets of individuals. In future we can restrict encounters to those of solitary individuals
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and accumulations. Thisis, indeed, an essential conceptual progress. Note that there
are no ambiguities possible, since the relation = isan equivalence relation. For each
metabolic source or sink there is a partition of the set of individuals into accumulations
and solitary individuals, and this partition is unique.

The following line of thought shows the connection between the concept of total
set of encounter and the concept of accumulation. Let's assume that a set of individuals
isencountered. Then thereisasmallest set of individuals being encountered, namely
the set of total encounter. This set of total encounter is either acluster or a solitary
individual. If itisacluster, then there exists a unique accumulation containing this
cluster (by Lemmal in this section). According to FundAx 3 (Superset closure of
encounter events) the encounter of the cluster also means that the cluster's accumulation
has been encountered. Therefore, encountering an arbitrary set of individualsis

equivalent to encountering either a solitary individual or an accumulation viathe set of

total encounter.

3.3. Extension of FundAx to AccumAX, Interactive Process

In chapters 1 and 2 | discussed the procedure during which arealization of a
metabolic source or sink can induce a metabolic changein an individual. First, there
will be an encounter between individuals and the metabolic source or sink, then afocus
event might occur, and finally a reception of the metabolic source or sink by one or
more individuals may happen. FundAx and the concept of accumulation developed in
this chapter alow for capturing such procedures in the form of a stochastic process.

Assume that an encounter involving an accumulation happens. Then it cannot be
concluded from the axioms in FundAx that a successive focus event will involve a

subset of that same accumulation. If thereis an encounter between a herd of zebras and
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alion, then the successive event will either be afocus event between a zebra of the herd
and the lion, or aresignation. Before there can be a focus between the lion and a
solitary zebra or a zebra from another herd, there has to be a resignation involving the
herd that was just encountered. To capture thisfact it is necessary to introduce another
axiom, which makes sure that after an encounter with an accumulation focus cannot
occur beyond that accumulation before a resignation involving this accumulation

happens. The following definition captures this fact:

Definition (Stories): Let §,S,,S,0. . Let § be an accumulation or a solitary
individual. Let § OS] S,. Thentheset ', of stories concerning? and T is

defined as follows:

) LeteE . Then: [e » w}] O,
i) Lete® § and f O®L. Then: [e— f - w)] 0.
i)  LeteE [ fO®,and rOPL. Them [e~ f - ]I 7.
iv) (Closure under story concatenation)
Let[o,][X |, and [0,] (X |. Then: [0, > 0,] X ',.
V) (Completeness of the set of stories)

If [0] (X 7, then [a] isof either of the forms given ini)-iv). A
Extension to AccumAx. The definition of a story allows us to extend FundAx.
Axiomatic System for Accumulations (AccumAX)

Let 9 bethefinite set of al individuals. Let ' be ametabolic

source or sink with regard to each individual of theset .. Then,
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AccumAx consists of FundAx and the following axiom:

AccumAx 1 (Existence of stories):
There exists anon empty set =’ of stories concerning .7 and T.
Thisset iscomplete, i.e., if [g] isastory concerning . and I

according to the definition of the concept 'story’, then [o] (X ', .

The concept of astory defines sequencing (time) and causation between events.
A story is asequence of events such that before a reception event can occur there hasto
be afocus event and before a focus event can occur there has to be an encounter event.
Encounters only happen to solitary individuals or accumulations. Focus happens only
to subsets of sets encountered. Reception happens only to subsets of sets of focus.

In the context of a story the concepts 'before’ and 'after’ can be defined.

Definition (Event happens before another event, event happens after another
event): Let a and b betwo events, and let [a, - &, - ... » a,] beastory. We say that
a happens beforé in[a, - a, - ... » a,] or, equivaently, that b happens aftea in
[a, - & - ... a,],if and only if thereareindicesi,j ({1 2...,n} suchthat a=a and

b=b andi<j. A

The following notation concerning probabilities of events will be used in the
definition of the concept of 'interactive process and later on in deriving fitness
functions. An interactive processis a stochastic process on stories. In stories of type
ii.) an encounter and a focus event occur consecutively. Which individuals will be
subjected to focus depends on which accumulation or solitary individual has been

encountered. In stories of typeiii.) afocus and a reception event occur consecutively.
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Which individuals will be subjected to reception depends on which individuals were

subjected to focus.

Notation for focus probabilities (acceptances). Let SW,H 0.7 . Recall that afocus
event in @ isafocuswhich has S or asuperset of S asits set of total focus. Focuses
between I' and subsets of .7~ are assumed to happen with certain probabilities. Recall
aso, that @, isthe set of all focus events (see corollary to lemma 4 in section 2.2).
This establishes the existence of a certain probability space (®f,%4’ ,Q) , where @ is
the sample space, &' isthe o-algebra generated by {®L |SO.7} (see Bauer (1990)),
and Q the probability measure. This probability space givesrise to the probability
space (.7, P{.7}, u") . The probability measure u" isnot as easily obtained from Q as
the probability measure " from P in case of definition of the probability space of
encounters.

Given acertain subset H of .7 itisof interest to obtain the probability of a
focus event being in ®;,. The probability that afocus eventisin ®j, is denoted by ¢;,,
thus ¢, :=Q[f O}, | f1 @[ ]. ¢, iscaled theacceptance of by H. ¢/, isthe
probability that a focus event occurs between at least H and . However, ¢" isnot a
probability measure on .7, because of the biconditional SOW- ¢ ¢\, (follows
from lemma4 in section 2.2). ¢, can be expressed intermsof u' foral HO.7,
becausefor all H.7 theset {f O®},| fI @[} isinthe o-algebra 4§’ . Thiscan be
seen by expressing @', by using setsin {®% | SO .7} by stating the fact that
®f, = | J@. Since 7 isafiniteset @, is, therefore, indeed in &' .

'IK'E:: probability ¢, := Q[ f O, | f1 @] iscaled thetotal acceptance of by
H. Acceptance and total acceptance are related by the equation ¢, = ZzﬁL .

KT

In the stories of typeii.) and iii.) focus events happen after encounter events. An

encounter event is always an encounter with an accumulation or a solitary individual.
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That means, that an encounter event can be interpreted as the set of all possible focuses
on subsets of the encountered accumulation. Let S be an accumulation under I'. Then
the probability that H isthe set of total focus under the condition that S was
encountered is denoted by <5|:|s- Once Sisencountered only sets K [0 S can be sets of

-
total focus. Therefore ¢y, isdefined by @, := é—” The overall probability of

S 4
KOS
focus between aset H and I istherefore ng (¢, where HO S, and Sisan
accumulation. This probability is denoted by ¢}, ., and called the total acceptance of
H throughS. Thus @}.s:=ng @ s
The probability that accumulation S is encountered and successively afocus

occurs between (at least) individual a 0S and I is denoted by ¢{ra}:S. Then
¢{ra}:s ::’72 quers-

HUS,
alH

Notation for reception probabilities (receptances). Completely analogousto the
probability spaces defined in case of focus the probability spaces (P, ,&, ,R) and
(7 ,P{9}, v") can bedefined in case of reception.

The probability that areception event isin P}, is denoted by pf,, thus
ol =PlrOP, |0 | JRE]. pj iscalled thereceptance of by H. pj, isthe
probability that a rets:%f)tion event occurs between at least H and I'. Because of the
subset closure of reception events (FundAx 7) weobtain: HO $1 gL, pL (which aso
means that p" is not a proabability measure, but is deried from the probability measure
v"). The probability pf, that H isthe set of total reception for areception event, thus
A :=Plr OP, [0 | JF 1. Recall that an event that has H asits set of total reception

S

isnot areception event for any proper superset of H.

p" isaprobability measure on the powerset of ., which means that Z pL =1
Sy

and p;, =0 foral HO.9 . p|, iscalled thetotal receptance of by H. Note that the



77

probability measure p" isdependenton I' and .7 . It isfor example not necessary that
if H#0O that thereisany subset of K 0 H suchthat p| #0.

Receptance and total receptance are related by the equation pf, = Z Py . For

KUH

completeness define p|, =0. Thisimpliesthat p|, =0 aswell.

In the stories of typeii.) and iii.) reception events happen after focus events. A
focus event gives rise to the set of possible receptions, because the receptions have to be
chosen from the set of total focus given by that focus event. | denote with ,E)[”S the
probability that H isthe set of total reception under the condition that Sisthe
preceeding set of total focus. ,E)[”S is called thetotal receptance of by H after total
focus betwees andI'. Once Sisfocused on only sets K [ S can be sets of total
reception. The overall probability of reception of I' by H istherefore
ns Dz (G Dz,érHlK), where HO S, and S isan accumulation. This probability is

KOS HUK

denoted by p},., and called the total receptance of by H through accumulatiors.
Thus ). := Ns DZ ($L|s DZ/SIF-HK)

KOS HUOK
The probability that accumulation S is encountered, successively afocus occurs

between individual a JS and I, and after that areception of I by (at least) a happens
isdenoted by oy, s Then pr, 5:= 1 0y (N DZHHK). P < iscalled the

KOS, HOK
a K alH

receptance of by individuala through accumulatiors. Thistype of probability will
become essential once individual fitness functions are introduced in chapter 4.
Interactive process. An interactive process generates random sequences of stories.
The process concatenates stories. Hence the process has to be defined only on the

shortest stories. The set of shortest storiesis defined as follows:

Definition (Shortest stories): Let §,S,,S,0.9. Let § be an accumulation or a
solitary individual. Let S O S[1 S,. Let ' be ametabolic source or sink for all
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individualsin .7". Thentheset X' of shortest stories concerning” and I is defined

asfollows

i) LetelE . Then, [e - w}] 05,
i) LetelE § and f 0L . Then [e— f — ] 02
iii) LetelE § fO®L,and r OPL. Then [e— f - r] OZ].

Vi) If [0] OZ', then [o] isof theform givenini), ii), or iii).

The definition of 'shortest story' isidentical to the definition of 'story’ but excludes
closure under concatenation. Therefore, 27 02" . Also, [a, — &, — ... » a ] O] if
andonlyif n=20r= 3. X' generates X' under concatenation.

The stage is now set to define the concept of ‘interactive process.

Definition (Interactive process between .7 and I'): Define the random

variables X,t 0N, with valuesin X' in the following way:

Fordli=123...
i) PIX() e~ ()] € EF (A gf“)'
i)
PIX() e~ f- ]| OEQ § spf & ]:00 fis @ mzszﬁmsz).
iii)

PIX() e~ f- Al € EQ § SOf P 0S8 Pl ) ¢ Frpe,

Then, asequence { X(i)} ., , 5 . Of random variables, such that each redization

[X(D],[ X 2],...,[ X(n)] of any subsequence of the form X(1), X(2),...,X (") forms an
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allowable sequence when written in the form [x(D) - x(2) - ... - x(n)] iscalled an

interactive process betweeni and T . A
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Chapter 4. Incentives for Accumulation

In this chapter | return to the original question: Under which conditions will
solitary individuals competing over metabolic sources form accumulations? In order to
tackle this question, some constructions have to be made. Note first, that individuals do
not have the ability (AccumAXx) to "form accumulations’. Accumulations and solitary
individuals, asintroduced in chapter 3, are fixed. Second, even if this ability to form
accumulationsisintroduced individuas have to have an incentive to form them. Both,
the ability to form accumulations and the incentive to form them, are introduced in the

following.

41. Movement and migration

Movement. The concept of accumulation (introduced and discussed in chapter 3) is
based on the concept of encounter (FundAx 2 and 3). The properties of accumulation
are derived from the properties of the set of total encounter (Definition and Theorem 1
in chapter 2). Theorem 4 in chapter 3 states that any given metabolic source or sink
defines, on any given set of individuals, a unique partition into accumulations and
solitary individuals. Thereisat this point of the development of the theory no
possibility for individuals to migrate between accumulations. In order to introduce such

apossibility the following has to be established:

(1) Definethe possibility that under the same metabolic source or sink different

partitions in accumulations and solitary individuals are possible, and

(2) define migration events and introduce a time-line along which those events
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happen.

In order to accomplish (1) note that a metabolic source or sink I is given with
regard to afinite set of individuals .7~ by the probability spaces (.7,P{.7}, n") (ns is
the probability that an encounter event isin EY), (.7,P{.9}, u') (with ¢}, isthe
probability that afocus eventisin @y,), and (.7,P{.}, v") (with py isthe probability
that areception event isin Py ), and the associated sets of events [see chapter 3 for the
notation regarding these probability spaces]. Until now it was not required that
encounter events exist in Eg, for which, e.g., any {&} O Sisthe set of total encounter.
However, if, for instance, we want to have the possibility of a leaving an accumulation
and becoming solitary, there has to be an encounter such that {a} isthe set of total
encounter. Therefore, the following closure property for encounter eventsis required to
implement the possibility of free movement. This givesrise to an extension of

ACCUMAX.

Extension to M oveAx.

Axiomatic System for Movements (MoveAXx)

Let 9 bethefinite set of al individuals. Let ' be ametabolic

source or sink with regard to each individual of theset .. Then,

MoveAx consists of AccumAx and the following axiom:

MoveAx 1 (Closure of total encounter events):

0% #1e EFS é
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[This means that each subset of individuals can be a set of total

encounter]

Recall that Eg denotes the set of encounter events which have S as the set of total
encounter. The set of all encounters E', is partitioned by the set {ég |SO.7}. In
chapter 3it was shown that A% = P[eJEY |& E., ] isaprobability measure on P{.7} .
The idea now is to represent movement of individuals as sequences of probability
measures on the powerset of P{.7} .

Consider the following example: Let 7"*,n"* be probability measureson .7 .

L et's assume that individual o issolitary under I with 0" and that a is not solitary
under I with n™?. Assume further that n.* =ns? for al SO.7 with a OS. Then

n¢* =0 foradl SO.7 with {&} O Ssince a issolitary under I with 7', On the other
hand, there hasto be SO .9 with a OS such that N{* # 0, since a is not solitary under
I with n"*. Therefore, the short sequence n"*,n"  stands for a process during which a
solitary a joins an accumulation. Itis, indeed, a who isjoining the accumulation and
not the accumulation joining a, since a isthe only individual that moved (due to the
condition that ni* =ng? for all SO.7 with a OS, and that there s at least one

SO .7 with {&} O Ssuchthat n;*=00n5% 0).

This example shows that movement between accumul ations and movement of
solitary individuals towards or away from accumulations can be created by a sequence
of redefinitions of clustersunder I' via probability measures. A set SO .7 of
individualswith | Sp1 isacluster under I with 7" if and only if n.* # 0. Because of
conclusion 2 in chapter 3it followsthat OH1 S[1 |H | 1:%* 0. Definen? so
that n¢? =0 and n;,” =n;,* foral H#S. Then the sequence n'*,n"* stands for a
dispersal of S. Note that proper subsets of S will still form clustersunder T with 7"

asthey did under I with n"*. Therefore, not only movement between accumulations
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can be characterized by sequences of probability distributions. Movement within
accumul ations can be captured by this method aswell. This givesriseto the following

definition.

With this definition of movement also a time-line along which movement occurs
has been introduced. That takes partially care of point (2) above. Itis, however,
prudent to integrate movement with the concept of astory. Thiswill be done towards
the end of the chapter. At this point the time-line for movement is unrelated to the
time-line for stories.

The concept of movement given in the definition is very general. Of interest at
this point are special movements, namely the movement of a single individual leaving,
joining or commuting between accumulations. These types of movement are called
'migrations. In thisthesis no other kind of movement will be investigated, although the
framework has the potential to define them.

Definition (Migration between accumulations): A movement {7"'},_, . is

..... nl

called amigration of individuala from accumulatior§ to accumulationS, \ {a} if

the following conditions are met:

i.) alsh S
ii.) S isan accumulation under I with n"*, but not with n"".
iii.) S isanaccumulation under M'with 7", but not with ",

iv.) S \{a} isanaccumulation or asolitary individual under I with
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n

S \{a} isanaccumulation or asolitary individual under I with

,:]r,z' A

The first three conditions in this definition make sure that a originates from an

accumulation and ends up within another one. The last two conditions state that

individuals by ‘'migrating between accumulations do not arbitrarily generate new or

destroy old accumulations.

migration of individuala from accumulatiors into solitudef the following conditions

are met:

a S

S isan accumulation under ' with n"*, but not with ™",

a isasolitary individual under I'with 7", but not with n"*.
S\{a} isanaccumulation or asolitary individual under I" with

,’,}r,n' A

Definition (Migration from solitude into an accumulation): A movement

.....

the following conditions are met:

i)
i)

i)

a US
a isasolitary individual under 'with 7", but not with n"™".

S isaaccumulation under with 0", but not with n"*.



85

iv.)  S\{at isanaccumulation or asolitary individual under I with

ﬁr,l_ A

Definition (Isolated Migration): A migration {n"'},_, , of individual o is

called anisolatedmigration of individuala if the following conditions are met:

i) 081 7 @@ S:RLT ng"
i) [S1.90 @ S:g' nL" A

A probability distribution 4" on {EL | SO .7} defines a partition of .7 into
accumulations and solitary individuals. Thisis stated by the following two
propositions:

Q) a and B belong to the same cluster if and only if
HO 4 {a,B@ H:#], O.
(2 aissolitaryifandonlyif O$1 71 {@& S=¢ O.
For example, if NS #0 for all SO.7 thenthewhole set .7 isasingle accumulation. If
Ns =0 foral SO.9” with |Sk1,and i, # 0 foral a 0.5, thenal individualsin .7

are solitary. If two individuals 3, B, .7 form acluster and all other individuals are

solitary, then 1, . #0, N, #0foral a 0.9 \{B, B}, and

0% & @S01 BB} 9=A. O
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describes the situation completely.

Incentiveto migrate. Anindividua hasto have an incentive to migrate. Such an
incentiveis given once an individual can improve its current situation by migration.
Improvement refers here to improvement of the individual's metabolicsituation. Right
now thereis, however, no explicit metabolic concept defined which could be used to
define a concept like 'incentive'.

Anindividual isin ametabolically beneficial situation if the probability of
reception of a metabolic sourceis large, and/or probability of reception of a metabolic
sink issmall. Incentive to moveisgiven if, by moving, the individual can increase the
probability of reception of a metabolic source and/or lower the probability of reception
of ametabolic sink. Therefore receptance (as defined at the end of chapter 3) can be
used to form a measure of incentive which in our context is the same as fitness.

Fitness in evolutionary biology is defined as the differential of survival and
reproduction. A fitness function is any function which can be used to measure that
differential. Inasystem like ours, which does not feature reproduction, fitnessis
equivalent with survival, i.e., metabolic benefit. An appropriate fitness function can
then be created using probabilities for metabolic benefit or damage, i.e., receptance.

To investigate the conditions under which individuals will form accumulations it
suffices to use as incentive fitness functions based on receptance. | will, therefore, not
concern myself with specific calculations of expected metabolic benefits. In order to be
complete | have however included in appendix 2 the definition of 'metabolic payoff
function' which is based on the definition of storiesin much the same way as the

definition of the interactive process was.

In 3.2 | have defined receptance via sets of total encounter and/or focus. Asl
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stated above receptance will be used in constructing a measure of incentive or fitness.
Part of the receptance via setsis afocus probability, or the acceptance. The following

section discusses acceptance for the purpose of finding an algebraic expression for it.

4.2. Deriving aformulafor the receptance of an individua viaan

accumulation

In this section | derive aformulaof pf,, s, which was defined in chapter 3 as

p{ra};s =g DZ (é;sDZﬁrHK)

KOS, HUK,
alK alH

p{ra}: s Isthe probability of reception of onerealization of I' by a through the
accumulation S. When I is ametabolic source, oy, s isameasure of a'sfitness.
When I isametabolic sink, 1- py,, ¢ isameasure of o 'sfitness.

In the following I will derive successively more explicit expressions for py,,

¢{ra}|s :’7; qusrrqs’

KOS,
alK

Theformulafor pj,,. First| deriveaformulafor the probability py,, of H being the
set of total reception under the condition that K was the preceeding set of total focus
under I'. Since areception event of " by any individual can only happen after there
was afocus event between that individual and I" we haveto set pj,, =0 if HOK. Let
H O K. Since reception events between individuals and I occur independently of each

other we obtain for pj,, the equation p},, = ﬂ Olai 5 Drl (1- @y ,s)- Thefollowing
oH B K\H

simplification will yield more manageable formulas:
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(Equal performance of individuals under metabolic sourcesand sinks): Let '

be ametabolic sourceor sink. Then: o> W & 9 :p,5 O -

,FHOK

N . D
With this simplification we obtain p,, —%pr)l,ﬂ M- )< ifHOK

The formula for Z[),:lK. Zb[,lK is the probability that areception event of I by at

HOK, HOK,
alH alH

least a occurs under the condition that K was the preceeding set of total focus under

[. This probability is denoted by of,,. If a OK thenpf,,, =0. Otherwisethereare

K|-1
%H ||‘1E possibilities to choose a set of size |H | from aset of size |K | given that o

has to be contained in the chosen set. There are overall 2! — 1 non-empty subsetsin K.
OK -1
HH |-1C
2K -1
probability that such a set is a set of total receptionis (o™ )"'{1- p")* ™. From this

So the probability of choosing aset of size |H | containing a is . The

we obtain

OK |10
= 3 =Sy mog e L E
(ol K v HK ™ 2 oK Zq
alH
pr
which simplifiesto p{rc,}IK ZZ'T—l . Therefore we obtain overall
, if a OK
r _ r
Pa =0 P i 4ok

KT —

Acceptancein termsof confusion and dilution. Let S[0. be an accumulation under
the metabolic source or sink I' and let a [IS. | denoted with q){ra}: s acceptance of I by

at least a through S, which isthe probability that the next focus event in an interactive
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processisafocus between at least o and .

One reason for an encounter not to be succeeded by afocusisthe ability of the set
Sto dilute the focus between a and I'. A lion will be less successful when attacking a
herd of zebras than attacking a number of widely dispersed zebras, since on encounter
of the second constellation of zebras the predator will face only one zebra at atime and
will not have to deal with confusion and dilution generated by the closeness of others.
Confusion isthe ability of zebras to move about in afashion which makesit difficult for
the predator to keep track of any single zebra. Dilution isthe the effect that the
probability of being captured by alion isfor any given zebralower in agroup simply
because the danger isdivided. Given that an encounter has happened, the probability
that afocus within accumulation S will not occur because of confusion is denoted with
y<. Theindex Sindicatesthat confusion is considered to be a property of the
accumulation S.

¢{r0,}: s 1S, therefore, the probability of the event (1) overcoming the confusion of
I by S, and (2) overcoming the dilution of I by S capturing at least a . (2) meansthe
probability of focus due to random drawing between at least individual a and I
ignoring the confusion effect of S. Therefore, ¢, s = (1-ys) O} < and analogously
biys=A-Ys) Efg, s Vs being the probability of confusionof I" by S, f;, < isthe
probability of drawing at least individual a in S, and f{;}: s 1sthe probability of drawing
only individual a in S. The probability of overcoming dilution, fg, s, isdependent on
the number of individualsin S and on the maximum number m" of individuals possibly
involved within afocus with I, i.e., the focus capacity of I'. After overcoming
confusion at least one individual is chosen from S. If there isno confusion, which
meansthat ys =0, then ¢, s = {5, < Inthat casefocusis simply arandom drawing of
sets of individuals according to a probability distribution which depends on the focus

capacity of . If yg =1, thenforal BUS:¢,, & 0 which meansthat there will never

S
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be afocusof any S 0Swith I through S since confusion is perfect.
Since confusion is the only reason that a focus event after encounter will not

happenweget erls =1 5 ¢1,s isthe probability that thereis afocus event

HUS, HUS,
Hz0 Hz0O

between at least oneindividual in Sand I'. From here

A A

Z‘ﬁ[ns = Z(l—yg) s =(L-ys) 0y flys =1 —Vs. So the probability of confusion

HOS, HOS, HLS,
HzO Hz0O Hz0

of I by Scanbewrittenas yg =1- Za’r:w-

HUS,
Hz0O

A short remark on solitary individuals under I isin order. Thereisno confusion
in solitary individuals. That meansthat o] Y:y{rgy 0. Thisalso means that

fops = ﬂ}; s=@% s =9, s =1if a issolitary.

[llustrating confusion. A reception of I' by a S through the accumulation S can be
illustrated as follows: The probability of the encounter is n5. Once the encounter has
occurred, I will face confusion. Confusion is overcome with a probability of 1- ¢,
after which anindividual a OS is chosen with probability fg,s. Figure4.1illustrates
this.
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¢{ra}:s = (1_yg) D{Z} S

~r
[ s >

Encounter betweeln a8

Figure 4.1.: lllustration of the concept of confusion

The acceptance formula. Itisnow possible to find a formulafor the acceptance ¢y, .

Weknow that @, s = (1-yS) O s =(A=V5) O fis. If [Hy E[H, then fii o= f)
HUS,
alH

S
There are @H || _1% possibilities to draw sets of size |H | from a set of size | S| under
the condition that a hasto bein al of them. The probability that a isinaset of size i
0S[-10

istherefore

- , since there are 2" — 1 non-empty subsetsin a set of size n.

First assume that the probabilities of focus between I' and any subset of S arethe
4S|-10

Sl 0i-1
same. The formulafor the acceptanceisthen ¢, s = (1-3Js) DZ 5215'—15 which can
=1 -

o 25t
be simplified to ¢/, s = (1-y) E—I2|S|—_1
However, in general, the probability of focus between I' and subsets of
individuals of Swill vary with the size of those subsets. For example, focus occurs

only between alion and a single zebra, not two, or three or more. The probability that a
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lion focuses on more than one zebrais 0. The probability of focus dependson m'", the
focus capacity of I'. The focus capacity of I can be represented by a focus weight
function. A focusweight function assignsto each set seize i the probability of focus for
aset of that size. Therefore, | definefor I" the focus weight function w! as follows:

F 320 - [01 n

i = W[:(i),and ;W;(i):l

n

where n isthe size of the encountered accumulation. In the zebra-lion example the
accumul ation size does not matter: The lion will focus aways on exactly one zebra.
Let's, however, postulate a predator who always focuses on five zebras. Then, when
encountering a herd of at least five zebras the predator will focus on them with
probability one. When an encounter with a group of less than five zebras happens, it is
safe to assume that the predator will focus on al zebras present. W/ is, therefore,
dependent on accumulation size only, if the accumulation size is below the focus
capacity of I". If the focus capacity of I is o, then w! will always be dependent on
accumulation size. If there isfocus exclusively between sets of acertainsize j and I',

then
(DIfn<jthen w (n)=1and W, (i)=0fori=212..n-1 Thus
b s =(1-05)
(2)If n>j then w) (j)=1and W, (i)=0 for i {1, 2,...,.} and i #j. Thus:

" —a-shyol
Bos=-0D) T
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dS|-1¢
S i-1
In genera the formulafor ¢, , . isgivenby ¢/ .. =(1-955) () —=—
tays tays s DI;V‘@ %SE
i

, where w (i) = Ofor i >m". For

ISI

and simplifiedto ¢/, s=(1- 5r)§vyr$(|) S/
|Skm" the weight is distributed in some to be specified fashion among the possible set

Sizes.

Joining acceptance and receptance. We are now in the position to find an expression

for % ($ks0 Aly)- Using the formulas for receptance and acceptance derived

KOS, HUK,
alK alH
IS [] i r
earlier yields (1-0¢) DZ Blvlrs'(i)'— Glp— . Overall we obtain for the receptance:
25 |s| 2 -1
_ivg(i)
st @) 3ty

Because confusion is a mechanism which evolves after accumul ations have

formed it is reasonable to assume ignore it for the remainder of thisthesis. This means

:
ds =0. Thus py, s becomes py, o = 15 [p DZM where o OSand Sisan

&SI -1) S

accumulation. The formulafor acceptance becomes then ¢{a} S th (|)

Example of focus always occurring between a certain number of individuals and
. Assume thereis an accumulation of n individuals. Define the weight function w!

suchthat W (j)=1fora j {1 2....,n} W (i()=0fori=12,...,n0# j.
_imspt
nq' -1

,0{0,}; s Isadecreasing function in n. A more general result is stated in the theorem

Then p{a} = . This example shows that in the case of one specific set size

below.
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Let's apply the obtained formulato the zebra-lion example. Assumethereisa
herd of n zebras. Let ' be the metabolic sink 'lion'. If afocus occurs, then for each
realization of " the probability of focusing on exactly one zebrais 1 for al n.
Focussing on any different number of zebrasis0. Thus w/ (i) =0 for i =2,3,...,n, and

_nsp’
n

r — r r
w, (D=1 p, sisthereforehere g, s =

. Hence the receptance is decaying
proportionally to the reciprocal of the accumulation size. Thisisthe fastest decay
possible given o, <.

The opposite extreme to the zebra-lion example is the case where focus happens
only between all individuals and the metabolic source or sink. Assumethereisan
accumulation of n individuals. Define the weight function w! such that w, (i) =0 for

_Ns '

i=12..,n-1and W (n)=1. Then P{Z};s—ﬁ- A biological example would be

n

the piranha-cow example, assuming that any school size could kill the cow.

Example of focus occurring with equal probability for all set sizes. Thisexampleis
of technical interest. Thereisno apparent biological system for which this example can
serve asamodel. However, it is used to show a proof for the receptance which is
decreasing as accumulation size increases. The method of proving that fact for this
special case might also be used for more sophisticated ones. Especialy, | will later
assume that for an accumulation, whose size is below the focus capacity of a metabolic
source or sink, the probabilities of focus for all subsets are equal. The following lemma
guarantees then, that for accumulation sizes up to the focus capacity the receptanceis

decreasing.

The focus weight function for this example is defined by W, (i) = o 1%% for

i=12,...,n,andforal n.
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O [IS|—1$
r . . I' I'
(u)ﬁ 1 Es 1 SI 1[[
Therefore p/, s = g [p" DZD = 5 asE 2'3 1D2
R
O [n—lléﬂ
_ Hi1 ag-1d
Receptance Lemma 1: The sequence E,Z”—l,z 5 '18 isstrictly

E aDIN

decreasing.
1 «m-1g 2
> _12 B_F o the sequence

N L= n-t . . . .
nl Z %1 E‘i -8 2n E is certainly strictly decreasing
-1 -1 N -10.

Proof: Since

nm-1g o1
=>). From this we conclude that the sequence
(fim 2 12% 152 >
0 =111

0
110 ¢
%Ehzzz
-

11%% isstrictly decreasing aswell. Ingeneral: For all N ON

0]
O

1=2

l d 1
|:| min |
& 2 {N i _ -1

the sequence -1

10
% isstrictly decreasing. As N — o the strictly

Dﬂl{p[ljl:l

O O D’I

Ha O H- 1

decreasing sequencesE|2 1@2 S approach the sequence
g

which is, therefore, strictly decreasing aswell. U

The following second receptance lemma addresses the situation in which thereis

afinite focus capacity.
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Receptance Lemma 2: Let m" be the focus capacity of I'. Let n=|S|, n=m",
T O ()C
W (i) =0 for i >, and w ()20 for i< . Let pfyo= TP 0 (1)E'
1=1 -

Then p/, s isastrictly decreasing functionin n=m'’, and

Proof: Let n=m". Then w (i) =w/ (i) =w (i) for al i ON. Clearly,
i) i)
ni2' -1 (h+HH2-1

shown that

fori=1,2...,n+1andfor w'(i)>0. Thus, it remainsto be

" i () O O i () C

2.Fhie -o Hn+gaz - oF @

Since n=m" we obtain that w/,,(n+1) =0. Therefore,

i () 0 MO @) 0 0 im@G) O ™0 i@ C

2@ -7 &Fhaz-98 AAn+az-30 2Hn+me- i

which isclearly true. a

N L0 riygtte) L
Corollary: Let p/ . < = (i) : , Where n=| S|, bethe
y P s n Elzl%’\/n() 51 E |S|
receptance of a through accumulation S. Let 0< p" <1. Let m' bethe focus
capacity of I, and let the weight function W/ be defined in the following way:

(1)  Ifnsm then W (i) =

(nC )
fori=12,...n.
giogeort=t
. 1 mC. .
2 If n>m" then W' (i) = —: fori=12,..m",
@) = H

and w (i)=0fori=m" +1,m +2,..n.

Then py,, s isdecreasing in n. a
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Definition (Standard Receptance): If the receptance p{ra}: s of a through
accumulation S satisfies conditions (1) and (2) in the corollary above, then p{ra}:S is
called the standard receptance @f through accumulationS. The standard receptance

is denoted by py, ¢, andis

Chin(|S|m" )-10
o _mings|a gt el i
Pra: s | S|mzmm(lslmr ) _ 1) & 2 -1

Conclusion. Asthe accumulation size increases, the standard receptance of I' by any
individual in the accumulation decreases. The decrease is hyperbolic for n>m’ and
will be slower for ns m". Therefore, if I isametabolic sink, then individuals always
have an incentive to accumulate under the standard receptanceof I'. If T isa
metabolic source, then individuals always have an incentive to become solitary under

the standard receptance of .

Variations. Only thefirst of the following variations will be investigated further (more
than one realization for the metabolic source or sink). | will not be concerned in this
thesis with the change of the individual receptance p" . It is assumed here to be

constant.

(1) Assumethat thereare p redlizationsof I'. Assume that the reception events due
to those readlizations are independent of each other. The probability that a reception of
I" by a happens equals the probability that a reception event between at least one of
those realizations and a happens. Denote this probability by o/;s. Then o/ = ol s,
and p/;s =1 —[1 - Ol S] ® . The receptance is therefore increasing in the number of

realizations of I' which isaresult clearly supported by intuition.
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The standard receptance under p redlizationsof I is denoted by p;"s.

(2) Itispossiblethat theindividual receptance p" itself is dependent on the number
of realizationsof I'. For example, azebrain aherd of any sizeis easier hunted down
by 5 lions than by only one. Thisis not only due to the number of lions alone but also
due to coordination between the lions. This contradicts the assumption madein (1) of
independence of reception by different realizations. A growing number of lions will
eventually decrease the receptance of a zebra, as competition between lions will

interfere with their ability to cooperate.

(3 Thesuccess of aschool of piranhas to devour a cow depends on the size of that
school. A small school isless successful than alarge one. The individual receptance
p' changes with the size of the school. For small schools p' is decreasing, because
the cow will escape. For larger schools p" will increase until a certain value at which
the cow is brought down with probability 1. After that the individual receptance will

remain the same, although pof,, s will decrease due to the size of the school.

Zebra-grass Example. Assumethereisaherd of n zebras. Let the metabolic source

'grass be given. Assume that the grassis given as p realizationsin the form of grass

bushels.
Let'sfirst assume, like in the zebra-lion example, that afocusis only possible
| ' 0 nip o
between at most one grass bushel and asingle zebra. Then p,;’s =1-[1- S| 0.
O O

Assume now that there can be a focus between up to six zebras and a single grass
bushel. Further assume that any number of zebras up to six can experience focus with a
grass bushel with the same probability.

Let first |[SE 6. Then the receptance p{ro;}:"S becomes
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O nip" 8 om i)

o —q_q_"s IS

(60
where wy (i) = for i=1,2...,6,and w(i) =0 for i >6. py;’s simplifiesto

0 M5 oo
0

r,p _l_q_ 6|]]S r EE 1

p{a}:S_ E i

O |S|R°-1) &2 -1
] it
D

Let now | SK 6. Then, still assuming that any number of zebras can experience

focus with a grass bushel with the same probability, we obtain for vvlrs|(i) equations
El s

vv|5|()— fOI’I_l,Z LIS . ply’sisthen

0 EIjSI 1|:|ij

- 0 F |S|
Pas =1~ Ei (2|S| DDZ

C ik

Figure 4.2 compares graphs of the receptance dependent on the number of realizations

of the metabolic source. Assumed isasingle accumulation. The graphs show that there
isno incentive for any individual to remain in this accumulation, since the receptance of

asolitary individual is always the highest.
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Figure 4.2.: Graphs for the zebra - grass example. is the number of represer

of m is the focus capacityof , andp'= s the individual recej
The receptance is decreasing with accumulation size. With incpea
the overall receptance approaches 1. The probability of encounter
assumed to be 1.



101

4.3. Example: Dispersion under a metabolic source

My approach in this thesis is based on the assumption that originally all
individuals are highly competitive over metabolic sources. This assumption leadsto the
suspicion that under the original selective regime solitary individuals must have the
highest fitness. Below, | will discuss an example which shows that even though all
individuals will eventually be solitary the solitary fithess will not be the highest one.
The complete solitary state is a globally approachable and attractive equilibrium
(actually a Nash-equilibrium) with suboptimal payoff. Migration into solitudeis,
therefore, an evolutionary stable strategy (ESS; For two summaries on ESS theory see
Hines, 1987, and Weibull, 1998). A moreillustrative exampleis given in appendix 3.
This example makes however certain assumptions regarding the structure of space
(partitions of space), and isless general than the one given below. The examplein
appendix 3 isamodel which demonstrates how under a predator prey individuals will
eventually accumulate without gain or even with loss in fitness.

For the exampl e regarding the accumulation behavior under a metabolic source

the following list of assumptions are made:

D I isametabolic source for al individualsin .7 .

2 I" isassumed to be a metabolic source with only one realization for each
probability measure on {E | SO.7}.

3 The focus capacity of I is 1.

(4 7 isfully accumulated under "*. That meansthat & itself isan
accumulation.

) If there are k accumulations and solitary individuals present, then the

probability that a certain accumulation or solitary individual is
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encountered next is %
[ This means that the probability of encounter isindependent of the size
of the accumulation. A single cow is arealization of the metabolic
source ‘cow' for the piranha. If there is only one cow available then the
exposure of a certain piranha school to at least this cow is % if there are
k schools and solitary individuals assuming the encounter is uniformly
distributed over the schools and solitary individuals. If there are p cows
under the same conditions, then the probability that there is an encounter
between at |least one of them with a given piranha school is1- gl—%g)
If p - oo, then the exposure approaches 1. Note that the probability
measures " are dependent on the metabolic source and not on its
realizations. Even if there are many cows there is always only one
probability measure " at thetime. Another exampleis that of zebra
and grass. A redlization of grassisasingle bushel of grass. If thereisa
total encounter between maximally one zebra and a single bushel of
grass, then zebras are solitary. Thisisthe case when there is abundant
supply of grass. The exposure of the zebrato grassis 1— gl—%g) where
p isthe number of bushels of grassand k isthe number of zebras. If
grassis sparse, then total encounter between a bushel of grass and more
than one zebrais expected. If thisisthe case, accumulations of zebra
under the metabolic source 'grass exist. However, the zebras will then
have an incentive to decrease the probability of encountering asingle
piece of grass simultaneously. They will disperse and approach solitude
again.]
The size of the focus set islimited to 1. That means that focus will occur

between the metabolic source and at most one individual. The formula
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rt r
for the receptancein that caseis pf,, s = " P forall tOIN. Herewe
n

can distinguish between individual receptances since no complicating
products of individual receptances are present.

@) Closure of total encounter events is assumed.
[Each subset of .~ can become a cluster under the appropriate

probability measure on {EL | SO .7}]

Let N:=|.7 |. Then the probability of reception via set of encounter .~ under

Arq 1
n'*is P =1y a, because n, =1.

a) First individual leaving. Let'sassumethat asingleindividual a isleaving the
accumulation of al individuals. Then a will become solitary and a 'sleaving defines a

new probability measure 472 on {EL | SO.7} in the following way:
05 @ {@ SA? 0and0S & i S:AL2 AL

Because of assumption (2) we get n;;” = % and n.% g = % Therefore, the probability

i
1E|LHDF =Pa For any

of reception viaset of encounter {o} under n"*is P}, == !
=2 {ag 2

1., 1 r_ P

BOT M wedet pysvq =5 5 e e =y

ametabolic source. By leaving the accumulation .9 individual a has changed the

. Remember now that T is

probability of focus between itself and the metabolic sink from % to % If N>2,then

% <% which means that a had indeed an incentive to leave. On the other hand, if

N>2,thenl> 1
N 2(N-1)

focus between each other individual and the metabolic source. If N > 2, then a has

. Therefore, a'sleaving has decreased the probability of

increased its own fitness and decreased everyone else's by leaving the original
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accumulation. If N =2, no changein fitness occurs by leaving.

b) Second individual leaving. Let a, :=a and assume that a second individua a, is
now leaving accumulation .7 \{a} under n"*. Let N>2. Then a, hastwo options: It
can form an accumulation with a, or become solitary. If a, forms an accumulation
with a,, then two accumulations exist overall, and, therefore,

11 F Py
i taray == F———10p, =—*fori=12. Further
12 Hayad T4

pF :lg;g)r = pg
g \avad ~ o |7 \{a,a.}| ’ AN-2

Certainly a,'sfitness has decreased by accumulating with a,. a,'s probability of

to E Thisisanincreasein fitnessif and only if N>3. If
2(N-) 4

N >3 then a, has an incentive to accumulate with a,. If N =3 then thereisno

focus went from

incentive for a, to accumulate with a, (a, formsalready an accumulation with one

other individual). N =2 was already covered.
1
to .
2(N-1) 2(N-2)
Thisisanincreasein fitness. Therefore, if asecond individua isleaving the

Forap U9 \{a, a} theprobability of focus went from

accumulation .7 \{a} forming an accumulation with «a, then, in general, thiswill
lower o 'sfitness and increase the fitness of everyone else.

The second possibility for a, isto become solitary. Then, there are three
11 o _Pa g

accumulations and solitary individuals and we get pc,ri ay = 3 E—llm [P, 3 or
. 1 1 P
i =1,2. Further p, == f=—r

ll pﬂ.k/\{al,az} 3 |§7— \{01’02}| u)ﬁ qN—a

a,'sfitness has decreased since the focus probability dropped from % to ?1)’ a,'s

probability of focus went from to % Thisisan increasein fitnessif and only

if N>2. Thisishereawaysthecase. Fora 0.9 \{a, a} the probability of focus
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went from

2(N1—]) to 3(N1— > Thisisanincreaseinfitnessonly if N <4. If
N >4, then fitnessfor 0.9 \{a, a} decreasesif a, becomes solitary.

In summary, if the second individual leaves, then it should choose to become
solitary. Thiswould increase itsfitnessaslong as N >2. Everyone else will suffer a
decreasein fitness if the second individual becomes solitary.

c) Migration into solitude. Will fitness of an individual alwaysincrease if that
individual becomes solitary? In order to answer this question let's assume that
individual a migrates from accumulation S into solitude. Let n:=|S|. Let there be k

accumulations and solitary individuals before a . Then the probability of focus between

a and the metabolic source in accumulation Sis & After migration into solitude
the probability of focus between a and the metabolic source will be ki+1 Thisisan

increase in fitnessif and only if ki+1 > ﬁ Thisis aways the case except for n=2
and k=1. When n=2 and k =1 thereis no difference in fitness between the fully
accumulated and fully dispersed situation. Hence, given a metabolic source, migration
into solitude increases in general the fitness of an individual.

Migration into solitude will always lower the fitness of individualsin
accumulations not involved in the migration and that of other solitary individuals. Now
the question becomes: Will an individual migrating into solitude always lower the

fitness of individuals in the accumulation which it has left? The probability of focus

between an individual S 0S\{a and the metabolic source before migrationis ﬁ

After a'smigration into solitude, it is Fitness before migration for

1 S 1
kih (k+1)Qn-1°
Simplifying thisinequality yields n>k +1. Thus, aslong as n> k +1 the leaving of

(k+1)Qn-1)
BUOS\{a ishigher than after migration if and only if

oneindividual into solitude lowers the fitness of the othersin the accumulation. If

n<k +1 theleaving of an individual into solitude will increase the fitness of the others
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in the accumulation.

d) Migration between accumulations. Anindividual will have an incentive to migrate
from one accumulation to another if and only if before migration the accumulation of
theindividual contains at least 2 individuals more than the accumulation the individual

wants to migrate to.

Conclusion. The example demonstrated that under a metabolic source (given certain
conditions) dispersal of accumulationswill happen. In thefinal state al individuals will
be solitary. The most interesting point is that the receptance in the fully accumul ated

situation is exactly the same asin the fully dispersed situation for any individual. Inthe

of

fully accumulated situation the receptance for an individual a is p].,, :1E-l|i|— [, N

r

In the fully dispersed situation the receptance for a is p, ., = % A = p—IG From
theway p., and p,, areformed it followsthat dispersal of individualsis, indeed,
dispersal of encounter and concentration of focus. The more individuals are dispersed
the higher the probability of focus between a single individual and the metabolic source
onceit, or its accumulation, is encountered.

If we interpret receptance under a metabolic source as a measure of fitness, then
this example shows that an evolutionary game is possible in which individuals thriving
to increase their individual fitness will end up with the same or even lower fitness than
in the beginning. The reason isthat in some vicinity of the globally approachable and
attractive equilibrium every individual by increasing its own fitness will be decreasing
everyone else's. Thefirst individual leaving has the highest benefit (it will acquire a
receptance of .5). However, later in the game it will suffer loss in receptance while
others will be migrating into solitude. Thisistrue for each individual: It can only

improve itsfitness aslong as it has not migrated into solitude. Once that has happened,
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any further migration of any other individual into solitude will lower the receptance of
solitary individuals. Eventually all individuals will reach the same fithess as they had in
the beginning.

Although the fully dispersed situation provides the same fitness for each
individual as the fully accumulated one, the fully dispersed situation will be the one the
system will converge on. The fully dispersed situation isa globally attractive ESS.

This follows from the fact that an individual will always benefit from leaving its
accumulation, aslong as there are at least three individualsin it.

Assume now that the individual receptance for al individualsisthe same. Thus
pl = p' for alindividuals . How does the average receptance change as the
dispersal proceeds? At a certain stage of the system there are k accumulations and
solitary individuals. Let n, bethe number of individualsin the i-th set, which can be an

accumulation or asolitary individual. Let the overall number of individualsbe N.

Kk r I
Then the average receptance is given by 1 Z n Gp— = p_. This means the average
N& ' ki N

receptance in this example does not change during the process of dispersal, if al the
individual receptances are the same.

| did not include confusion in this example. Including confusion will, indeed,
result in higher fitness for individuals at the end of the dispersal compared to the
beginning. Complete dispersal will still, however, happen.

Note that no condition regarding competitive strategies, nor any damage to
individuals due to the competition over the metabolic source, was assumed. The only
assumption regarding dispersal which factors into our investigation is the assumption
that the encounter probabilities for all accumulations and solitary individuals are the
same. This assumption can be weakened to the following: If §,S, are accumulationsin
7 under n"'. Then the statement:

Forall i ON:If §,S areaccumulationsin .7 under n"'. Then:



108

Ns. Ns
IS KIS B E>I S |

I
implies that the fully dispersed state will be a globally attractive ESS. |%| isthe

product of exposure and acceptance, and is called per-capita exposure undey' .
Therefore, the fully dispersed state is a globally attractive equilibrium situation if the
per-capita exposure is decreasing in accumulation size for every probability measure

n"™' used.
44. Fitness functions

In this section | continue to assume that each accumulation or solitary individual
is encountered with the same probability by arealization of a metabolic source or sink.
That means that there is no increase in exposure with increasing accumulation size, and
decrease of per-capita exposure as accumulation size increases. As before, confusionis
ignored.

Let SO.7 be an accumulation under the metabolic source or sink I" given a
probability measure " and let a OS. Let m" =1 be the focus capacity of . | assume
that all setsthat can be sets of total focus are so with equal probability (see the zebra-
grass example above). Therefore o, ¢ = B, 5. Inthefollowing I discuss how to use
Py s» @ derived in section 4.2, in order to get fitness functions. First, | consider the
two marginal cases, where there is only one metabolic sourceor sink I'. Next, |
consider the combined case with a metabolic source and a metabolic sink together.

Assume that there are p redlizations of I". If there are k accumulations and

solitary individuals, then py, s can be written as
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B O min(S|m )" ™S in( S |m" )-10 (1+ o)yl
Pas=1-rl- Sy 3 0 Z H i H 2- H
kS| -1) & i-1 2 -1

44.1. Fitness under a metabolic source

If I isametabolic source then receptance is beneficial. Therefore, oy, s can be

used directly as afitness function. Define the fitness function as follows:

_. 0 minnm)p" ™0’ Cmingn,m’)-10 (1+ ") 0
Fa,r(n,k,p)-—1—E1—k|jh[qzmm(n,mr)_1)D;E ) E%H

where n,k, p JIN, and where n isthe accumulation size. k the number of

accumulations and solitary individuals, and p the number of realizations of the

metabolic source. If n=1then F, - (n,k, p) isasolitary individuas fitness, and
o of

O
F,r@Lkp)= 1—@—75 , k,pON.

The following statements are obvious:

D F, r(nk,p) isdecreasingin n
2 F, r(nk,p) isdecreasing in k
3 F, r(nk,p) isincreasingin p

In the following | will first investigate the two cases p= and p=1. All the

other cases will then be covered using the first two ones. | denote with N the overall

number of individuals.
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Case p=o. Then F, -(n,k,0)=1, nk ON. Inthiscasethereisno differencein
fitness between solitary and accumulated individuals. Thereis, therefore, neither

incentive for accumulation nor for dispersal.

Case p=1. Inthat case

min(n,m" T min(m") i Vo1 (14 o)
Frniy= SRy TR L ko
) kmmzmln(n,m )_1) £ |—1 2 _1

Assumefirst that a migrates from one accumulation to another. This means that
there will be no change in the number k of accumulations. Hence a has an incentive

to migrate from an accumulation of size n, to an accumulation of size n, if and only if
For (G +1kD>F, (kD)

Since F, - (n,k,1) isdecreasing in n, thismeansthat n, +1<n,. Thismeansthat there
is always an incentive to migrate from an accumulation of size n, >1 to an
accumulation of size n, <n, —1.

Assume now that individual a migrates from an accumulation of size n into
solitude. Then the number of accumulations and solitary individuals grows from k to
k+1. F, (nk,l) isdecreasingin n aswell asin k. Withregardto n a'sfitness has,
therefore, increased. With regard to k, however, it hasincreased. So, we have to look
closer into thiscase. a 'sfitness after migrating into solitudeis
Fr@Lk+1D)= kp_-lil , KON . a'sfitness before migrationis F, - (n,k,1). a hasan

incentive to migrate from an accumulation of size n into solitude if and only if
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k+l kmgmem) -1 &

Solving for k yields

min(n,rpr) énin(imr)gnin(h1mr)_1§ 1+ipr)i—1
ooy h B Bz
min(n,m") "™ Cningn,m” ) - 10 (1+ p )t

DZ E i-1 E 2 -1

n mzmin(n,mr) _ 1) &

We note that X isincreasing in X. The expression

1-x

. r min(n,m" ) i My— 1+ Myi-1

min(.m’) [m'”(f"”l) 15% is globally maximized for n=1.
i _

n mzmin(n,mr) _ 1) -
The next largest value is obtained for n = 2. Therefore consider

H 2’ r r min2,m" ) H ry_ 1+ ryi-1
F (k1= - UL S min@m )~ L+ P )T o
' K202 — i-1 H 2-1

=1

Then there are two cases, namely m" =1 or m" >1.

m =1:Then n=2 yields

min@1) TEImMIn@RY-10(a+p") 1
2 B i-1 B 1 2

D

2 mzmin(z,l) _ ]) £ 2 —
1
Therefore inequality (1) becomes k > 2 1= 1.
1-=
2

2) m' >1: Then n=2 yields
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H min(2,m [

mln(z,rpr) % >Em|n(2 m’ ) 10 51+p ) _10 (@A+p )D<§
Zmzmln(z,m ) _ :D . 3 % 3 E 9
S
9 _

5

Therefore inequality (1) becomes k >

4>_| ul

1 —_
9
Therefore, there is aways an incentive for an individual to migrate into solitude if there
are at least 2 accumulations or solitary individuals present. Thisis consistent with the
analogous case treated in the example before.

Therefore, eventually all individuals will be solitary with fitness
r

o)
F @WN,1)="—
ar (& N

Casel< p<oo. Inthat case

min(n,m" ) ; ry_ 1 r i—1|j)
(Nk.p)=1- min(n,m" )p" 0 Eh‘lln(l.‘],m )—-100 5 +A,0 )
a r g“ kmmzmm(nm ) _ 1) - — !

with nk,pON.

Assumefirst that a migrates from one accumulation to another. This means that
there will be no change in the number k of accumulations. a has, therefore, an
incentive to migrate from an accumulation of size n, to an accumulation of size n, if

and only if

Fa,l'(nz +l'k’ p) > Fa,l’ (n1’k1p)

Since F, - (n,k, p) isdecreasing in n, thismeansthat n, +1<n,. This means that there

is always an incentive to migrate from an accumulation of size n, >1 to an
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accumulation of size n, <n, —1.

Assume now that individual a migrates from an accumulation of size n into
solitude. Then the number of accumulations and solitary individuals grows from k to
k+1. a'sfitness after migrating into solitudeis

r
F ek Lp)=1-gL

P
k+1

a has an incentive to migrate from an accumulation of size n into solitude if and only

if

E , KON . a'sfitness before migrationis F, - (n,k, p).

0 o O minnm)p  memming,m)-10 1+ o) 0
THkTUH kmmzm"‘m'm”—l)D Z H i-1 Eéﬁ%

which can be rewritten to

r i I I min(n,m" ) ; ry_ ryi-1
o} S mln(n,.m )rEb g Ernln(r],m ) =10 §1+_p )
k+1l k™ -pn & 0 i-1 H 2-1

That means that exactly the same conclusions hold for the case 1< p < o asfor the case
p=1. Therefore, eventualy all individuals will be solitary with fitness

0 p'cf
For@Np)= 1= B

Summary. Under ametabolic source individuals will have the incentive to completely
disperse and never to accumulate. The equilibrium in this caseis given by all

individuals being solitary.
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44.2. Fitness under a metabolic sink

p{ra}: s ISnow a probability measuring damage. In order to obtain afitness
function this probability has to be transformed into a probability measuring benefits.

Since
Probability of benefit = 1 - probability of damage,

| denote as &, s :=1- 0, s the escapability ofa from I' through S. Escapability is
the probability that e.g., a zebra, for instance, can avoid being killed by alion. We
obtain for the standard escapability &, s :=1-7', s or more explicitly

0 min(n’ml' )mr min(n,m" )Eh‘lin(n,mr )_1|:| $1+ pl')i—1|j)

& oo=r- . O
{a}: S g‘ kmmzmm(n,m)_l) -

Thereisstill aprobability of damage involved, namely p'. Analogously to the

definition of &/, s we usethe notation &" :=1-p". Then

zr _ 0 min(nm'){1-¢&") m'”‘”m)Emln(nm) 10 gz & )-ltf’
E{a}:s_g kmEQZm'”(”m) l) ; E i1

&" isthe probability that individual a can avoid damage dueto I, once afocus
between a and I isestablished. &' isthe individual escapability oftr fromT . |

define the following fitness function:

min(n,m" )[{L- & )5 min0.m") Cin(n,m’ ) - 10 &2 & )' 1Ef’

]
F -(nk,
a,l’( p) g' kljhmzmm(nm ) _ 1) & E i—1
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where n,k,pN, and n isthe accumulation size (if n=1then F, . (n,k,p) isa

1-&nHd
” E , K,pN), k the number of

accumulations and solitary individuals, and p the number of realizations of the

O
solitary individualsfitness, F, - (LK, p) = %1—

metabolic source.

The following statements are obvious:

(D) F, r(n,k,p) isincreasingin n
2 F, r(n,k,p) isincreasing in k

(©)) F, r(n,k,p) isdecreasingin p

Asin the case of the metabolic source | will first investigate the two cases p =« and

p =1, before considering 1< p < «. Everything goes analogous to the case of the

metabolic source.
Case p=. Then F, -(n,k,0)=0, nk OIN. Inthiscasethereisno differencein
fitness between solitary and accumulated individuals. Therefore thereis neither

incentive for accumulation nor for dispersal.

Case p=1. Inthat case

F, - (nkl)=1- min(n,m)HL-4') mm%m grin(m)- lDEL &) nk ON
, kmmzmln(nm ) _ 1) - E | -1

Assumefirst that a migrates from one accumulation to another. This means that
there will be no change in the number k of accumulations. Hence a has an incentive

to migrate from an accumulation of size n, to an accumulation of size n, if and only if
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F-(n,+1k1)>F, (n.k,2

Since F, - (n,k,1) isincreasing in n, thismeansthat n, +1>n,. This means that there
is always an incentive to migrate from an accumulation of size n, >1 to an
accumulation of size n, >n, —1.

Assume now that individual a migrates from an accumulation of size n into
solitude. Then the number of accumulations and solitary individuals grows from k to
(1-¢")

k+1

k+1. a'sfitnessafter migrating into solitudeis F, - (Lk+11) = 1- , KON .

a 'sfitness before migrationis F, - (n,k,1). a hasanincentive to migrate from an

accumulation of size n into solitude if and only if

_@-¢& o1 min(n,m )[({L—-¢") m”‘(“”‘)[mln(nm) 1D52 5 )'1
k+1 kmhgem e -1 & H -1

thus

1 __ minm,m) Dm‘n%m”tmin(r_w,mr)—1D£2—_<‘r)i'l
E i—-1 E 2'-1

k+l kmmem) -1 &

Solving for k yields

min(n,m") D”"”%m )émln(n m")-10 §2 & )' -

min(n,m" ) _
k< nmz 1) 1=1

1- mln(n,rrr] ) D’“'”%’“ )Emln(r],m )—1D 52—{ )~
nemer -y & H -1 0 2-1

@)

We note that % isincreasing in X. The expression
X

H r min(n,m" ) 2 i-1
m'”_(”’r? ) 0 Z cin(n,m’ )~ Eéi isglobally minimized for n=1.
nmzmln(n,m )_1) £ E i—1
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The next smallest value is obtained for n = 2. Therefore consider

E (oKD= 1- min(2,m" )[{1-&") m"’(Zm)Emln(Zm) 1D52 & )'l KON
a,r\= ™ kmmzmln(Zm) :D = i—-1

Then there are two cases, namely m" =1or m" >1

m =1:Then n=2 yields

min(2,1) Dm'”zm)émln(z 1) -1 52 & )"l _1
2 2

D)

Therefore inequality (1) becomes k < 1
1-=

m >1: Then n=2 yields

min(2,m") m‘“‘z*mr’Dnin(Z,mr)—]DEZ—EF)H_l% (2-&" )D 4
| "3

2[@2’“‘”(2'"“—1)D25 i-1 0 2-1

(2)

1=1

4
9 _

4"

U'Il-b

Therefore inequality (1) becomes k <
Therefore there is always an incentive for an individual to accumulate if there are at

least 3 accumulations or solitary individuals present.
Therefore, eventually all individuals will form one accumulation with fitness

E(NAD)= 1- min(N,m")[{L-¢&") m'”(N”‘)[mln(N m )- 1D52 & )' i
a,lr = Nl;dzmln(Nm) 1) = i—-1




118

Casel< p<oo. Inthat case

_ min(n,mr)E(l—Er) min(n,mr)[rnin(n’mr)_llj EZ_Er)i—l[f
Fa,r(n!k! p) - H‘_ kmmzmin(n,mr) _1) O & E | -1 E 2i -1 E

with nk,pOIN.

Assumefirst that a migrates from one accumulation to another. This means that
there will be no change in the number k of accumulations. Hence a has an incentive

to migrate from an accumulation of size n, to an accumulation of size n, if and only if

For(n +1k,p) <F, - (n.,k,p)

Since F, - (n,k, p) isincreasing in n, thismeansthat n, +1<n,. Thismeansthat there
isaways an incentive to migrate from an accumulation of size n, >1 to an
accumulation of size n, >n, —1.

Assume now that individual a migrates from an accumulation of size n into
solitude. Then the number of accumulations and solitary individuals grows from k to

k+1. a'sfitnessafter migrating into solitudeis

0O @-&o
Fa,r(lk-l'lrp):El_ K+1 E

, KON

a 'sfitness before migrationis F, - (n,k,p). a hasan incentive to migrate from

an accumulation of size n into solitude if and only if

[ _(Z_Er)d) >D a min(n,mr)E(l—fr )Dmin(n‘mr)[l’nin(n,mr)—lm 2_£F)i—1[
El k+1 E kmmzmin(n,mr)_l) ; E i—1 Hﬂ 2i 1 —
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which can be rewritten to

: r min(n,m" ) ; ry_ _zMyi-1

1 mln(p,mr) . [rnln(r_w,m) 1D[_$2 <)
k+1 K™ -1 & i-1 0 2-1

That means that exactly the same conclusions hold for the case 1< p < « asfor the case

p=1.

Therefore, eventually all individuals will form a single accumulation with fitness

min(N,m" )[{L- & ) minNm) Cimin(N,m" ) - 10 52 & )'1Ef

l
Fa,r(N’l’l)_%l Nmzmm(Nm) 1) ; E i—-1

Summary. Under ametabolic sink individuals will aways have the incentive to
completely accumulate and never disperse. The equilibrium situation in this caseis

given by al individuals forming one accumulation.
44.3. Distributable and magnifyable metabolic sources and sinks

In chapter 1 the concept of distributable and magnifyable metabolic sources and sinks
was introduced. Distributable means that by increasing the size of an accumulation the

receptance will decrease. It isnow possible to define these concepts properly.

Definition (Distributable and magnifyable metabolic source or sink): Let I
be ametabolic source or sink. Let F, - (n,k, p) be the fitness function of an individual
a under T through accumulation S. Then:

(1) A metabolic source I' is called distributable forn individualsif
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F.r(nk,p)>F, - (n+1k,p). If [ isdistributable for all NN, then I issimply
called distributable
(2) A metabolic sink I is called distributable forn individualsif
F.r(nkp)<F, - (n+1k,p). If [ isdistributable for all NN, then I issimply
called distributable
(3) A metabolic source I' is called magnifyable forn individualsif
F.r(nkp)<F, - (n+1k,p). If [ ismagnifyablefor all NN, then I issimply
called magnifyable
(4) A metabolic sink I is called magnifyable fom individualsif
F,r(nk,p)>F, - (n+1k,p).

If I ismagnifyablefor all nJIN, then I' issimply called magnifyable A

Given the standard receptance, individuals will always accumulate under a
distributable metabolic sink and they will always disperse under a distributable
metabolic source. A biological example for a not-distributable and not-magnifyable
metabolic sink is anatural disaster like an earth quake. An example of anot-

distributable and not-magnifyable metabolic source is the oxygen in the air.

44.4. Combining fitness functions

In this section | investigate the situation in which individuals are under a
metabolic source (e.g., zebras under grass) and under a metabolic sink (e.g., zebras
under lion). A biological individual needs to forage (encounter metabolic sources) and
needs to avoid its predators (avoid encounter with metabolic sinks). Individuals of the
same species are threatened by the same predators and are interested in the same food.

Due to the structure of the Euclidean space an accumulation of biological individuals
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under their predatorsis also an accumulation under their food sources. This cannot be
taken for granted in the setup where space and time are defined through the relations
between individuals and metabolic sources and sinks. Therefore. | have to assume
explicitly that any accumulation under the metabolic source is aso an accumulation
under the metabolic sink and vice versa.

Let F, (nk,p"), n,k,p” ON be the fitness function of a under the metabolic
sourceand let F, (n,k,p”) , n,k,p” N be the fitness function of a under the
metabolic sink. | assume that the escape from the metabolic sink and the reception of
the metabolic source are independent events, and that the encounter probability
measures of both of them are always the same. Then afirst attempt in constructing a
fitness function for the combined effect of the metabolic source and the metabolic sink

onais

F(kp,p)=F (hkp )E Okp),nkp p"ON @)

The two fitness functions F, (n,k,p”) and F, (n,k,p") are caled the marginal fitness
functions ofF, (n,k,p”,p"). Thefitnessof individual a isthen the probability that on
encounter of the accumulation with the metabolic sink areception is avoided, and that
on encounter of the accumulation with the metabolic source areception occurs. An
appropriate fitness function will then be obtained if the benefit from escaping the
metabolic sink is the same as the benefit from the reception of the metabolic source.
This, however, in genera is not the case. Hence, we need to introduce weights for the
respective metabolic benefits. The fitness function would then measure the mean
payoff weight. Since the fitness function in equation (1) is a product of probabilities,
the geometric mean is the appropriate measure of fitness. Let b~ OIR™ be the benefit

due to escaping from the metabolic sink, and b* OR™ the benefit due to reception of the
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metabolic source. | define the fitness function F, (n,k, p™, p*) as the geometric mean of

F, (n,k,p7) and F,(n,k,p") given theweights b™ and b" respectively. Therefore
- +1b7b*
F(nk,p o b ") =[F ke Eokp )] nON

or, smplified,

1

1 1
F,(nk,p,p"b"b")=F (k,p ¥ (E @kp'y , nON @

Equation (2) isthe special casewhere b™ =b* =1.

Further we note that

1
lim F,(nk p,p"b7b") =K (k,p ),
and

1

lim F,(nk p,p",b"b")= K (k,p" P

The goal is now to construct a combined fitness function F,(n,k,p”,p*",b™,b™)
under which a set of originally solitary individuals forms accumulations. This means
that at least initially the fitness function has to be increasing. Therefore, at least for
smaller accumulation sizes the fitness benefit due to accumulation under the metabolic
sink has to outweigh the fitness damage due to accumulation under the metabolic
source. Since Li[rl F'(nk p’) =0adso Li[rl F.(nk p,p",b",b")=0. Thusfor large
accumul ation sizes the damage due to accumulation under the metabolic source will
outweigh the benefit due to accumulation under the metabolic sink.

| will give now a qualitative description of the combined fitness functions which
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are of interest here. This qualitative description will suffice to develop some ideas
regarding the accumulation dynamics under such a combined fitness function. Firgt, |
drop for the moment the restriction that accumulation sizes have to be natural numbers
and allow them to be real. The marginal fitness functions show hyperbolic decay or

growth, so F,(n,k,p™,p") can be approximately represented in the form

1
_ ......0O afPo b .
F,(xk,p ,p",b",b )_El_gl_ﬁﬂ E %_@D where x JR isthe

accumulation size.
Investigate % F,(xk,p,p",b",b")=0. After smplifying, we obtain
Tl [ C
v g gl e g iad |
The left-hand side of this equation is strictly increasing in X, the right-hand side is
strictly decreasing in x. That means that there is maximally one value x™ for the
variable x, such that % F.(xk p,p*,b ,b**x_{ = 0. With the additional condition
that F,(x,k,p ,p",b",b")isincreasing for small x, and approaching O for large x, we
conclude that if thereisavalue X such that %Fa(x,k, p,p b ,b" . =0. Then
this X is the unique value of the fitness maximizing accumulation size.
In the following investigation the specific algebraic form of
F,(x,K)=F,(x,k,p”,p" b~ b")isirrelevant. Only the fact that there existsan x* such
that F, (x,k) isstrictly increasing for x < x', and strictly decreasing for x > X’ is

essential. Thisis captured by the following definitions.

Definition (Uniquely maximizing fitness function): A function f,(x):D - R",
forwhich (XO D#x X Ox D:fX%x) f (x)iscaledauniquely maximizing

fitness function (foo overD). The number X  iscalled theideal (uniquely)
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maximizing quantity undef, .

Calling x* an "ideal" quantity points out that X" might actually no berealizablein a
given system. For example, in our case X isan accumulation size and, therefore, in
any given system it alwaysis an integer. However, X* does not need to be an integer.
The definition of f, works independently of f, being differentiable or not.

The fitness functions of the type F, (n,k,p™,p",b™,b™) cannot necessarily be
assumed to be uniquely maximizing, although a smooth approximation might be. 1f
F,(nk,p7,p",b",b") isnot uniquely maximizing then there are at most two realizable
maximizing quantities. | denotethem by n, and n,, with n; <n,. If both of them exist,

then n, = [X [}, and n, = [X []+1. If only one exists, then either one might be possible.

Definition (Subsized and super sized accumulations): Let auniquely
maximizing fitness function f, on accumulation sizesbe given. Let X bethe ideal
uniquely maximizing quantity under f,. Then any accumulation of size x <X iscalled

subsizednd any accumulation of size x> x is called supersized A

Figure 4.3 illustrates the anatomy of a combined fitness function with dominating
metabolic sink for small accumulation sizes. There are exactly two accumulation sizes
for which the fitnessis that of asolitary individual, namely 1 and w with w>n" >1.
Individuals will have an incentive to migrate into solitude whenever the size of their
accumulation is greater than w which meansthat their fitnessis below the fitness of a
solitary individual. On the other hand, if the accumulation sizeis less than w, then an
individual never has an incentive to migrate into solitude and has an incentive to
migrate to another accumulation only under certain conditions. They will be discussed

later. The following definition will allow me to capture those situations.
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Definition (Conditional and unconditional migration supporting
accumulation sizes): Let w be the unique accumulation size such that f,(w) = f, (1)
and w>1. Anaccumulation size x with x> w iscalled an unconditional migration

supporting accumulation sizaad an accumulation size x with x <@ iscaled a

conditional migration supporting accumulation size A
Fitness
4 Conditional Unconditional
Migration ; Migration

>

Subsized Supersized éé%umulatlon

Figure 4.3.: Anatomy of a combined fitness function with the metabolic
sink dominating for small accumulation sizes.

Let F,(n,k):IN xIN - R beauniquely maximizing fitness function in the first
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component for each k. n" is dependent on the number of accumulations and so is w.
In future thiswill be acknowledged in the notation when appropriate. Below | derive an

equilibrium theorem for uniquely maximizing fitness functions.

Thefirst equilibrium statement. Let asituation of k accumulations and/or solitary
individuals be given and let there be at least two accumulations of equal size n >1 with
A < M, -1 ,where n, >2 istheideal maximizing accumulation size given k
accumulations. Then, any individual migrating between two of these subsized

accumul ations would gain fitness and, therefore, a situation in which all accumulations
are of size less than [, — 1] can never be an equilibrium. By a similar argument we
can see that there is no equilibrium situation with at least two accumulations of different
sizeslessthan [M, —17. Inthat case an individual can increase its fitness by migrating

from asmaller of those groupsto alarger one. From this we conclude:

Equilibrium statement 1: Let asituation of k accumulations and/or solitary
individuals be given. Each equilibrium situation has at most one subsized accumulation

of size

A<m -1

Any situation consisting of exactly one conditional migration supporting accumul ation

isan equilibrium situation. a

If there is more than one accumulation in an equilibrium, then there are supersized

or fitness maximized accumulations in that situation.
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The second equilibrium statement. Typel equilibrium. Let asituation of k
accumulations and/or solitary individuals be given. Let now all accumulations of a
situation be of equal size A >[N, -1~ and et A be an accumulation size supporting
conditional migration. That meansthat [, —1]<n <w,. Then, noindividual can
improve its fitness by migrating from one group to another and, therefore, this situation

isan equilibrium. We conclude:

Equilibrium statement 2: Let asituation of k accumulations and/or solitary
individuals be given. Let A>[M, -1 and let A be an accumulation size supporting
conditional migration, or let n =M and F, ([, +11k) < F, ((M,[}K). Let asituation
be given with k accumulations all of the same size n and let N =k [ be the overall

number of individuals. Then this situation is an equilibrium. a

Definition (Type | equilibrium): An equilibrium as described in equilibrium

statement 2 is called atype | equilibrium A

A type | equilibrium situation is, therefore, an equilibrium consisting of

supersized, conditional migration supporting accumulations of equal size.

Thethird equilibrium statement. Typell equilibrium. Let's assume that a situation
of k accumulations and/or solitary individualsis given. Denote the smallest
accumulation size by n,. If n, issupersized, then all other accumulation sizes are
supersized as well. Assume no accumulation size is unconditional migration
supporting. That means that al accumulation sizes are less than or equal to w, .
According to equilibrium statement 2, the situation is an equilibriumif all

accumulations have size n, or size n, +1 if n, +1<w,. Then, thereisno incentive for
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migration from an accumulation of size n, to an accumulation of size n, +1 (n, is
supersized!) and thereis also no incentive for migration from agroup of size n, +1toa
group of size n, since an individual undergoing that migration will have (after
migration) the same fitness as before. There is also no incentive for migrating into
solitude, since n, +1<w,. Thus, asituation with conditional migration supporting

supersized accumulations will bein equilibrium if those only differ by 1.

Equilibrium statement 3: Let asituation of k accumulations and/or solitary
individuals be given. Let k;,k, =1 be positive integers, such that k =k, +k, and

N =ntlk +(n+1) &,. Thenasituation with k groups of size n, and with k, groups of
size n+1isanequilibriumif n and n+1 are both supersized and conditional migration

supporting accumulation sizes. a

Definition (Type Il equilibrium): An equilibrium as described in equilibrium

statement 3 is caled atype Il equilibrium A

Thefourth equilibrium statement. When deriving the third equilibrium statement we
realized that there is no incentive for migration between two supersized and conditional
migration supporting accumulations with a size difference of 1. However, if the size

differenceislarger than 1, then thereis an incentive for migration from the larger to the

smaller accumulation. Thisis captured in the next equilibrium statement.

Equilibrium statement 4: An equilibrium cannot contain two supersized

accumul ations with a size difference of more than one. d

Thefifth equilibrium statement. Typelll equilibrium. Let asituation of k>1
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accumul ations and/or solitary individuals be given. Now | look into the case of a
situation with exactly one subsized accumulation with size n, < [, —1 and ask for
conditions under which such a situation is an equilibrium. Let n, be the size of the
smallest accumulation with n, = [f,[]. Equilibrium statement 4 impliesthat n, +1isthe
only other supersized accumulation size possible if the situation is assumed to be an
equilibrium.

Assume now that the equilibrium consists of accumulations of the sizes
n,,n,n, +1.

n, is apossible equilibrium accumulation size if and only if
F,(n,,k) = F, (n, +1,k), because then there is no incentive to migrate from an
accumulation of size n, to neither an accumulation of size n, nor an accumulation of
szen +1.

n, is apossible equilibrium accumulation size if and only if
F,(n,k)=F, (n, +1,k), because then there is no incentive to migrate from an
accumulation of size n, to neither an accumulation of size n, nor an accumulation of
szen +1.

n, +1isapossible equilibrium accumulation sizeif and only if
F,(n, +1LKk)=F, (n, +1,k). Only inthat casethereis no incentive for amigration from
an accumulation of size n, +1 to an accumulation of size n,.

From these considerations we conclude that F,(n,,k) = F, (n, +1,k) 2 F, (n, + 1LKk).
n, issubsized and F, (n,,k) = F, (n, +1,k). Thismeansthat n, +1 issupersized. n, was
assumed to be greater than n,. Therefore n, +1>n,+1. This, however, isnot possible
since n, +1 issupersized and F,(n, +1k) 2 F, (n, +LKk). n, +1is, therefore, not a
possible equilibrium size. So, the only two possible equilibrium sizesare ny,n,. This
means that the two inequalities F, (n,,k) =2 F, (n, +1k) and F,(n,k) = F, (n, +1,k) have

to be satisfied. There are four possibilities. Either n, = [, — 1 isthe reaized fitness
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maximizing accumulation sizeand n, =n, +1=[m,[]. Or, n, =M, -1 and
n =n, +1=[n[]isthe realized fitness maximizing accumulation size. Or,
N, = [M, —1 and n, =n, +1=[M,[] are both the reaized fitness maximizing
accumulation sizes. Or, neither of those previous three possibilities. Inthe last case the
fitness function has to be skewed to the left: The decay for accumulation sizes larger

than n, has to be steeper than the increase for accumulation sizes smaller than n, .

Equilibrium statement 5: Let asituation of k >1 accumulations and/or solitary
individuals be given. Let n, <M, -1 and n, =M. Let F,(n,,k)=F,(n +1k) and
F,(n,k)=F,(n, +1k). LetN =n,+n, [(k—-1). Then asituation with one group of size

n, and with k-1 groups of size n, is an equilibrium.

Definition (Type 1l equilibrium): An equilibrium as described in equilibrium

statement 5 is called atype Il equilibrium A

Dispersal. Anindividual will migrate into solitude if and only if the size of its
accumulation is unconditional migration supporting. In all other cases fitnessis above
solitary fitness. This also means also that any equilibrium consists only of

accumulations of conditional migration supporting sizes.

All the equilibrium statements can be merged together to the following equilibrium

theorem.

Equilibrium Theorem for uniquely maximizing Fitness Functions: All equilibrium

situations aretypel, Il or 111 equilibria.
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A Figure 4.4.(a)

no incentive to migrate

Figure 4.4.(b)

nl<n1 .+1 . . >(@ n,+1
Incentive to migrate

Figure4.4.:  Two uniquely maximizing fitness functions. (a) supportstypelll
equilibria, (b) does not. See explanation in text.
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Figure 4.4. shows two similar smple fitness functions illustrating the above
given condition. One of them is able to support type I11 equilibria, the other isnot. In
order to see that assume that an equilibrium with a subsized group of size n, is given.
The supersized group of size n, in that situation has to provide larger fitness than the
group of size n;, because otherwise migration from the supersized to the subsized group
will happen. Itisnow clear that in case (a) migration will not occur, since in either case
the migrating individual is worse off after migration than before. In case (b), however,
thereis either for an individual of the supersized group or for the individual of the

subsized group (maybe for both) an incentive to migrate.

Discussion. If migration is costly, individuals will migrate to another group only if the
gain in fitness compensates them for the migrational cost. Thus, if migrational cost is
high, every situation might be an equilibrium. Cost of migration acts, therefore, asa
conservative force that tends to preserve given situations. Introducing cost of migration
into the model gives rise to equilibrium situations that are not of types|,I1 or I1l. Since
in real life animals reproduce, it is expected that if accumulations are possible then they
will continue to grow to stable accumulations of unconditional migration supporting
sizes (assuming that there is a cost of migration). Reproduction, therefore, counteracts
the preservation of smaller accumulations.

One way to introduce a cost of migration isto allow migration only from an
accumulation into solitude and from solitude into an accumulation, but no migration
between accumulations. Thiswould yield any situation consisting of accumulations of
conditional migration supporting sizes to be an equilibrium.

It isassumed in the model that an individual is able to determine before migrating
how high the its fitness within its accumulation is compared to those of individualsin

another accumulation. In amore realistic setting accumul ations might meet each other
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randomly. Individuals of meeting accumulations can compare the fitness of their own
accumulation to the fitness of the other one by comparing an observable index of ‘well
being' of the individuals of the other accumulations with their own. If those individuals
are significantly better off than the ones of their own accumulation, an incentive to
migrate is established. Again a counterforce to migration in this case might be given by
asocia structure which excludes intruders. Also individuals who enjoy high social
rank should be more reluctant to migrate than those with alow rank, since previously
acquired privileges might be lost.

One factor of accumulation growth in actual biological speciesis reproduction.
Accumulations are in general also mating communities, and their size will grow over
time by generating offspring.

Once the accumulation size grows above a size which keeps fitness above solitary
fitness, individuals will have an incentive to leave the accumulation. They will either
go into solitude or migrate together with others. The migration of several individuals
simulataneously can be described by letting afirst individual migrate into solitude and
the others successively join thisfirst one forming another accumulation. This process
will continue as long as the fitness in the new accumulation is larger than in the old one
after migration of an individual.

In general, then, we conclude that individuals should accumulate beyond an
optimal accumulation size, even in more sophisticated models. Accumulations where
individuals have lower competitiveness give their members higher fitness and will
attract more individuals. If adistributable metabolic sink and a distributable metabolic
source are such that the effect of the metabolic sink outweighs the effect of the
metabolic source for small accumulation sizes, evolution will support tolerance and the
formation of accumulations. This makes the identification of distributable metabolic

sinks and sources an essential biological - and aso sociological - task. We haveto
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identify, analyze and possibly implement them for their potential to cause and maintain

accumul ations within populations of individuals.
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Chapter 5. Increase in Genetic Variation and Not-Merely Local

Optimization as a possible Consequence of Accumulation

One essentia problem in contemporary evolutionary biology is that the process of
evolution driven by selection and mutation is only a"locally maximizing machine"
(seeElster (1979)). Under selection and mutation individuals of a species will
eventually bear traits which optimize their fitness under this selective regime. Itis,
however, very unlikely that this optimal fitness isindeed the globally optimal one. It
more likely isamerely local optimum and it might be actually the lowest of those. In
order for the speciesto reach a higher optimum at least part of the population has to
survive and reproduce by lowering their individual fitness. Only then at least a part of
Species can, viareproduction, 'leave the achieved local optimum and travel through a
valley of lower fitness to reach another peak’. Thisis of course not possible under the
survival-of-the-fittest notion. Any individual of lower fitnessis selected against and the
reaching of another fitness optimum than the currently occupied oneisvery unlikely.
Once alocal fitness optimum is reached the species has to remain there as long as there
isnow external change of the selective regime. In traditional evolutionary biology there
isno possibility for an internal change of the selective regime other than adaptation.

In this chapter | will show that the ability to form accumulations can change the
selective regime from within the species. It can provide the species with the possibility
to leave alocal optimum, and reach a higher, or even aglobal, one. | will show that
accumulation of individuals can balance mutation and selection with respect to a certain
trait so that individuals of originally lower fitness can be maintained within the
population. This gives the population the potential to leave, at least partialy, the
currently occupied optimum. With this, however, the probability of having to remain at

this optimum might become significantly less than 1 and a new optimum might be
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achieved - either by single individuals or by the whole population (if the new optimum

proves to be of significantly higher fitness than the old one).

5.1. Theraising and dampening of fitness by the receptance under a
metabolic  sink

| am confining this investigation to the case of a metabolic sink with m" =1 and
onerealization. Recall that in chapter 4 the standard receptance under one realization of
I and m" =1 was defined by

r r
s [P

ﬁ{f,};fw

and the standard escapability as
&ars=1-Ry

Also recall that the individual escapability &' isdefinedas & =1—p" . The overall

format of escapability then becomes

_ 1-&"
E{;}:S zl_ng

where n; isagain assumed to be only dependent on the number of accumulations.

Then &, < can be rewritten as

1- r r r r r
R LA e B 5 /LT

& =1-
tak S n n n
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In chapter 4 | assumed all individual escapabilitesto beidentical. | will now drop this

assumption. Equation (1) then becomes

r r

Er = —,7_5D+’7_S r 2
E{U}ZS @‘ n E n Hor ( )

_ r

& s isthereforeafunction of & . The additive term '7?3 [£] in equation (2) means that

_ r
& s isacompressed version of &, because 1- %S is not dependent on &/ . Since

r r r
I’%SEE —%Sﬁfg <|é; —&; foral n<ng<land n>1theterm’7?S iscalled the

.
dampenindermof equation (2).Theterm 1- '7?5 on the other hand raises the graph of

r r
n?sﬁfg. 1—’7?3 Isincreasing as n increases, so for larger n raising will be higher than

.
for lower ones. Theterm 1- '7?5 istherefore called the raising termof equation (2).
The two essential inequalities which describe the raising and dampening of & under

zr .
o s AE:

The dampening inequality: Let SOJ.9 bean accumulationin 9. Let |Sp1.

Then:
Da.f1 Siléys &psl Kz &) ®)
and
Theraising inequality: Let T,S.7 beaccumulationsin .7 . Let |SP|T .
Then:

D) & Tidi &oq @
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The escapabiltiy under a distributable metabolic sink is ameasure of fitness. In
chapter 4 we have already discovered that under a distributable metabolic sink an
individual has a higher fitnessin alarger accumulation than in asmaller one. Thisis
expressed by the raising inequality. The dampening inequality gives more insight into
how the fitnessis raised: Accumulation raises the fitness of individuals differently.
Individuals of higher fitness benefit less than individuals of lower fitness. Figure 5.1
illustrates this. The fitness of the solitary weaker individual approaches the fitness of

the solitary stronger individual as accumulation size increases.

Escapability
I
0.8
0.6
0.4 | | Respective profits
' by going from set
02| | sSize2tosetsize5
] 2 3 4 5 6 7

+ Set Size
8

Figure 5.1.: Two graphs for escapability for solitarian escapability of .01 ar
respectively. Going from set size 2 to set size 5 shows that th
solitary weaker individual profits significantly more than the so
stronger one. The raising property increases both individuals
escapability, the dampening property decreases their distance
each other.

Asthe accumulation size of S increases c?{;}: s — Ll foralindividuas a. This
means that forming accumulationsis a strategy for a species to eliminate the selective

regime imposed by a distributable metabolic sink. If the accumulation size islarge
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enough, then individuals of lower solitary fitness - or with lower individual escapability
- are maintained in the population. The dampening of the selective regime will result in
an increased genetic variation in the species. The specieswill start to genetically "bleed
out" around its attained local fitness maximum. If this bleeding out isintense enough
such that the species reaches genetically the attractive region of another higher
maximum then, if this maximum under accumulation is high enough, selection will
again happen, and the species will evolve towards the new maximum.

For this mechanism to work it has to be assumed that selection isnot "strict".
That means that an individual within acertain & environment of the maximal fitness
need not have alower fitness than an individual with the maximal fitness This can be
justified by introducing some randomness into the selective process. Such an

assumption will make the model more realistic.

5.2. Graphical representations

In the following | illustrate dampening and raising of escapability in accumulations.
For the graphical representation | will introduce some conditions which are rather
restrictive. These conditions do, however, apply only to the graphical representation,
and will not change the fundamental ideas discussed in chapter 5.1.

First, | assume a species for which small changes in genetics will result in small
changes of fitness.

Second, | assume that there are "layers of equal fitness'. Individuals within one
layer are not selected against other individualsin that layer, although their escapability
islower. Thisisasimplification of the randomness assumption stated at the end of the

previous paragraph.
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Escapability
I |SF10
0.8
SE3 |SE4
0.6
|SE2
04 |
0.2
|SE1
(renetics

Figure 5.2.: Graphs for escapability are given for different valugs$ pf
The rise of escapability is of towards 0 decreasing retur
the most significant increase when going from solitarity -

of pairs. We also note that weak individuals benefit mort
pairing up than strong ones.

Figure 5.3 shows graphs of escapabilities with levels of equal fitnessto illustrate the

increase of genetic variation under accumulation.
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Escapability Initially realized optimal escapability point
1 :
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Figure 5.3.: Increasing genetic variation with accumulation size.

Figure 5.4 shows an example where the genetics emerging under accumulation is
of greater fitness than the one evolved under the original solitary regime. Remaining
solitary means remaining trapped in the local genetic optimum. First, accumulation
yields an increase in variation and, once the attractive region of the higher optimum is
reached, selection will favor those closer to that optimum. In this example each
individual will eventually be of higher solitary fitness than any individual under the

initial regime.
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Escapability
1

0.8

0.6

12 )

Genetics

Initial genetics Final genetics

Figure 5.4.: An example of a solitarian escapability which under accumul ation
yields an overall higher solitarian fitness than the original one.
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Chapter 6. Conclusion

In this chapter | will summarize the ideas and results of the thesis, and indicate

directions of further research.

The axiomatic approach. One problem in theoretical population biology today isthe
lack of aunified approach like the one in theoretical physics (See Meyen (1987) for
more on the discussion on the structure of theoretical biology). To each biological
problem there are many possible approaches, and even in simple models (e.g. predator-
prey systems) there is no theoretical consensus which mathematical terms to use to
model certain features of the system (e.g. capture rate of prey by predator). Thislack
of consensus makes the axiomatic approach essential. At least two advantages have to
be mentioned. First, the assumptions are clearly listed and force the researcher to derive
all theoretical conclusions from those axioms alone. Second, different axiomatic
systems can be compared and a difference in approach becomes more apparent. That
makes it more likely for some consistent theory to emerge. By successively adding
axioms to an axiomatic system we can model more and more complex situations.

In my thesis | have introduced a basic axiomatic system which attempts to capture
the essence of the situation of a metabolic individual - an individual who will only
continue to exist if it is able to maintain a certain level of metabolic energy. Thisisthe
basic dilemmain which al living beings find themselves, and the complexities of life

emerge as a consequence of the different approaches taken to resolve this dilemma.

Metabolic space and time. The specific problem | address with my approach isthe
emergence of cooperation in individuals originally unable to cooperate. In order for

cooperation to emerge in abiological setting, individuals have to acquire the ability to
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live closely to each other. If the objective of cooperation isto defend against a
common metabolic sink individuals have to communicate with each other (forming an
accumulation and moving simultaneously requires communication) and possibly attack
simultaneously. Thisrequiresinitial closeness between individuals. Thisinitial
closeness cannot be assumed if those individuals compete over metabolic resources
which are distributed in the same space.

The axioms of FundAx are set theoretic axioms that describe the relation between
individuals and their metabolic sources and sinks (see chapter 2). FundAx givesriseto
the uniqueness of the set of total encounter associated with an encounter event, and the
concepts of cluster, accumulation and solitary individual can be derived (see chapter 3).
Note that those concepts imply some "spatial quality"”, without space being explicitly
introduced. Many approaches in theoretical biology ignore space as a component
because there is no consensus how to account for it. Introducing space would, hence,
lead to unforeseeable complications. For instance, in the area of population genetics
eguations are in general derived under the assumption that mating is completely
random. However, it is apparent that an individual will more likely mate with another
individual who lives“close by”. Analogous to the concepts of ‘'metabolic source' and
'metabolic sink' a concept like 'mating range' can be introduced which defines
individuals who are members of a'mating cluster’, a'mating accumulation', or are
'mating solitaries. Mating will, then, happen within mating clusters. These ideas can
be defined in the conceptual framework proposed in my thesis. Such extensions will
have to be worked out more explicitly in future research.

The concept of the 'set of total encounter' gives therefore rise to abiological —
here, purely metabolic - notion of space. Biological individuals evolve in aphysical
Euclidean space. To base behavioral investigations on the Euclidean notions of space

(e.g. Euclidean distance, speed, volume etc.) appears, however, to complicate issues,
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since different species of individuals "use" space aswell astime differently. This
different use of space and time should be acknowledged and captured as early as
possible in order to obtain a clear understanding of the 'meaning’ which spatial and
temporal notions have for individuals. Those meanings are captured by probabilities of
encounter. If such aprobability is small, then the metabolic distanceislarge, and vice
versa. A derivation of a metabolic distance concept is given in appendix 4.

The following thought experiment will illustrate the idea of a metabolic notion of
space further. Assume arabbit, aturtle, and a (hungry) fox are locked in aroom
without any possibility to hide. The rabbit will try to be saved from the fox by
attempting to increase the Euclidean distance between itself and the fox. Assume now
the fox has cornered the rabbit in a fashion which does not allow the rabbit to escape
anymore. In that case Euclidean distance has no biological meaning for either the rabbit
or the fox: no matter what that Euclidean distance will be the rabbit will be captured.
The metabolic distance between rabbit and fox isin that case O (for possibly infinitely
many Euclidean distances), since the probability of captureis 1. The turtle, on the other
hand, will not even attempt to increase its Euclidean distance from the fox when
approached. As soon as the fox approaches, the turtle will retreat into its protective
shell. It has not changed the Euclidean distance between itself and the fox, but rather by
retreating into its shell it has changed themeaningof the Euclidean distance.

Regardless of how close the fox isin Euclidean space, the turtle can increase the
metabolic distance between itself and the fox to infinity at any time without even having
to relocate in Euclidean space. On the other hand, the turtle is a vegetarian, and the
food it depends on does not require it to engage in fast movements. The turtle has,
therefore, attained an evolutionary state that is close to perfect: Completely removed
from its metabolic sinks and always exposed to its metabolic sources. While the rabbit

has adapted to its predators, the turtle has removed itself from them. The concept of
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space that will describe the escape strategies of arabbit from afox is certainly much
more complicated than the concept of space necessary to do the same for aturtle. Inthe
case of the turtle space with regard to its predators and its food sources is nearly
eliminated. More precisely, the turtle still needs to pay attention when approached by a
predator and estimate distances in order to decide when to retreat. And it needs to move
in order to obtain food. However, thisis no comparison to the spatial and temporal
tasks arabbit is facing when hunted by one of its predators.

For an individual who is completely removed from its metabolic sinks (which
means that the probability of reception of arepresentation of those metabolic sinksisO
at any time point), and who isin permanent contact with its metabolic sources (which
means that the probability of reception of arepresentation of those sourcesis 1 at any
time point), concepts of space and time cannot have any biological relevance. For such
an individual space and time will have ceased to exist and will have no meaning.
Consequently the individual will cease to engage in any form of movement, of
transformation of space and time. Examples of such individuals are most plants.

Since individuals with lower reception of metabolic sinks and higher reception of
metabolic sources are selected for, the general tendency of a species evolution will be
towards an elimination of space and time. How far that elimination can be realized
depends on the correlation between metabolic distances from sinks and sources. As
long as this correlation is positive - the smaller the distance from a metabolic source the
smaller the distance from a metabolic sink — the elimination of time and space is not
possible. Positive correlation is given in the case of the rabbit-fox example: The rabbit
isforced to leave its burrow in order to forage. By doing so it decreases its distance to
food aswell asitsdistanceto predators. The turtle-fox example, on the other hand,
shows no strong positive correlation between distances from metabolic sources and

metabolic sinks, since the turtle isin the lucky position of carrying its "burrow™ around.



147
Therefore, aturtle aways has roughly the same probability of being captured by a
predator, whether foraging or not. For most species thereis, however, a positive
correlation of the distances, and adaptation is one way to make that correlation less
positive over time. Y et, adaptation can never result in the correlation being not-
positive. Any mechanism which 'uncorrelates the distance between metabolic sources
and metabolic sinks will be selected for and finding and investigating those mechanisms
isessential for evolutionary research. During the evolution of a species we can observe
how this correlation of distances between individuals and metabolic sources and sinks
changes.

In biological settings the Euclidean space is often the "null-space” in the sense
that 'closer’ in Euclidean terms means also 'closer’ in the terms given by any metabolic
source or sink. This does not mean that a cluster or an accumulation under one
metabolic source or sink will also be a cluster or accumulation under another one, but
rather that if two individuals are closer to each other under one metabolic source or
sink, then thiswill also hold for any other metabolic source or sink. This statement,
however, does not follow from the axioms used in thisthesis. A new axiom declaring
the Euclidean space as the null-space for alist of metabolic sources and sinks under
consideration has to be introduced to pursue thisideafurther. An objective of
cooperation that requires closeness of individuals in the Euclidean sense can only be
pursued by individualsif those have already evolved away of living close to each other
in the Euclidean sense. Appendix 4 discusses the concept of metabolic distancéhat
shows how the concepts of cluster and accumulation can be used to define a concept of
distance and, therefore, a concept of space.

The idea of a metabolic concept of space has an analogy in Physics. Dueto
Einstein's Theory of relativity space and time are deformed from their ideal Euclidean

state due to the gravitation of bodies within this space. Around different physical
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bodies space and time are in different states of contraction. Analogously, the meaning
of space and time for abiological individual depends on how it relates to its metabolic
sources and sinks.

One strategy to increase the distance to a metabolic sink is the formation of
accumulations under that metabolic sink as described in thisthesis. But this, in
general, will also increase the distance to any metabolic source. A changein the
individuals might increase the distance to the metabolic sink even further without
increasing the distance to the metabolic sources (e.g. the lion-confusion-supporting
surface patterns of zebras). This, however, givesrise to the idea that there might be
changesin the individuals that decrease the distance to the metabolic sources without
decreasing the distance to the metabolic sink. These changes can be behavioral like e.g.
reduction of competition and aggression, the ability to share, division of labor, etc.
Those strategies of cooperation will be selected for if they increase the distance to
metabolic sinks, and decrease the distance to metabolic sources. If formation of
accumulations is advantageous, then a degradation of competition over food will
happen over time. The ability to share will emerge from a degeneration of interest in
defending food. This might be advantageous if food items are to large to be ingested at
once, or if the variation in encountering those food itemsis large - which means that the
probability of encountering no food item before starvation is high. 1n both cases the

expected number of encounters has to be high enough to sustain the accumulation.

Equilibrium accumulation sizes. In chapter 4 | have showed that under a distributable
metabolic sink individuals have an incentive to form accumulations, under a
distributable metabolic source they have an incentive to disperse. If no metabolic
source is present, then individuals will form arbitrary large accumulations under a

metabolic sink. If ametabolic source is added, then competition will limit the optimal
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accumulation size. Furthermore, the optimal accumulation sizeis not, in general, the
one to emerge as equilibrium if individuals are alowed to join accumulations as long as
they individually benefit from joining. Aslong asthere are solitary individuals the
equilibrium accumulation size will result in afitness that is not significantly larger than
or equal to the fitness of solitary individuals. Nevertheless accumulation will happen
and the equilibrium accumulation size is an evolutionary stable and approachable
equilibrium. Thiswas already pointed out by Sibly (1983). In chapter 4 of thisthesis|
derived severa possible equilibriathat yield fitness that isin general higher than the
solitary one under the simplifying assumption that there is no cost of migration and no
explicit spatial relationship between accumulations. Also, the possibility of
reproduction is omitted. Reproduction will give rise to larger accumulation sizes with
individual fitness being lower than solitary fitness. Thiswill result in individuals
migrating into solitude, or in subsets of individuals splitting off as accumulations from

the original accumulation.

Different levels of selection. Interesting to noteis that reproduction in individuals
leads under these ideas to reproduction of accumulations. Individuals aswell as
accumul ations are entities under distributable metabolic sources and sinks. Therefore,
distributable metabolic sources and sinks link at least two levels of complexity on which
selection can occur. Indeed, as soon as we introduce the concept of reproduction in
accumulations, we can think about selection on accumulations aswell. The faster an
accumulation can reproduce, the higher the accumulation’ s fitness. The speed of an
accumulation’ s reproduction is, however, directly proportional to the speed of
reproduction inindividuals. The speed of individua reproduction depends, in turn, on
individual fitness. This presents avery interesting problem: If we postulate that thereis

some selection on accumulations, then this selective force will drive the equilibrium
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size of accumulations towards the size optimizing individua fitness and away from the
original suboptimal equilibrium. Therefore, selection on accumulationsis expected to
giverise to a higher intolerance among individuals in supersized accumulations, and
higher tolerance among individuals in subsized accumulations. The new equilibrium
group size(s) will be closer to the fitness optimizing group size. This means that the
fitness function will be skewed to theright (asin figure 4.4.(a)). This, again, isa
research that still has to be done. By developing those thoughts explicitly | hopeto
provide an example on how a selection at two different levels of evolution can actually
happen, and how a selection on individuals can imply selection on groups of
individuals. In Keller'sbook (1999, p.11) Reeve and Keller address this question in the

following form:

... What attractive evolutionary forces bind low-level vehicles(...),
like physical stretches of DNA (...), chromosomes, and cells, into
intermediate vehicles, like multicellular organisms? Under what
conditions do these attractive forces exceed the repulsive ... forces
and under what conditions do they not?

... Similarly (...), what attractive evolutionary forces bind
intermediate-level vehicles, such as organisms, into higher-level
vehicles, such as socia groups or individuals? Under what conditions

do these attractive forces exceed the repulsive ... forces?

Using individual fitness functions dependent on accumulation sizes promises some

clarification on these issues.

Increasein genetic variability. In chapter 5 of thisthesis | have shown that
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accumulation under a distributable metabolic sink will result in an increase of genetic
variation in the accumulating species. Thisincrease of genetic variation is the basis for
individuals to be able to "degenerate” within accumulations. This holds under an
assumption that exposure is constant with regard to changes in accumulation size.
Genetic variation can then increase due to the dampening of the original solitary
selective regime under accumulation that decreases the difference in fitness between
individuals. Thisgivesriseto greater genetic flexibility. Individuals of lower solitary
fitness are not necessarily selected against and new fitness optima can possibly be
reached. Dueto itsincreased genetic variation a species consisting of accumulationsis
expected to react more flexibly to changes of the environment than a species consisting
of solitary individuals.

If we allow sexual reproduction in the individuals then there is the possibility that
genetic variation in accumulations will decrease due to inbreeding (if thereis no
sufficient influx of new genetic material due to migration). Thiswill happen when e.g.
accumul ations are stationary and will not encounter and mingle with each other. When
there is extensive inbreeding there will still be an increase in fitness due to
accumulation that will, in turn, lower the selective pressure and lead to a degeneration
of the species. This degeneration can be observed in eusocial species as termites, ants,
and honey bees, aswell asin the naked mole rat (see Sherman, Jarvis, Alexander
(1991)) all of them forming colonies of extreme inbreeding. The degeneration of
individuals in those species makes them unable to return to alife in solitude. They are
dependent on being embedded in the social structure of their accumulation and will die
if removed fromit. At this stage of individual degeneration - when migration into
solitude is no longer a survivable option - accumulations are more like organisms, and
individuals are more like organs or cells than independent entities. At this point

selection does not unconditionally favor an individual who pursues exclusively its own
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benefit without taking the benefit of the accumulation into account aswell. By
damaging the accumulation the individual might damage itself, because it cannot leave
that accumulation anymore. Again, further research has to be done to address these

ideas properly.

Division of labor. A phenomenon which iswidely observed in strongly inbreeding
colony types of accumulationsis 'division of labor'. Division of labor often depends on
age likein honey bees. Y oung workers will be responsible for cleaning, older ones for
foraging, and the oldest ones for taking care of the brood and the queen. Again, a
degenerative mechanism can be suspected behind this phenomenon. First, itisrequired
that the overall task (taking care of the colony) is distributable in the sense that it
separates into sub tasks (e.g., cleaning, foraging, defending, brood care, reproduction)
that can be performed independently of each other. Second, there should be an
automatic mechanism that successively "switches' those tasks on as the individual ages.
How to develop amodel that can capture evolutionary mechanismsleading to a

realization of the division of labor is yet another topic for future research.



APPENDICES
Appendix 1: Axioms

1. Fundamental Axiomatic System (FundAx)

A) Existential Axiom:

FundAx 1.
There exist the following three types of objects:. individuals,

metabolic sources, and metabolic sinks.

B) Relational Axioms:

Let 9 bethefinite set of al individuals. Let ' be ametabolic

source or sink with regard to each individual of the set .7 .

FundAx 2 (Existence of encounter events):
Let SO.7 and S# 0. Thereisanon empty set E; of events called

encounter betwees and . Formaly: 0% 9 80~  £[]

FundAx 3 (Superset closure of encounter events):
Lete SWO.7 and SW=0O. Then: SODWE £ .
FundAx 4 (Existence of focus events):

Let SO.7,and S# 0. Thereisaset ®f of events called focus

betweenS and . Formaly: OS] 9 80~ B[]
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FundAx 5 (Subset Closur e of focus events):
Let SWO.7,and SWz0O. Then, SOWD [ .

FundAx 6 (Existence of reception events):
Let S#0. Thereexistsaset P, of events called reception ofl” by
S. Formaly: OS] 9 &80~ B[]

FundAx 7 (Subset closur e of reception events):
Let SWO.7,and SWz0O. Then, SOWA [P .

FundAx 8 (Existence of a resignation event):

There exists an event «, called the resignation betweerv and I".

Axiomatic System for Accumulations (AccumAXx)

Let 9 bethefinite set of al individuals. Let ' be ametabolic

source or sink with regard to each individual of theset .. Then,

AccumAx consists of FundAx and the following axiom:

AccumAx 1 (Existence of stories):
There exists anon empty set =’ of stories concerning .7 and T .
Thisset iscomplete, i.e., if [g] isastory concerning . and I

according to the definition of the concept 'story’, then [0] [T ', .
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Appendix 2: Metabolic payoff function

Definition (M etabolic payoff function): Let S,S,,S,0.9. Let § bean
accumulation or asolitary individual. Let S OS] S,. Let aJ.v . Let I bea
metabolic source or sink for all individualsin .7". Let anumber b} be given such that
bl >0if I isametabolic sourcefor a and b} <0 if I isametabolic sink for a. Let
u ;=" - {nlb,| nONg beafunction such that

) if e[E g, then: u;([e -~ w}]) =0.
i) if elE g and f [@ ¢, then: u;(fe » f - w|]) =0.
iii) ife[EE; f@bgz,andr[E’;.Then:
If a0S,:u ([e> f> )= 0
If a OS,:u, ([e> - r])= b}
iv) if[o] X [ and[g,] (X [, then U] ([g, ~ o)) =u[([a]) +U([ o))

Then u] iscalled ametabolic payoff function foor underT . A

For each o [X |, thefunction u, isahomomorphism. The metabolic payoff will

be negativeif I isametabolic sink, and positive if I isametabolic source.
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Appendix 3: A predator-prey model

The following model illustrates that aggregation under a distributable threat isa

globally attractive ESS, that, however, eventually the aggregated individuals do not

have higher fitness than the solitary ones. This example also includes a change of

accumul ation encounter probability dependent on the number of accumulations present.

In that case accumulations can emerge in which individual s have fitness lower than

solitary.

The model is given by the following conditions:

D
(2)

3

(4)

()

(6)

Given is a predator.

Given are m prey individuals, m isthe population size of the
prey.

Given are N fields. Each field is able to contain an arbitrary
number k of prey individuals, k < m, and can be encountered by
the predator.

The predator encounters at discrete time points t LJIN , fields; one
at atime. The encounters are uniformly random and
independent.

Condition for the searching predator: The predator keeps
searching as long as he does not encounter a populated field.
Once the predator has encountered a populated field, he randomly
focuses on exactly one of the prey individuals inhabiting

that field.
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We call any given distribution of the m prey individuals over the N fields a situation
The set of individualsin onefield is called agroup.
Let there be | < m fields be populated by the m prey individuals. Thej-th of
thesel fields contains i; individuals. Thus m=i, +i, +... +i,. Especialy if | =m then
i, =1for j =1,2,...,m, which describes a situation in which all individuals are solitary.

Denote with a one of the m prey individuals. The question | try to answer is:

Given acertain situation, what is the probability of the predator to

focuson individua a ?

Since the predator is assumed to be searching the probability that he will encounter a
populated field is 1. The probability of the predator encountering the field inhabited by
ais % The probability of focussing on a if itsfield isencountered is %’ where i? is

the number of individualsin a'sfield. The probability of focussing on a istherefore
1
T
For | = m, which isthe case where al individualslive solitarily, we have a

probability of focussing on x of % For | =1, which isthe case that all individualslive

within a herd inhabiting a single field, the probability of focussing on a is % aswell.
Assuming therefore the same solitary capture rate y for each prey individual thereisno
gainin survival probability for an individual by going from the complete solitary to the
completely aaccumulated case under a searching predator.

It proves however to be interesting to investigate this model more closely. Figure
A3.1 shows the case of five prey individuals accumulating. We can see that although
the survival probability in the end of accumulation is the same as in the beginning, the
intermediate states offer always at least one individual to increase its own survival

probability by joining with another group. It will by doing this always damage the
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group which it leaves and profit the group it joins, leaving members of groups other
than these two unconcerned if it is not the last one of its group leaving. If it isthe last
onein its group, then with leaving solitude it damages all members of groups which it
does not join, profits the members of the group it will join only during the first half of
the aggregation, while damaging them by joining during the second half. Itself will
always profit therefore will always have the incentive to surrender its solitude. We

extend therefore the model by another two rules:

(6) Individuals have the opportunity to leave their fields joining othersin theirs.

(7) Maximally oneindividual changes fields during one time unit.

Figure A3.1 gives one special history of accumulation. | will provein the
following that the totally accumulated situation is an ESS, and furthermore that this ESS
is globally attracting, which means that individuals will always fully accumulate.

The fitness of all individuals within one group is the same, assuming their
potential to escape the predator once focussed is the same, means that the solitary
capturerate y hasfor al prey individuals the same value. Denote by ¢,(n,,n,,....n)
the fitness of an individual within the i-th group of the population partition

(n,n,,...n). Then ¢,(n,n,,...n ) = 1—%. Note that the average fitnessis always

the same, and therefore independent of the decomposition of the population into groups,

which is obtained by calculating
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FigureA3.1: Only 5 fields for 5 individuals are shown since the searching
predator will encounter with probability 1 a populated field.
The fractions above the fields show the focus probabilities fc
an individual in that field. In the purely solitary as in the
completely aaccumulated case the focus probability is the si
There is however for the cases in between always for at lea:
individual an incentive to join another group than the one it ¢
belongs to in order to increase its fitness. Starting, therefore
any situation the system will end up in the completely accun
state after finitely many steps. The actual capture rate is the
probability times the solitary capture yate
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k
L etsintroduce new notation. Let n;,k TJIN; be so that Z n,=mandn, <n,,, for
=1

j =1,2,...k. Thenthetupel of group sizes (n,,n,,...,n,) iscaled asituation scheme
Given two situation schemes A = (al,az,...,akA) and B= (bl,bz,...,bKB) we say that a
migration by at most one individual transforming A into B has happened if and only if
one of the following conditions are satisfied:
1)
(No migration or migration from a group to agroup of size one less)
2 ‘and EZ23S . Then there are two cases.

a) At thefirstindex i with a # b we have a > b (which means
that there was a migration from a group to agroup at least that
large.) Then thereisexactly oneindex j >i suchthat a <b,
and for all other indeces| #1, ] it holdsthat a =b.

b) At thefirstindex i with a # b we have a <b (which means
that there was a migration from a group to a smaller group.)
Then thereis exactly oneindex j >i suchthat a; > b, and for all
other indeces | #1i,j it holdsthat a =1h.

(3) K, # k. Then there are two cases.

a) K, <kg. Thenthereisoneindex i >1suchthat a_, >b, andthe
number of 1'sin B is one larger than the number of 1'sin A.
(Migration into solitude)

b) Kk, > k. Then thereisoneindex i >1 suchthat a <b_;, and the
number of 1'sin A isonelarger than the number of 1'sin B.

(Migration from solitude into an accumul ation)

A sequence of situationschemes obtained by successive migration of at most one
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individual is called a(migration) history scheme
In the following | prove that the fully aggregated state is a globally attractive ESS.
The lemma below states that no individual will migrate to a group of smaller size than

the one it emerged from.

Lemma: Assume an individual migrates from group i to group j with n <n;.

Then (n,,n,,...,n,) becomes (nf‘n;‘t n#),where k"<k,and nf =n, +1, n'=n -1,

lk#

and n’ =n for | #i,j. Then:

#

¢,~(nl ,ng,...,nk#) >¢:(n, N0

Proof: To prove this claim this we have to consider the two cases: k* = k
(which means n >1), and k” <k (whichmeans n =1, and k* =k -1).

1. if k" =k, then:

¢j(nfan§,---,n|§) = 1‘#
J

= 1—#

kn, +1)

> 1_L !
kh
> 1-L
k [h

= ¢,(n,n,,...0)

because n < n;.
2. ifk"=k-1>1,then n =1. Thus n; 21. Therefore n; [{k —1) =1, which implies
that (n; +1) [(k —1) = (k —1) +1, and therefore (n; +1) [{k —1) =k. Thismeans with n =1,
that (k-1) ln, +1) =k [’ . Thus:
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_ _ Y
) o= @ o
S

(k—l)mnj+l)
LY

K

¢.(n,n,,...n,)

1\

This proves the lemma. We see here also that for the case m = 2 it makes no

difference whether to aggregate under a searching predator or not. a

The above lemma shows that there is always an incentive for an individual to join
another group at least aslarge asthe oneit isin right now. Therefore (m) isthe unique
approachable ESS of the model.

We summarize this result in atheorem:

Theorem. Given afitness function ¢(n,k) := 1—&, with 0<y <1. Then
independent of the total number of individualsinvolved the fully accumulated state is

always aglobally attractive ESS.

Summary. It is here of interest that the fitness of a certain given individual in the
complete solitary and the complete accumulated case is the same, while fluctuating with
the advance of the migration process from solitude to full accumulation. Thisis
therefore an example where an ESS does not optimize survival for al members of the
population. This motivates the suspicion that there can be models constructed for which
the fully aggregated case is dightly deleterious to the individual and still aglobally
attractive ESS. This can be accomplished by introducing competitiveness among

individuals. A simple example can be constructed by assuming that a fitness function is
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defined by ¢(n k) := %—é%uﬁ(m , where 9(n) is the fitness disadvantage due to
competitiveness in an accumulation of size n. J(n) isincreasingin n. A necessary and

sufficient condition for full accumulation is then given by

X<y =

He 2 ET"kExD (< Eﬂ Ky +1)E Dly+D)
0 %— ED519(1)<%1—m5519(y+1)
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Appendix 4: Metabolic distance

In this appendix | show that a concept of distance between individuals and
distance between an individual and a metabolic source or sink can be defined using
encounter probabilities.

Givenisafiniteset . of individuals. Let T, , betheeventthat a,,...a, are

a

all elements of arandomly drawn set of total encounter under I". The event Tarl
represented by the set of all sets of total encounter containing a,....a ,, thus

T o ={SHa,..a} 080k E=é §.Ifn>1then: {a,..,a,} isacluster

el

under I if and only if Tarlp__ 20, Let n" be a probability measure on the set of all

a

sets of total encounter. Denote with P[Tarl,___ ] the probability that event Tarl,___

h

happens. If P[T; ,]#0andn>1then T, _ #0 whichinturnimpliesthat

a
{a,...,a.} isacluster under I'. The converseistrue aswell sinceit isassumed that .7
isafiniteset: If {a,....a,} isacluster under I', then P[T  ]# 0. On theother hand,
P[T.] # 0 does not imply that a isasolitary individual. P[T, ] # 0 means that the
probability of a being within a set of total encounter is positive. If thisistruefor all

individuals, then there are no individuals which are "hidden" from I .

P[Tar,ﬁ] )
P[Tﬁr]
the probability that a will be an element of arandomly drawn set of total encounter

The distance concept between two individuals. Denote pgw = Then pglﬂ IS

under I under the condition that S isan element of the set. The following statements

are obvious:
1 py =1
2. If{a,B isnotacluster under I' then and only then p;; = py, =0.

3. Ingenera p, # py,.
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If P}, > Py then the probability of encountering a when encountering y islarger
than the probability of encountering a when encountering 3. That can be interpreted
as a being closer to ythanto 8. Ontheother hand, if p),, > py, then the probability
of encountering y when encountering a islarger than the probability of encountering
B when encountering a, which would also imply that a iscloser to ythanto 8. This

motivates the following definition:

Definition (closer to): a issaidto be closer to ythanto B under " if and only

r r r r
Py > Pa @ Pyye > Py A

The question is now whether how these two inequalities relate to each other.

Plo > Phe. if andonly if P[T; 1>P{T; )] and p}, > p,,; if and only if
P[Tcrr,y] > P[Tar,ﬁ]

2 =—. Therefore:
PIT, 1 PIT,]

If P[Tyr] > P[Tﬁr] . then: pgly > pgw O p;g pgla.
If P[Tyr] < P[Tﬁr] . then: p;la > p;m O p;|y> p;w.

Therefore: If P[T,]1=HT;], then: pj, > p,, = P, > P,,;- Thisgivesrisetothe

following concept:

Definition (the strong principle of spatial uniformity of encounter (SPSUE)):
We say that the strong principle of spatial uniformity of encounter (SPSUE) hbokisl
only if
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< <« 0@ 7:P[TF] Q. A

In general the SPSUE does not to hold! The very nature of the approach makes it
possible to talk about closeness between individuals only if those are members of the
same cluster, and therefore the same accumualtion. A weaker version of the principle
stated above is therefore possible without l0osing the equivalence of the two approaches

to describing closeness.

Definition (the weak principle of spatial uniformity of encounter (WPSUE)):
We say that the weak principle of spatial uniformity of encounter (WPSUE) hblagl

only if

0$ (9,..0€ a Al S:PEF] g A

It is apparent that whenever SPSUE holds, then also WPSUE: SPSUE [ WPSUE.

If p; =1then P[T;;1=PF[T;]. From T;, OT; itfollowsthat P[T; \ T;,]=0. that
means that thereisno cluster in T; \ T, ;. Since T; and T, , are, however, sets of
clusters, we conclude that T; \ T; ; = O, and therefore T, ; =T; . Thismeansthat f3 is
indistinguishable from a under ", which means that thereis set of total encounter
containing B which does not aswell contain a. If B isindistinguishable from o it
does, therefore, not follow necessarily that a isindistinguishable from . There might
be sets of total encounter which do contain a but not 3. Clearly, if the WPSUE
holdes, then whenever 3 isindistinguishable from a then aisalso indistinguishable
from B. Inthis cased we say shortly: a and [ areindistinguishable. It can not be

concluded that if a and [ are indistinguishable that both are the same individual.
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However, a isaways indistinguishable from itself.
The larger p;w thecloser a and B (in the sense of the definition of 'closer to'
given before). This enables usto give general approach how to use those conditional

probabilities to define a 'distance’ between two individuals.

Definition (cluster distance from oneindividual to another): Any function

A(a,B) with the following property is called a cluster distance unddr from a to 3:

F:00- Ry :  Aa.p)= f(p,)
[0 fis strictly increasin A
0 f(O= O

Notethat {a, 4 does not have to be a cluster in order for the cluster distance to be
defined. Let A beacluster distanceunder I'. Then clearly A(a,a)=0. If Bis
indistinguishable from a then A(a,8)=0. Ingenera A(a,B)# A(B,a). However, if
WPSUE holds, then A(a,B) = A(B,a) whenever {a, & isacluster. If {a, 3 isnota
cluster, then A(a,B) = f(0) which isthe maximal cluster distance, and of course also
A(a,B)=A(B,a). The concept of cluster distance can be refined to the concept of

accumul ation distance due to the relation between clusters and accumulations.

Definition (accumulation distance from oneindividual to another): Any
cluster distance A(a,3) with the following property is called an accumulation distance

underl” from a to S:

Aa,B) = |\/|inEf(0),ZA(ori a.)NONOas @ o, B A
0 1=1 L

Although the concept of ‘accumulation’ does not explicitly appear in the definition of
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‘accumul ation distance’, the definition impliesthat if o and S are both within an
accumulation then all the a;'s necessary to calculate the distance from a to 8 haveto
be within the accumulation aswell. Again, if WPSUE holds, then A(a,B) = A(B,a). If
a and B arein two different accumulations, then A(a,B) = A(B,a) = (0).
The definition of an accumulation distance A implies that the triangle inequality

holds:

Oa,B.yd 7 :Aa,B) OBy Aay)

The triangle inequality holds even if the WPSUE does not. |f the WPSUE holds, then

9 forms together with an accumulation distance function A ametric space.

Theorem: Let A be an accumulation distance. Assume that the WPSUE holds.

Then . associated with A forms ametric space.

Proof: We have to show that A satisfies the axioms of a metric.
1) A isnon-negative: Thisistrue by the definition of a cluster distance.
2)  A(a,a)=0: Thisistrue, because p;, =1 and f(1)=0.
(Property 2 follows aso from properties 3 and 5)
3) ltistruethat A(a,B)=0 whenever a and 8 areindistinguishable.
4) A issymmetric.
5) It wasaready stated that the triangle inrequality holds. a
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GLOSSARY

The finite set of individuals

Let SK,HO.9 . Let ' be ametabolic source or sink.

P{$

Es

Thepowersetof S. P{S:={HH HO $

The set of encounter events between S

and I.
The set of encounter events between S
and I’ where Sisthe set of total

encounter.

The set of focus events between K and

r.

The set of focus events between K and

I"'where K isthe set of total focus.

The set of reception eventsof I by H.

The set of reception eventsof I by H

where H isthe set of total reception.
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AT

Ns

LY/

exposure oSto I

total exposure oEto I

acceptance of by H

total acceptance of by H

receptance ofl by K

total receptance dki by &1
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The set of stories concerning . and I

The probability that an encounter event

isbetween Sand I'.

The probability that an encounter event
is between at least Sand I'. Thismeans
that S isthe set of total encounter of

this event.

The probability that afocus event is

between H and I.

The probability that afocus event is
between at most H and I'. This means
that H isthe set of total focus of this

event.

The probability that areception event is

between K and I.

The probability that areception event is
between at most K and I'. This means
that © isthe set of total reception of

this event.
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pH:S

i
Py

zr
S s

total receptance &f by &

after total focus between

total receptance of by H

through accumulatiors

receptance of by a after

total focus betweeK and I

escapability ofo from I

through S
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The probability of H being the set of
total reception under the condition that
K is K and T the preceeding set of

total focusunder I .

The probability of reception of I' by H

where HO S, and S is an accumulation.

The probability that a reception event of
" by atleest a occurs under the condition
that K isthe preceeding set of total focus

under .

Probability of avoiding metabolic change
after an encounter between I' and the

accumulation S has happened.
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