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This thesis presents a validated model of a 4 kilowatt combined heat and 

power (CHP) system derived from laboratory experiments.  The model is tuned to 

match steady state experimental tests, and validated with transient experimental 

results.  Further simulations are performed using a modeled thermal storage system, 

and implementing the CHP system into a building model to evaluate the feasibility of 

CHP in the mid-Atlantic region, as well as the Great Lakes region.   The transient 

simulation outputs are within 4.8% of experimental results for identical load profiles 

for a simulated summer week, and within 2.2% for a spring or autumn week.  When 

integrated with a building model, the results show 23.5% cost savings on energy in 

the mid-Atlantic region, and 29.7% savings in the Great Lakes region.   
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Nomenclature 
 

Abbreviations: 
 

CCHP  Combined Cooling, Heating and Power 
CHP  Combined Heating and Power 
HVAC  Heating, Ventilation and Air-Conditioning 
PID  Proportional-Integral-Derivative 
PLR  Part Load Ratio 
RPM  Revolutions per Minute 
SEER  Seasonal Energy Efficiency Ratio 
TMY  Typical Meteorological Year 
UA  Overall Heat Transfer Coefficient 
 
Parameters/Variables: 

 
T  Temperature 
C  Specific Heat 
 �  Mass Flow Rate 

 ��   Energy or Heat Rate 
 �  Effectiveness 
 �  Efficiency 
F  Waste heat fraction 
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Chapter 1: Introduction 

1.1 Background 

In 2008, residential energy consumption represented 22% of the total energy consumption in the 

United States.  This includes energy for heating and cooling, humidity control, lighting, and 

residential appliances.  When combined with commercial buildings, 41% of all energy 

consumption in the United States is in buildings (1).  The US breakdown of energy consumption 

in US buildings is shown in Figure 1.  Accordingly it is appropriate to search for energy saving 

measures and efficiency improvements.  One possibility for improvements is the use of small-

scale combined heating and power (CHP), or micro-CHP. 

 

Figure 1: Building Energy End-Use Splits for US, 2006 (2) 

CHP is defined in the context of this thesis as the combined generation of electricity and heat 

from a single fuel source.  This most often refers to the use of an engine to generate electricity, 

the waste heat of which being used for space and/or water heating applications.  The abbreviation 
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CHP is also sometimes used to mean Cooling, Heating and Power, in which case cooling is 

performed in the appropriate season.   

 

Micro-CHP is being investigated for building use as a way of reducing primary energy 

consumption and energy cost to the consumer.  Tables 1 and 2 show the energy cost and 

consumption breakdown, respectively, for different US regions (3). 

 

Table 1: Average Energy Cost Regional Breakdown in US Residential Buildings 

 

 

As the tables show, the total energy cost of a residence is typically higher in northern regions.  It 

can also be observed that the load shifts from electricity to heating fuels such as natural gas or 

fuel oil for houses further north.  Regions in which this heating load is large are the easiest 

targets for a CHP application. 

 

Total................................................ 111.1 1,810 1,123 754 1,518 143 875

Census Region and Division
Northeast................................... 20.6 2,319 1,068 999 1,627 99 758

New England........................ 5.5 2,428 985 1,148 1,717 110 762
Middle Atlantic....................... 15.1 2,279 1,098 961 1,569 Q 757

Midwest...................................... 25.6 1,786 932 877 1,082 Q 1,097
East North Central............... 17.7 1,808 924 909 1,095 Q 1,109
West North Central.............. 7.9 1,735 951 802 Q Q 1,079

South.......................................... 40.7 1,758 1,368 618 1,188 149 792
South Atlantic........................ 21.7 1,703 1,348 690 1,205 158 751
East South Central............... 6.9 1,674 1,200 705 Q 115 890
West South Central.............. 12.1 1,903 1,499 508 N N 772

West............................................ 24.2 1,491 959 565 1,192 Q 875
Mountain................................ 7.6 1,644 1,018 626 Q N 966
Pacific..................................... 16.6 1,421 932 540 1,428 Q 775

U.S.

Households

 (millions)

Fuels Used (Dollars per household)

Total Electricity Natural Gas Fuel Oil Kerosene5 LPG
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Table 2: Average Energy Use Regional Breakdown in US Residential Buildings 

 

 

In a setting in which the heating fuel usage is high, a CHP system may be useful in offering the 

potential to generate electricity during the periods in which heating is needed.  For this to be 

profitable in most cases, a means of selling excess electricity generated is necessary.  The 

simplest case is net-metering, in which excess electricity is purchased from the homeowner at the 

same cost as would be charged to the user for consumption.  Alternatively a lower rate may be 

given, or in the case of government incentives for on-site generation, a higher rate may be paid, 

as has been proposed in some state-level legislation (4). 

1.2 Literature Review 

Micro-CHP has been the topic of considerable research for its potential savings, particularly in a 

more distributed grid-style energy system.  Research focusing on modeling micro-CHP has 

largely been aimed at determining ideal applications for CHP and evaluating the financial 

feasibilities of such applications.  The International Energy Agency published, as part of a series 

Total............................................... 111.1 11,480 67 742 76 457 1.5

Census Region and Division
Northeast.................................. 20.6 8,227 82 798 54 387 2.5

New England....................... 5.5 7,432 88 855 62 450 1.6
Middle Atlantic...................... 15.1 8,514 80 762 Q 364 2.9

Midwest..................................... 25.6 10,790 83 528 Q 652 1.8
East North Central.............. 17.7 10,479 89 535 Q 650 2.1
West North Central............. 7.9 11,493 70 Q Q 654 1.4

South......................................... 40.7 14,895 52 569 80 381 1.2
South Atlantic....................... 21.7 14,721 57 576 85 343 1.1
East South Central.............. 6.9 15,928 56 Q 61 451 1.7
West South Central............. 12.1 14,619 46 N N 382 1.0

West........................................... 24.2 9,230 53 566 Q 435 1.2
Mountain............................... 7.6 10,855 60 Q N 501 1.6
Pacific.................................... 16.6 8,492 50 673 Q 365 0.9

Fuels Used (physical units of consumption per household using the fuel)
U.S.

Households

 (millions)
Electricity 

(kWh)

Natural Gas 

(thousand 

cf)

Fuel Oil 

(gallons)

Kerosene4 

(gallons)

LPG

 (gallons)

Wood 

(cords)
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of reports, the Annex 42 Report in which several fuel cell and combustion powered CHP devices 

are modeled and tested.  Their modeling efforts included TRNSYS and other software (5).   

A similar effort to that of this thesis was performed by Kelly et al. for a 0.75 kW Stirling cycle 

CHP unit and a 5 kW Senertec internal combustion engine.  They also modeled a building and 

ran an assortment of one-week simulations to evaluate CHP performance in a residential 

application (6).  Dentice d’Accadia et al. established a test facility to test small scale CHP 

systems, and compiled a summary of state-of-the-art technologies including fuel cell, internal 

combustion and Stirling engine systems (7).  Entchev et al. developed two side-by-side, identical 

houses with which to test CHP-aided homes against a baseline, with a 0.74 kW electrical output 

Stirling engine system (8).  The same facility, in a report by Bell et al., was used for one- to two-

day tests of the Stirling system, showing total system efficiencies of approximately 82% in 

spring-time operation, and the small Stirling unit generating 25-43% of the total daily electricity 

consumption at the house (9).   

De Paepe et al. compared various CHP systems to a reference house model to compare energy 

savings.  Their findings showed an existing Stirling engine to consume as little as 73% of the 

energy consumed in the reference case.  Their study also showed financial feasibility of all the 

CHP systems modeled, particularly with the ability to over-produce and “sell back” to the grid 

(10).  Another overview of CHP and buildings and specifically residential loads was performed 

by the United Technologies Research Center, including system modeling with Matlab (11).   
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Dorer and Weber also used TRNSYS to evaluate performance with whole-building models.  

Their results show clearly that different CHP systems are advantageous in different buildings.  

The results are shown in Figure 2 (12).  

 

Various configurations of domestic CHP for thermal loads have been evaluated.  Wu and Wang 

presented an overview of Combined Cooling, Heating and Power (CCHP), detailing the use of 

waste heat-powered cooling systems such as absorption chillers over a spectrum of size ranges 

(13).  Few et al. modeled domestic CHP using a heat pump (14). 

 

Other researchers have focused on the control strategy of CHP systems.  Jalalzadeh-Azar showed 

the advantage of thermal load following control strategies as opposed to grid-isolated, electrical 

load following systems (15). Peacock and Newborough investigated using aggregate load control 

as opposed to the typical heat load following method (16).  Lund and Munster evaluated grid-

level control strategies for CHP- and wind-heavy energy systems (17).  Also, Huowing et al. 

evaluated the effect of demand and economic uncertainties with regards to such systems (18).  

Cost minimization for a local utility was evaluated by Henning, demonstrating impact of price 

and possible incentive programs on the short-term viability of CHP (19).    

 

Using the larger-scale reference of a hotel or hospital, Cardona et al. evaluated the balance 

between economic and energetic or environmental savings in the case of CHP-heat pump hybrids 

(20).  This work illustrates the existence of competing goals, as the work suggests that the 

manager seeking optimal financial benefit will realize far less environmental or energetic savings 
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than are possible (20).  Sanaye and Ardali showed the payback period estimate for micro-turbine 

combined heating and power systems ranging from 30-350 kW (21). 

 

Other than internal combustion engines, systems including Stirling engines and fuel cells are 

being considered.  Kong et al. evaluated the efficiency and feasibility of CCHP systems driven 

by Stirling engines and using absorption chillers (22).   

  

 

Figure 2: Results from Dorer and Weber (12) 
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Also noteworthy is a paper by Hawkes and Leach that shows the effects of temporal precision in 

modeling on the results of simulation.  They demonstrate that using typical one-hour-time step 

load profiles results in significant underestimation of the required system capacity (23).   

1.3 TRNSYS Overview 

The TRNSYS software is used extensively in this thesis.  TRNSYS is a component-based, 

transient simulation software originally developed by the University of Wisconsin’s Solar 

Energy Lab and the University of Colorado’s Solar Energy Applications Lab in the 1970s (24).  

The program calls FORTRAN subroutines to represent each modeled component.  The process is 

iterative, with components called in a predetermined sequence for a set number of iterations or 

until the convergence tolerance is met.  Using the Simulation Studio to build the model 

automates the process of linking component outputs and inputs.   

TRNSYS features an internal library of components for an assortment of applications.  These 

components include utilities such as printers, plotters and value integrators as well as models of 

HVAC components, electronics, hydronics and many more.  In addition to this default library, 

the distributor Thermal Energy System Specialists (TESS) has an extensive library of improved 

or modified and additional components.  Finally, due to the component-based nature of 

TRNSYS, the user can develop new components to be called without manipulating the source 

code of any native component.  The TRNSYS libraries also include components to link to 

various external programs, such as Matlab, EES and Excel.  The Excel link is used extensively in 

this research.  In the calibration and validation process, results directly from the laboratory are 

used as inputs to various model components, to be discussed below.  Also, the load profiles for 
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domestic hot water and space heating in transient operation and building testing are read through 

this Excel link (25). 

TRNSYS is used for this work because it combines transient energy system modeling with 

building modeling.   The building software bundled with TRNSYS is called TRNBuild.  The 

TRNBuild software links with TRNSYS through the Type 56 component.  The TRNBuild 

software models buildings as a collection of interconnected thermal masses, called zones.  Each 

zone has a volume, thermal capacitance, and boundary conditions.  The boundary conditions 

include wall materials, adjacencies, ventilation and infiltration rates and orientation.  This will be 

examined in more detail in the description of the building model.  Also, zones can be given 

gains, scheduled or constant, to mimic the thermal gains caused by occupancy and use.  All 

zones are treated as isotropic masses, meaning values such as infiltration between zones are 

approximated rather than directly calculated.  However, airflow modeling is done by others (26). 

In any simulation requiring weather data, TRNSYS has a native component to read a TMY2 file.  

Typical meteorological year data (TMY) is provided by the National Renewable Energy Lab 

(NREL) and is derived from data collected between 1961-1990 (27).  Each month of TMY2 is 

data from a real month, selected to be the most “average” of the years included.  This means that 

while the data is real weather data and has the inherent variability of real weather patterns, it is 

not exceptional (27).  Therefore, simulations can be performed using the typical weather patterns 

of various United States and international locations for which data has been collected.   

 



 

 
 

Chapter 2: Experimental Configuration and Model Development

2.1 Laboratory Configuration 

The models created for this effort 

Gluesenkamp.  The prime mover used is a 

cylinder Otto cycle engine running on

water cooled permanent magnet generator, 

is inverted to the desired frequency and voltage by a single phase inverter.  The engine speed is 

regulated by modulating the shaft torque imposed by the generator, 

operate at open throttle across all part loads.  The engine is water cooled, and heat is recovered 

from the engine cooling jackets, oil cooler, exhaust gas recuperator, and the generator.  A 

schematic is shown in Figure 3.  

Figure 

9 

Experimental Configuration and Model Development

The models created for this effort are based on tests of a real CHP system performed by Kyle 

Gluesenkamp.  The prime mover used is a 4.0 kW Marathon Ecopower unit.  It is a 272cc single 

running on natural gas.  The electrical generator is a shaft

water cooled permanent magnet generator, coupled directly to the engine.  The generator output 

is inverted to the desired frequency and voltage by a single phase inverter.  The engine speed is 

regulated by modulating the shaft torque imposed by the generator, allowing 

le across all part loads.  The engine is water cooled, and heat is recovered 

from the engine cooling jackets, oil cooler, exhaust gas recuperator, and the generator.  A 

schematic is shown in Figure 3.   

Figure 3: Schematic of Prime Mover 

Experimental Configuration and Model Development  

based on tests of a real CHP system performed by Kyle 

Marathon Ecopower unit.  It is a 272cc single 

nerator is a shaft-mounted, 

directly to the engine.  The generator output 

is inverted to the desired frequency and voltage by a single phase inverter.  The engine speed is 

allowing the engine to 

le across all part loads.  The engine is water cooled, and heat is recovered 

from the engine cooling jackets, oil cooler, exhaust gas recuperator, and the generator.  A 
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As can be seen in Figure 3, the cooling sequence and approximate percentage of total waste heat 

recovery at full load is:  

 

• Plate Heat Exchanger � Generator (2%) � Oil Cooler (8%) � Exhaust Gas 

Recuperator (44%) � Cooling Jackets (35%) � Plate Heat Exchanger  

 

Approximately 10-20% of waste heat is lost, depending on engine speed.  The dashed line in 

Figure 3 represents the boundary of the prime mover.  Figure 4 shows the overall laboratory 

configuration.  

 

Figure 4: Laboratory Configuration 

 

The main purpose of the prime mover’s heat recovery components is to provide useful heating, 

which can be stored in the 832.8 liter (220 gallon) buffer tank or diverted to a radiator.  The 
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storage tank is 1.77 m high and approximately 0.77 m in diameter, with a rounded top and 

bottom.  It is made of steel and insulated with one inch of flexible polyurethane foam insulation 

(28).  A schematic showing the location of temperature sensors in the tank is shown in Figure 5.  

The circular symbols represent in-stream sensors.  The inlet for the prime mover supply and the 

outlets for space heating and domestic hot water are located at the same level as the top in-stream 

thermocouple.  The outlet to the prime mover return and the inlet for tap water and space heating 

return are located at the same height as the lowest in-stream thermocouple.  In addition to the 

five in-stream thermocouples, there are 8 thermocouples on the outside of the tank.   

 

The surface thermocouples measure temperatures slightly lower than those measured by the in-

stream thermocouples.  To adjust these values, the following two formulae are applied: 

 

( ), , , , ,     = 1 to 8surf,corr i surf,meas i surf meas i amb iT T C T T for i= + −
          (1) 

instream surf

surf amb

T T
C

T T

−
≡

−
               (2) 

The correction factor is determined by evaluating the difference between in-stream and surface 

readings at two heights.  This correction allows more precise determination of the in-stream 

temperature gradient without additional in-stream sensors.   
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Figure 5: Location of Temperature Sensors in Tank 

2.2 Prime Mover Model 

The prime mover is modeled by a collection of components shown in Figure 6.   
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Figure 6: Prime Mover Configuration in TRNSYS 

 

The internal combustion engine is modeled using a component in TRNSYS called Type 907.  

This component uses a table of empirical performance data to determine the operating outputs 

for an internal combustion engine given set input conditions.  The parameters used for 

calculations and their default settings are shown in Table 3. 

 

Table 4 shows the inputs and outputs for the internal engine component.  The inputs are read at 

the beginning of each calculation iteration from other components.  The component by default 
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has an aftercooler.  However, the fluid properties of water are input for this component, and it 

simply acts as the generator heat recovery component, and will be referred to as such herein.  In 

addition, the flow of the engine cooling fluid is calculated in an external, empirical equation.  

The function is  

�� � 926.1 � 
�� � 167.4      (3) 

 

Table 3: Parameters for I.C. Engine Component 

 

 

 

Parameter Units Value

Maximum Power Output (kW) kW 3.993

Number of Intake Temperatures - 2

Number of Part Load Ratio Points - 6

Specific Heat of Jacket Water Fluid kJ/kg-K 4.19

Specific Heat of Oil Cooler Fluid kJ/kg-K 4.19

Specific Heat of Exhaust Air kJ/kg-K 1.007

Specific Heat of Generator Fluid kJ/kg-K 4.19

Rated Exhaust Air Flow Rate kg/hr 3.83
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Table 4: Inputs and Outputs for I.C. Engine Component 

 

 

In addition, the fuel consumption is calculated in the prime mover component based on the 

electrical efficiency as part of the performance map.  It is calculated as a required heat input.  

The equation for required heat input is  

   

������ � �� ����
�     (4) 

 

where ������ is the fuel input in kW, ������ is the electrical output of the prime mover in kW, 

and η is the system efficiency.  In this thesis, the electrical efficiency is considered to be the total 

efficiency of the engine at converting fuel heat to electrical output.   

Input Units Output Units

Intake Air Temperature C Exhaust Temperature C

Desired Output Power kW Exhaust Flow Rate kg/s

Jacket Fluid Temperature C Jacket Water Outlet Temperature C

Jacket Fluid Flow Rate kg/s Jacket Water Flow Rate kg/s

Oil Cooler Fluid Temperature C Oil Cooler Outlet Temperature C

Oil Cooler Fluid Flow Rate kg/s Oil Cooler Flow Rate kg/s

Generator Fluid Temperature N/A Aftercooler Outlet Temperature N/A

Generator Fluid Flow Rate N/A Aftercooler Flow Rate N/A

Electrical Power kW

Shaft Power kW

Required Heat Input kW

Mechanical Efficiency -

Electrical Efficiency -

Part Load Ratio -

Exhaust Heat Rate kW

Jacket Water Heat Rate kW

Oil Cooler Heat Rate kW

Aftercooler Heat Rate N/A

Environment Heat Rate kW
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The structure of the TRNSYS engine component code is represented in Figure 7. 

 

 

Figure 7: Flow Chart Representation of Engine Component Code 

 

As Figure 7 shows, the main input to the engine component is the desired electrical output of the 

engine.  This can be provided as an input by the user or from another component, such as the 

control strategy components used in the transient simulations of this project.  The desired output 

is converted to a part load ratio and used to refer to a performance map which contains 

information on efficiency, exhaust flow and heat distribution.  From this performance map, the 

fuel use and thermal output can be derived.   
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The mass flow of the engine cooling fluid is also calculated as a function of part load ratio, as 

described in the steady state calibration section.  The cooling water mass flow rate and the heat 

rejection to each component as found in the performance map are used to determine the 

temperatures in the cooling water loop using the equation  

   

 !�" �  #$ � ��
%� &'         (5) 

where (�  is the heat addition to the fluid stream from the generator, )�  is the mass flow rate and 

Cp is the specific heat of the fluid.  Tin and Tout are the temperature of the fluid flow into and out 

of the component, respectively.   

2.3 Heat Exchanger Models  

There are two important heat exchanger models in the prime mover model.  An exhaust gas 

recuperator, modeled as a Type 5b counter-flow heat exchanger, is used to cool the exhaust gas 

while adding heat to the cooling water flow.  A flat-plate heat exchanger also modeled as a Type 

5b counter-flow heat exchanger acts as the interface between the engine cooling loop and the 

external water loop.   

   

The mathematical model for the heat exchangers is the same.  The equation used is  

   

� � *+,-./+ 01
2� 234552346*+ 2� 234552342� 278552789:

*+6 2� 234552342� 278552789 ,-./+ 01
2� 234552346*+ 2� 234552342� 278552789:

     (6) 
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where ε is the effectiveness, <%#$ and <%=> are the minimum and maximum of the specific heats 

of the working fluids, and UA is the overall heat transfer coefficient of the heat exchanger. The 

values �� %=>& and �� %#$& are the flow rates corresponding to the fluid with the maximum and 

minimum specific heat.  The value of ε is used to determine the outputs of the heat exchanger 

using the equations  

   

 ?! �  ?# @ � 6%� 2345&234
%� A&'A 9 ( ?# @  �#)      (7) 

 

�� B � ��� %#$&<%#$( ?# @  �#)      (8) 

 

where Tho and Thi are the hot-side inlet and outlet temperatures, �� ? is the hot-side mass flow 

rate, Tci is the cold-side inlet temperature, Cph is the hot-side fluid specific heat, and �� B is the 

total heat transfer across the heat exchanger.   

   

In the case of the plate heat exchanger for which the fluid on both sides of the heat exchanger is 

water, equation 6 reduces to   

 

� � *+,-./+ 01
2� 234552346*+2� 23452� 27859:

*+62� 23452� 27859 ,-./+ 01
2� 234552346*+2� 23452� 27859:

      (9) 

   

The specific heat of working fluids is always a parameter rather than an input in the TRNSYS 

components used.  This means that it cannot vary during a simulation – it is set prior to the 

simulation and treated as a constant.  The specific heat of water is assumed to be constant at 4.19 
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CD
CE+F.  The specific heat of water is 4.188 

CD
CE+Fat 65 C, 4.191 

CD
CE+Fat 70 C, and 4.194 

CD
CE+F at 75 

C.  As the arithmetic mean of water loop temperatures for each test fell in the range of 65-75 C, 

the value of 4.19 
CD

CE+F is used as an approximation.  For the exhaust gas, the condition of the gas 

varies from nearly atmospheric air to exhaust gas over 800 C.  The specific heat varies 

significantly in this range, so an average value must be approximated.   Across three steady state 

tests, 3400 RPM, 2400 RPM, and 1600 RPM, the specific heat is calculated as the change in 

enthalpy divided by the temperature change across the exhaust gas recuperator.  The values 

calculated were 1.320, 1.317 and 1.314 
CD

CE+F respectively.  Based on these calculations a value of 

1.315 
CD

CE+F was selected.  As will be shown in the results section, the approximations used for 

the fluid specific heat values have little adverse effect on the model outputs.   

   

2.4 Tank Model 

   

In transient operation and building application testing, a storage tank is modeled.  The TRNSYS 

component utilized is Type 534, a cylindrical storage tank model.  Type 534 is a fluid-filled, 

constant volume tank.  It is divided into isothermal temperature nodes to model stratification.  

The number of nodes affects the stratification of the tank, with more nodes leading to a greater 

stratification.   For the purposes of this simulation, 39 nodes (numbered 1 at the top through 39 at 

the bottom) are used.   

 

Figures 8-10 are the results of tests to demonstrate the effect of changing the number of nodes on 

the simulated tank.  Figure 8 shows a tank model with 26 nodes, Figure 9 shows 39 nodes, and 
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Figure 10 shows 78 nodes.  The nodes shown in each figure represent corresponding top, middle 

and bottom temperatures.  Each simulation is done using the same input file with the tank inlet 

flow and temperatures from a laboratory test used as inputs to the model.  The dimensions of the 

tank, initial temperatures and ambient conditions are identical. 

 

A few points of note can be taken from these figures.  Observing the lowest node in each tank 

test, it can be seen that the temperature of the lowest node begins to increase at approximately 

2.6 hours with 26 nodes, 2.8 hours with 39 nodes, and 3.2 hours with 78 nodes.  Observing the 

middle nodes at the 2 hour mark, the temperature is approximately 29 °C with 26 nodes, 24 °C 

with 39 nodes, and 23 °C with 78 nodes.  Observing the top node, the temperature at 1 hour is 

approximately 50 °C with 26 nodes, 52 °C with 39 nodes, and 56 °C with 78 nodes.  This 

example demonstrates the stratification difference with different numbers of nodes.  With more 

nodes, the higher nodes heat faster than with fewer nodes, and the lower nodes heat more slowly 

than with fewer nodes.  Observing each temperature at approximately 6 hours shows that there is 

little effect on the fully heated tank, or the time it takes the tank to heat fully.   
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Figure 8: Tank Node Temperatures, for 26-Node Tank Model 

 

Figure 9: Tank Node Temperatures, for 39-Node Tank Model 
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Figure 10: Tank Node Temperatures, for 78-Node Tank Model 

The tank has an adjustable number of inlet and outlet flows, which are coupled.  When an inlet 

has a non-zero flow rate, the corresponding outlet has the same flow rate.  The inlet and outlet 

locations can be set by the user, and are set in this case to match those of the laboratory.  There 

are three pairs of inlets and outlets:  the inlet of heated water from the prime mover enters near 

the top of the tank, and returns from near the bottom; the domestic hot water outlet is located 

near the top and the corresponding flow of tap water enters the bottom; and the space heating 

water exits the top and returns to the bottom of the tank.  Table 5 shows the inputs, outputs and 

parameters associated with Type 534.  The component has optional immersed heat exchangers 

and user-controlled heat flows, which are not used.  The fluid properties are those of water.  The 

loss coefficient for the tank to ambient is determined through empirical data of the tank, at the 

fully heated state.  The value of 3 W/m2-K corresponds to an R value of 0.33 or the equivalent of 

approximately one half-inch thickness of high density fiberglass insulation.  The discrepancy 

between this and the laboratory insulation, which is one inch thick flexible foam, is most likely 

due to incomplete coverage.   
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Table 5: Parameters, Inputs and Outputs for Type 534 Tank Model 

 

   

 

 

  

Parameter Value Units Inputs Units Outputs Units

Number of tank nodes 39 -

Inlet temperature 

for port-1 C

Temperature at 

outlet-1 C

Number of ports 3 -

Inlet flow rate for 

port-1 kg/hr

Flow rate at outlet-

1 kg/hr

Number of immersed heat 

exchangers 0 -

Inlet temperature 

for port-2 C

Temperature at 

outlet-2 C

Number of miscellaneous 

heat flows 0 -

Inlet flow rate for 

port-2 kg/hr

Flow rate at outlet-

2 kg/hr

Tank volume 0.8328 m^3

Inlet temperature 

for port-3 C

Temperature at 

outlet-3 C

Tank height 1.77 m

Inlet flow rate for 

port-3 kg/hr

Flow rate at outlet-

3 kg/hr

Fluid specific heat 4.19 kJ/kg.K

temperature for 

node-1 C

Average tank 

temperature C

Fluid density 1000 kg/m 3̂

Gas flue 

temperature C

Energy delivery 

rate kJ/hr

Fluid thermal conductivity 2.14 kJ/hr.m.K

Inversion mixing 

flow rate kg/hr

Energy delivered to 

flow -1 kJ/hr

Fluid viscosity 3.21 kg/m.hr

Auxiliary heat 

input for node-1 kJ/hr

Energy delivered to 

flow -2 kJ/hr

Fluid thermal expansion 

coefficient 0.00026 1/K

Energy delivered to 

flow -3 kJ/hr

Edge loss coefficient 3.0 W/m 2̂.K Top losses kJ/hr

Entry node-1 2 - Edge Losses kJ/hr

Exit node-1 37 - Bottom losses kJ/hr

Entry node-2 37 - Gas flue losses kJ/hr

Exit node-2 2 -

Auxiliary heating 

rate kJ/hr

Entry node-3 37 -

Miscellaneous 

energy kJ/hr

Exit node-3 2 -

Tank energy 

storage rate kJ/hr

Flue loss coefficient 0 kJ/hr.m 2̂.K

HX heat transfer 

rate kJ/hr

Tank energy 

balance error %

Tank nodal 

temperature C
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2.5 Simulation Time Step 

 

The experimental data acquisition time step is ten seconds.  For the sake of simulation speed, the 

simulation time step used is 20 seconds for steady state and transient testing.  The effect of this 

on the simulation outputs is negligible.  However the simulation time is significantly shorter as 

compared to using the 10 second data acquisition time step as the simulation time step.  For the 

building model integration, the initial time step is selected as 5 minutes for simulation time and 

to remain consistent with the results of the Mueller thesis (29).  However, this value must be 

adjusted for integration of CHP to allow for adequate PID control of the supply and return 

temperatures.   
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Chapter 3: Steady State Simulations 

3.1 Steady State Configuration 

The steady state model configuration is represented symbolically in Figure 11.  This is the 

condition in which the supply and return lines bypass the storage tank and flow directly to the 

heat exchanger to the radiator loop.   

 

 

 

Figure 11: Steady State Model Configuration 

 

As shown in Figure 11 the prime mover outlet is pumped to a diverter, which is controlled by 

PID to maintain the appropriate return temperature to the prime mover.  The diverter sends hot 

water to the return, as well as to the heat exchanger and outdoor radiator, where heat is dumped 

to simulate space heating.  For calibration purposes, the heat exchanger and radiator are not 

significant, as the return temperature is set by the PID controller, and the return flow rate is 

constant.  Therefore, the heat exchanger and outdoor radiator are not modeled here.   
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3.2 Steady State Calibration and Verification  

    

The steady state calibration was accomplished using laboratory experiments in which the prime 

mover was allowed to operate at a fixed RPM for an extended period, dumping heat to the 

outdoor radiator.  The laboratory measurements are used as inputs where applicable to control 

the laboratory model, and the model itself is tuned to match the simulated outputs to the results 

recorded in the laboratory.  In steady state calibration, the return temperature and flow rate on the 

water-loop side of the prime mover is fixed.  In addition, the temperature of the cabinet air inlet 

to the engine is used as the exhaust gas inlet temperature for the prime mover.   

    

The engine cooling water mass flow rate is derived as a linear fit to laboratory readings for each 

RPM.  In the laboratory, the fluid flow is linearly dependent upon the engine RPM, as shown in 

Figure 12.  However, the model does not consider engine speed, so the part load ratio is used as 

an approximation for modeling purposes.  This relationship is shown in Figure 13.  Since there is 

some fluctuation in the measured electrical output, the correlation is no longer exactly linear.  It 

should be noted that the equation derived is only applicable on the part load ratios tested, though 

it covers the regular operating range of the engine. 
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Figure 12: Relationship Between Engine RPM and Cooling Water Flow Rate 

 

Figure 13: Relationship Between Engine RPM and Part Load Ratio 

Laboratory results are used to derive the engine efficiency, total waste heat and the fraction of 

waste heat to each heat recovery component.  The efficiency is calculated as  

� � �� ����
�� GH��    (10) 

where ������ is the prime mover electrical output and ������ is the measured fuel consumption, in 

kW, of the engine.  The heat recovered by each component in the laboratory is calculated as  

���!%I � J�!%I � ((������ �K ) @ ������)      (11) 
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where Fcomp is the fraction of waste heat to that component, from the performance map.  The 

fraction of waste heat to the environment is calculated as  

J�$L � 1 @ ΣJ�!%I!$�$"N      (12) 

The heat recovered by each component is used to determine the temperature of the fluid exiting 

that component using the relation 

���!%I � <I�� �$E#$�( �!%I,!�" @  �!%I,#$)      (13) 

and by tuning the parameters for η and Fcomp the heat recovery components are calibrated. 

   

Six part load ratios were tested in the laboratory.  For these tests the engine was set to operate at 

a fixed RPM for an extended period, so that the system reached a steady operating state.  The 

output temperatures for the engine components, the exhaust gas, and the supply and return 

temperatures are shown in Figure 14.   
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Figure 14: Outlet Temperatures for Engine Components, Steady State Testing 

 
The outputs are averaged over the time in which the system was in steady state operation.  Table 

6 shows the principle outputs for the prime mover in each of the steady states tested.   

 

Using equations 10-13, the efficiency and waste heat fractions are determined.  These values are 

used for the engine performance map, shown in the Table 7.   

 

Table 6: Prime Mover Outputs in Steady State Testing 

 

RPM - 1600 1700 2400 2700 3000 3600

Electrical 

Output [kW] 1.61 1.78 2.65 3.18 3.58 3.99

Thermal 

Output [kW] 5.65 6.04 8.34 9.73 10.86 12.75

Fuel 

Consumption [kW] 8.66 9.27 13.11 14.83 16.58 18.48

Efficiency [%] 18.59 19.2 20.18 21.43 21.59 21.61
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Table 7: Prime Mover Performance Map 

 

 

 The plate heat exchanger and exhaust gas recuperator are tuned in a similar manner to the heat 

recovery components, except the UA-value is tuned rather than the Fcomp value and the results of 

this tuning process are shown in Figures 15-16.  As these figures show, the overall heat 

exchanger coefficient U decreases at lower part load ratios, in this case largely relating to lower 

cooling water and exhaust mass flow rates, as would be expected (30).  It should be noted that 

the equations derived can only be assumed to be appropriate over the range of part load ratios 

tested, which cover the normal operating range of the prime mover. 

 

 

Figure 15: UA-Value as a Function of Part Load Ratio (PLR), Exhaust Gas Recuperator 

Part 

Load 

Ratio

Electrical 

Efficiency

Mechanical 

Efficiency

Fraction of 

Waste Heat 

to Cooling 

Jackets

Fraction of 

Waste Heat 

to Oil Cooler

Fraction of 

Waste Heat 

to Exhaust

Fraction of 

Waste Heat 

to Generator

Fraction of 

Waste Heat 

to 

Environment

Fraction of 

Rated 

Exhaust 

Flow

0.403 0.1858 1 0.4097 0.0477 0.3029 0.0401 0.1996 0.5359

0.4460 0.1920 1 0.4020 0.0526 0.3158 0.0345 0.1951 0.2786

0.663 0.2018 1 0.3572 0.0703 0.3395 0.0285 0.2045 0.7665

0.796 0.2143 1 0.3585 0.0744 0.3742 0.0268 0.1661 0.8437

0.896 0.2159 1 0.3558 0.0779 0.3792 0.0212 0.1659 0.9102

1.000 0.2161 1 0.3482 0.0779 0.4357 0.0171 0.1211 1.0000
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Figure 16: UA-Value as a Function of Part Load Ratio, Plate Heat Exchanger 

 
3.3 Steady State Results 

The steady state testing and simulation results tables shown in Appendix 1 show the outputs of 

the steady state simulation in comparison with the laboratory outputs for the same conditions.  

These results are summarized in Figure 17.  The model is given as inputs from the lab the engine 

intake temperature, the return water temperature and flow rate, and the engine operating set 

point.  The maximum error in thermal production is 1.73%, well within the experimental 

measurement uncertainty of approximately 3.5%.  

 

The component with the greatest discrepancy between experimental and simulation output is the 

exhaust gas recuperator.  This error ranges from 0.22% to 3.34% of the total exhaust gas 

recuperator recovery.  The error increases as a function of RPM, as can be seen in Figure 17.  

The primary cause of this error is the specific heat approximation used for the exhaust gas.  As 

discussed above, the specific heat of the exhaust gas must be approximated as a parameter using 

average gas conditions through the prime mover system.  This approximation results in a slight 

underestimation of the heat recovered from the exhaust gas at high RPM levels.  As a 

consequence, the difference in thermal output of the prime mover varies similarly with RPM.  
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However, on a system level the thermal output error is at maximum 1.73% and therefore the 

results may be considered satisfactory. 

 
Figure 17: Experimental and Simulation Outputs in Steady State 
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Chapter 4: Transient Simulations 

4.1 Transient Configuration 

Transient testing is done in two configurations; first to validate the prime mover with no tank 

model, then with a tank model in place to evaluate the performance of the tank as it would be 

seen in a real-world application.  Note that in the context of this thesis, the term “valid” is 

understood to mean representing the real behavior of the system without any significant 

unexplained discrepancies.  In addition, the tank is tested alone to determine the nodes in the 

model tank which best match the temperature profiles of the thermocouples in the laboratory 

tank. 

 

The prime mover control strategy is not published by the manufacturer.  Therefore, the control 

strategy must be derived from experimental results before any transient tests can be performed.  

This was done by observing the actual tendencies of the laboratory prime mover in transient 

testing.   
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Figure 18: Laboratory Tank Temperature and PM Electrical Output Showing 

Some Control Strategy Points of Interest 

 

As can be seen from Figure 18 the prime mover has some consistent set points which can be 

derived and applied to the model.  Some note-worthy control points include: 

 

-When off, the prime mover turns back on when the middle temperature reaches 30 °C, 

and immediately goes to full load operation.  

-The prime mover remains in full load until the lower temperature reaches 50 °C  

-The prime mover will decrease output in proportion to the temperature change in the 

tank until the part load ratio of 0.39, at which point it may remain until the tank is fully 

charged 

-The prime mover turns off when the lower temperature reaches 70 °C 
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The prime mover control strategy is shown in the flowchart developed by Kyle Gluesenkamp, 

shown in Figures 19-20.  As will be shown in the transient results section, the control strategy 

derived accurately mimics the behavior in the laboratory, and in addition is flexible enough to be 

adjusted to test alternative strategies in future work.   

 

 

Figure 19: Control Strategy Flow Chart Part 1 
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Figure 20: Control Strategy Flow Chart Part 2 

 

In the control strategy, Tb(i) is the lower temperature at time i; Tm(i) is the middle temperature at 

time i; CPLR is a parameter used to adjust how quickly the part load ratio changes with 

temperature change; TLTH and TUTH are upper and lower bounds; PLRmin is the low shoulder part 

load ratio, in this case 0.39; PLRcalc,LTH is a lower bound to the calculated adjusted PLR, below 

which the prime mover turns off; and ∆PLRcalc,decr is a parameter used to speed the decrease of 

the PLR when the PLR is decreasing and below the parameter PLRcalc,UTH. 

 

The first stage of transient testing is validation using the prime mover and control strategy only 

with experimental results as inputs.  The tank top, middle and bottom temperatures are sent to the 

control strategy from experimental results.  In addition, the Prime Mover return temperature is 

fixed to the laboratory output.  The model is tested first using the engine inlet air from the 

experimental results and then using a modeled inlet air temperature.  For the second stage, 

discussed later, the tank model is implemented to evaluate the difference it causes.   
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The response of the cabinet air temperature to engine operation is modeled using the Type 88 

single-zone lumped capacitance building model of TRNSYS.   This component uses internal 

gains, ventilation and infiltration to calculate the space conditions of a simple zone using edge 

loss coefficients and zone capacitance.  The dimensions are taken from manufacturer data for the 

prime mover cabinet.  Since the actual air infiltration rate is not known, an approximation is used 

in order to achieve appropriate engine inlet temperatures.  The infiltration of ambient air is set to 

equal the mass flow of exhaust out of the cabinet, and the capacitance of the cabinet is tuned 

empirically.  In order to minimize computation time the temperature outside the cabinet is 

entered as an average value rather than read from laboratory data.  The effect of these 

approximations is minimal.   

 

The transient model also requires additional components to those already discussed to simulate 

the water loop between the prime mover and tank.  A pump, modeled with component Type 3d, 

circulates water from the prime mover heat exchanger to the tank.  The pump has a flow rate of 

0.2725 kg/s, the average in the laboratory.  It consumes 60 Watts (31).  The heat loss of the 

pump to the fluid stream is neglected, as the measurement uncertainty of the laboratory 

thermocouples before and after the pump prevents any accurate value from being applied.  This 

can be observed in Figure 21, which shows the laboratory temperature readings before and after 

the pump during a two-hour testing period. 
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Figure 21: Sample Laboratory Readings for Pre- and Post-Pump Supply Temperatures 

  

Figure 21 also demonstrates the effect of the PID controller, as the supply temperature fluctuates 

above and below a set-point, cycling approximately 8 times per hour.  In the instance shown the 

set point is 69.5 °C.    

 

The final configuration of transient testing is with the tank model in place.  The ambient 

temperature, tap water temperature, and space heating and domestic hot water loads are the only 

external inputs to the model.   

 

4.2 Tank Stand-Alone Test 
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In order to demonstrate the difference between the model and laboratory tank models, the tank 

model is tested alone, with the temperatures and flow rates from the laboratory data used as 

inputs to the tank model.  The first five hours of this simulation are shown in Figures 22-23 to 

show the detail of tank heating in the model and laboratory.  Figure 22 shows five temperature 

measurements in the laboratory, while Figure 23 shows five corresponding nodes for the model.   

 

Figure 22: Tank Temperatures in Lab for Equal Input Conditions to Figure 23 
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Figure 23: Tank Temperatures in Simulated Tank for Equal Input Conditions to Figure 22 

 

As Figures 22-23 demonstrate, for equivalent thermal inputs the lower nodes of the model tank 

begin to increase in temperature earlier.  In the simulation, the lowest temperature gradient 

shown begins to increase in temperature by three hours into the test.  The model temperatures 

also take longer to reach the final engine shut-off temperature.   The purple line in the model has 

yet to reach the fully heated state by 5 hours, where in the laboratory this node is fully heated at 

approximately 3.5 hours.  This shows that the stratification in the laboratory tank has a steeper 

temperature gradient than the model tank.  This can cause discrepancies in the response of the 

prime mover control strategy when the simulation includes the tank model.  In addition, the mass 

flow into and out of the tank from the prime mover is controlled by PID to maintain the supply 

and return from the prime mover.  Therefore, the difference in the temperature of the tank outlet 

to the prime mover will cause the PID-controlled mass flow into and out of the tank to be 

different.   
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4.3 Load Profiles 

 

Two load profiles are applied to the system for transient validation and testing.  The first is a 

shoulder-month, designed to simulate a typical spring or autumn month.  This load profile 

includes both space heating and domestic hot water consumption.  The second load profile is a 

typical summer week, which includes only a domestic hot water load profile.  The domestic hot 

water load profiles are acquired from the International Energy Agency and National Resources 

Canada (5).  Additional load profile tests were performed in the laboratory, but were not 

simulated due to time constraints.  The results of the further tests do not suggest any 

shortcomings in the model as developed.   

 

The domestic hot water load is based on an assumption of approximately 200 liters per day of 

hot water consumption, which is typical of a three-person household (5).  It uses thirty second 

time steps, meaning that each domestic hot water load is sustained evenly for thirty seconds.  The 

load profile has a maximum flow rate of 0.091 kg/s, or approximately 5.5 liters per minute.   

 

The space heating load is taken from the building model simulations of the Mueller thesis.  The 

building model includes an output of sensible heating or cooling load required to maintain the 

temperature set-points of the model.  The space heating load profile is selected as qualitatively 

the most-typical of a spring or autumn week.  The maximum space heating load is 15.1 kW.  The 

average load for the week is 5.12 kW, and the total space heating required is 860.4 kWh.   
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The load profiles can be seen below in Figures 24 and 25.  The blue lines represent domestic hot 

water load, in kW, and the red line in the shoulder week represents the space heating load in kW.  

The domestic hot water in these figures is a measured value from the laboratory test, with the 

load profile applied, using a reference temperature of 25.5 C and the actual hot-water outlet 

temperature to and mass flow rate to display the load in units of kilowatts.   

 

Figure 24: Shoulder Week Hot Water and Space Heating Load Profile 

 

Figure 25: Summer Domestic Hot Water Load Profile 
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In order to impose the space heating load on the tank, it is necessary to calculate a flow rate for a 

given load.  For this purpose, the following equation is used to control the heating flow rate: 

 

�N?� � �� PA
&'(BQ,RHS+TU.U)      (14) 

  

where �N?� is the space heating water flow rate, Qsh is the load from the load profile, Cp is specific 

heat, and Tw,out is the temperature of water exiting the tank for space heating.  25.5 °C is used as 

a reference temperature as it is the average return temperature to the tank from the space heating 

configuration, as controlled in the laboratory.   

 

4.4 Transient Results 

 

Transient testing is performed in four variations.  The first two are validation tests, in which the 

prime mover component and control strategy are given the tank temperatures and return water 

temperature from experimental results as inputs.  This is done for both the shoulder week and 

summer load profiles.  The second element of testing is done with a tank model in place.  This 

test is done to show the difference in performance between the validated prime mover model 

alone and the prime mover model with a non-validated tank model.  The results of these 

simulations are summarized below.   

 

Tables 8-13 show the summarized results of transient testing with and without the tank model 

simulated.  Each of these tables shows the simulation and laboratory fuel input, electrical output, 

and thermal output for the given time period.  Tables 8 and 9 show the shoulder week, Tables 10 
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and 11 show the summer week, and Tables 12 and 13 show individual instances of the prime 

mover operating in the summer week, to be described in more detail below.   

   

Table 8: Transient Shoulder Week Test, No Tank 

 

 

Table 9: Transient Shoulder Week Test, With Tank 

 

 

A TRNSYS output for the shoulder week simulation is shown in Figure 26.  In this figure, the 

pink line represents the experimental prime mover electrical output and the orange line 

represents that of the model.  As is evident in the figure, the state of the prime mover does not 

match until approximately 10 hours of simulation time has passed.  The reason for this 

discrepancy is that the control strategy of the prime mover is dependent upon the previous state 

of the prime mover itself.  As the figure shows, the data set used in this simulation begins with 

the prime mover already operating at part load.  The simulation does not include the prime 



 

 
 

mover history before time equals zero, and therefore does not respond in the same way to the 

load profile.  However, by hour ten the simulation and model have reached equivalent states.  

 

Figure 26: TRNSYS Output for Shoulder

 

Another discrepancy occurs in this simulation at approximate 105 hours simulation time.  In this 

instance, the prime mover in the laboratory turned off 

assess the prime mover outputs and control strategy, instances of known and unavoidable 

anomalies are neglected for validation.  Finally, the laboratory test stopped slightly short for the 

week.   
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mover history before time equals zero, and therefore does not respond in the same way to the 

load profile.  However, by hour ten the simulation and model have reached equivalent states.  

: TRNSYS Output for Shoulder Week Test, No Tank model. (model: pink; lab: orange)

Another discrepancy occurs in this simulation at approximate 105 hours simulation time.  In this 

instance, the prime mover in the laboratory turned off slightly earlier than is typical

sess the prime mover outputs and control strategy, instances of known and unavoidable 

anomalies are neglected for validation.  Finally, the laboratory test stopped slightly short for the 

mover history before time equals zero, and therefore does not respond in the same way to the 

load profile.  However, by hour ten the simulation and model have reached equivalent states.   

 

Week Test, No Tank model. (model: pink; lab: orange) 

Another discrepancy occurs in this simulation at approximate 105 hours simulation time.  In this 

slightly earlier than is typical.  In order to 

sess the prime mover outputs and control strategy, instances of known and unavoidable 

anomalies are neglected for validation.  Finally, the laboratory test stopped slightly short for the 
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Figure 27 shows an individual instance of the prime mover operating, with the model in pink and 

the laboratory in orange.  As can be seen in the figure, there is a strong qualitative agreement 

between the operating status of the model and laboratory prime movers.  In the tune-down period 

beginning at approximately 81 hours, the difference in the decision frequency of the model and 

laboratory prime mover can be seen.  The model makes PLR adjustments every time step, in this 

case every 20 seconds.  The prime mover in the laboratory makes PLR adjustments 

approximately every 15 minutes.  Therefore the experimental prime mover adjusts in steps while 

the model prime mover transitions more smoothly.   

 

The engine operates primarily in two states: full-load operation and a low shoulder state of on 

average 1.48 kW, or a PLR of 0.37.  This low shoulder state can be seen between approximately 

82 and 84 hours in Figure 27.  This is matched in the model by use of sticking functions, as 

discussed in the control strategy section, to prevent the model prime mover from frequently 

varying into and out of the full load or low shoulder condition.   

 

Figure 27: Shoulder Week Simulation, Single PM Cycle 
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The model is also run with the tank simulated.  In this case, the input to the model is the load 

profile and ambient air conditions.  The results of this simulation are shown in Figure 28.  In this 

figure the model output is in pink and the laboratory output is in green.   

 

 

Figure 28: Transient Shoulder Week Test With Tank Model 

 

It can be observed in Figure 28 that while the model and laboratory prime movers still behave 

similarly, there are more discrepancies than when the tank model is not simulated.  An example 

of this is the dip in prime mover output that occurs across hour 23.  Figure 29 shows the 

experimental prime mover output and upper, middle and lower tank temperatures for hours 20-40 

of the shoulder week test.  Figure 30 shows the tank temperatures and prime mover output for the 

simulation during hours 20-40 of the same test.  The tank temperatures correspond to the left 
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axis, while the prime mover outputs correspond to the right axis.  At approximately hour 23, the 

model tank’s lower temperature crosses 50 °C, initiating the ramp-down stage of the prime 

mover control strategy and causing a slight dip in output.  This dip does not occur in the 

laboratory test.  This discrepancy is caused in the stratification difference in the tank models.  As 

can be seen in the figure, the tank lower temperature is at a higher temperature compared with 

the corresponding laboratory temperature, and increases more gradually.   

 

 

Figure 29: Tank Temperatures and PM Output, Hours 20-40 of Shoulder Week Test, Laboratory  
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Figure 30: Tank Temperatures and PM Output, Hours 20-40 of Shoulder Week Test, Simulation 

   

The fuel input, thermal output and electrical output, all in kilowatts, are shown in Figures 31 and 

32.  Figure 31 shows the simulation results, and Figure 32 shows the laboratory results.  The 

experimental thermal output varies by approximately +/- 1.5 kW, which is caused by 

measurement uncertainty and the laboratory PID controller continually readjusting, which causes 

the supply and return to fluctuate.   
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Figure 31: Fuel Use and Thermal and Electrical Output, Hours 40-65 of Shoulder Week Test, Laboratory 

 

 

Figure 32: Fuel Use and Thermal and Electrical Output, Hours 40-65 of Shoulder Week Test, Simulation 

 

Figure 33 shows the load profile and tank model thermal output for space heating.  The load 

profile is in blue, and can be seen at approximately hour 78 of the simulation, when due to the 

pump flow rate restriction the load cannot be met.  However it can be observed that otherwise the 

load is met in all other cases.  With the exception of the pump limitation, the result is equal by 
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design, as the load profile is essentially controlling the output of the tank.  This result merely 

serves to demonstrate that the load is met.   

 

Figure 33: Space Heating Load Profile and Tank Output for Shoulder Week Test 

 

The tank thermal output shown in Figure 33 is not what the output will look like in a building 

application, as in a real application the exact load would not generally be known as it is 

occurring.  More typical would be to see spikes of relatively high output, with the zone 

thermostat setting and dead band influencing the duration and magnitude of these spikes.  This 

will be demonstrated in the building modeling section below.   

 

Figure 34 shows a similar TRNSYS output for the summer week simulation. As this load is 

dominated by standby losses, the prime mover is not required to operate as frequently or for as 

great a duration.  Since the periods for which the prime mover operates are short, discrepancies 

in which the model or laboratory engine ran longer will have a comparatively large percent error.  

This is shown in Tables 12-13, which show individual instances of the prime mover turning on, 
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operating, and turning back off.  During the simulation period of hours 33-36, the model over-

estimates the energy outputs by 13-18%.  During simulation period of hours 142-146, however, 

the simulation under-estimates the energy outputs by 10-15%.  One such instance is illustrated in 

detail by Figure 35.  As this example demonstrates, the discrepancies over individual operating 

periods are difficult to overcome.  The accumulated outputs of the whole week, shown in Table 

10, show that these errors balance over the course of the entire week-long simulation.  This 

suggests that the cause of these differences rests in normal variations in operating conditions and 

measurement accuracy.  Therefore the model can be considered valid for this test.   

 

 

Figure 34: TRNSYS Output of Summer Week Simulation, No Tank Model. (model: light; lab: dark) 
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Figure 35: Summer Week Simulation, Single PM Cycle 

As with the shoulder week simulation, the summer week is also simulated with the tank model 

incorporated.  This result is shown in Figure 36.   

 

Figure 36: TRNSYS Output of Summer Week Simulation With Tank 
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Figure 36 shows the prime mover output from the simulation and the experiment.  The 

simulation prime mover operates more frequently, but for shorter durations than the experimental 

prime mover.  Since standby losses are the dominant factor in determining when the prime 

mover operates, rather than a scheduled load as in the shoulder week test, it is to be expected that 

there is some discrepancy. The results in Table 11 show that the difference over the course of the 

entire week is 7.4% for fuel input, 5.8% for electrical output, and 4.4% for thermal output, which 

is reasonable considering the known problems with the tank model.   

 

Table 10: Transient Summer Test, No Tank 

 

 

Table 11: Transient Summer Test, With Tank 
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Table 12: Transient Summer Test, No Tank, Hours 33-36 

 

 

Table 13: Transient Summer Test, No Tank, Hours 142-146 

 

 

 

Tables 8-13 show the results of the transient validation effort, showing the summation of fuel 

input, electric output and thermal output for both the experimental and simulated prime movers, 

as well as the difference between the two.  As can be seen in the tables, the CHP model is 

validated for transient testing without a tank, to within 2.2% for all energy outputs for the spring 

testing and within 4.8% for all energy outputs for summer testing.  The spring test with the tank 

model is accurate to within 2.2%, while the summer test with the tank model is accurate to 

within 7.4%.   The reason for the summer tank test error is that the summer test is dominated by 

standby losses.  As the thermal losses of the tank cannot be directly measured but rather only 
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inferred, these losses are estimated.  This estimate was performed to attain a near-zero error for 

an individual test, however variations in laboratory conditions over the course of testing make it 

impossible to simulate with continued accuracy.  Therefore, in a standby situation, some 

inaccuracy in the model is expected.     

 

From the above tables it can be seen that the engine performs much better when operating more 

frequently, as in the spring tests.  A comparison can be made using the simple equations 

�� � ���
�� G      (15) 

�" � ��S
�� G      (16) 

��!%V � ���W��S
�� G       (17) 

where �� represents electrical efficiency, �" represents thermal efficiency, ��!%V represents 

combined efficiency, ��� is the electrical power generated, ��� is fuel used, and ��" is thermal 

power generated.  These efficiencies are tabulated for the entire test periods in Table 14.  

 

Table 14: Electrical, Thermal and Combined Efficiency over Test Period 

 

 

Although the prime mover operates for a longer period during the heating season, table 14 shows 

that the prime mover operates with a greater average electrical efficiency during the summer – 

when the operating time spent at full load is a larger percentage of total operating time – than the 

No Tank With Tank No Tank With Tank

ηe 20.9 20.7 21.3 21.1

ηt 66.9 65.9 64.7 63.1

ηcomb 87.8 86.6 86.0 84.2

Transient Spring Transient Summer
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spring, when long periods at the low shoulder RPM condition are more common.  

Correspondingly, more fuel goes to heating during the spring.  The combined efficiency is 

slightly better in the spring test.  This metric does not account for the difference between heat 

production and electrical generation in usefulness, storage or cost.  It will be seen later during the 

building integration simulation that the CHP performance is in fact far better during the winter.   

 

Chapter 5:  CHP-Building Integration Simulations 

5.1 Building Model  

A building model was developed by Mueller (29) for the purpose of energy conservation 

measure modeling.  The building model is a 2464 square foot (228.9 m2), typical College Park, 

MD style building.  It is two stories, with four 308 ft2 (28.6 m2) rooms on the bottom floor, and 

two 716 ft2 (57.2 m2) rooms on the top floor.  In addition, there is an unconditioned basement 

and attic.  The building is slightly smaller than the national average for new single family 

residential construction, which is 2519 ft2.  The building orientation is such that the long side of 

the building runs perfectly east-west.   

 

The conditioned building zones are modeled with 8 ft (2.5 m) ceilings, giving a total conditioned 

volume of 19712 ft3 or 558 m3.  The basement is 1413 ft2 with a 7 ft high ceiling.  The basement 

is assumed to be surrounded by earth on all sides.  The attic is of the same square footage as the 

basement, but with a pitched ceiling reaching a height of 10.7 ft.  The roof surface area is 1377 

ft2 (128 m2).   
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The building is modeled with 15% of each external wall area taken up by windows.  The 

windows are modeled with U-values of U-.35.  The windows used do not include any special 

shading or glazing.   

 

The building walls are modeled with 2x4, 16-inch on center framing, with gypsum drywall on 

both sides of the interior walls.  The exterior walls have brick on the outdoor side, and include 

fiberglass batt cavity insulation.  The wall has an insulation rate of R-12.5.  The basement walls 

and floor are concrete and have an insulation value of R-10.  In addition, there is R-17 insulation 

between the basement and first floor, and R-33 between the top floor and the attic.  The 

infiltration rate is 0.474 air changes per hour.   

 

Weather conditions are applied to the building via TMY2, or typical meteorological year, data.  

This data is a collection of the “most typical” of each month over a 30-year collection period.  

The entire month is used in order to maintain the stochastic nature of real weather patterns, while 

avoiding major abnormalities.  This means a hypothetical year could include the entire January 

of 1982, February 1990, March 1974 and so on.  The building location is Sterling, VA, which is 

the weather station with closest proximity to College Park, MD.   

 

The HVAC system in the baseline simulation by Mueller is shown in Figure 37.  
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Figure 37: Baseline HVAC Configuration for Mueller Thesis 

The system consists of a gas-fired furnace, vapor-compression air conditioner, vapor 

compression dehumidifier and a humidifier.  The furnace is modeled as a commercially available 

15 kW furnace with an efficiency of 0.79.  The furnace includes a humidifier which is a passive 

wick system.  The air conditioner is a 2-ton vapor compression system with a Seasonal Energy 

Efficiency Ratio (SEER) of 11.   

 

The thermostat controls are regulated by a scheduling system.  The heating season is defined as 

lasting from simulation hours of 0-3500 and 6000-8760, or approximately mid-September to 

mid-May.  Outside of these times the heating system is by default set to off.  The cooling season 

is defined to be between hours 2500-7000, or early April to late October.  Outside of this time, 

cooling does not occur.  There is a shoulder period in which heating and cooling can both occur, 

between hours 2500-3500 and 6000-7000.  In modeling the daily setback schedules of the 
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residence, Mueller assumes that during the cooling season there is a setback of 25.5 °C to 30 °C, 

and a setback of 20.5 °C to 16.5 °C during the heating season based on occupancy.   

 

The hot water system takes tap water – assumed to be at the temperature of ground water 1 m 

below surface level – and heats it.  By default, the system is a 0.3 m3 (79.3 gallon) tank with gas 

heat with a set point of 50 °C.  It should be noted that this system is a smaller tank and lower set 

point than the CHP model, which may introduce a source of error with the CHP and tank system 

replacing the default hot water system.   

 

For the interested reader, additional information on the building modeling baseline can be found 

in the very thorough Mueller thesis (29).   

 

The hot water and space heating system is replaced by the CHP and tank configuration in order 

to evaluate the performance of the CHP system in this building model.  The CHP and tank are 

installed exactly as described in the transient testing configuration.  For space heating, a pump, 

fan and heating coil are modeled.  The heating is assumed to be done with one central heating 

coil, using the air distribution system in place from the building model simulation.  The space 

heating pump is given a flow rate of 0.139 kilograms per second, or 0.139 liters per second.  The 

energy consumption of this pump is 30 Watts.  The heating fan is modeled initially as a single 

speed fan with a flow rate of 0.556 kilograms per second, equating to an air change rate of 0.261 

air changes per hour.  Its energy consumption is 745 Watts, within the typical range for a large 

residential, central blower (32).  The fan forces air over a heating coil.  The heating coil is 

TRNSYS component Type 753.  It uses the bypass factor approach, which assumes that a 
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fraction of the air stream comes to temperature equilibrium with the heating fluid, and the 

remaining fraction is not affected.  The two streams mix to produce the outlet condition (33).  

The component is set to have a bypass fraction of 0.15, meaning that 15% of the air stream is 

unaffected by the heating coil.  In addition, the unit is assumed to be off if either the water or air 

flow rate is zero.   

 

It is worth noting that the time-step is adjusted from the original Mueller work.  Therefore, the 

baseline case of the building model must be re-run with the new time step to evaluate the 

difference caused by this time step change.  The Mueller thesis used a 5-minute time step, a step 

deemed an appropriate balance between precision and simulation time for that effort.  However, 

a five minute time step does not allow adequate resolution for the prime mover control strategy 

or PID controller.  With a five minute time step, the water loop and tank attain unrealistically 

high temperatures.  Since the prime mover is calibrated using a 20-second time step, 20 seconds 

will be used for the building simulation as well.  The difference due to this change is ultimately 

negligible; the building without CHP has a net consumption of 31,454 kWh using 5-minute time 

steps, and 31,423 kWh with 20-second time steps.  This is a difference of 0.1%.  However, this 

level of detail means that over the course of a one-year simulation, there are over ten million 

time steps.  Therefore, whenever possible short periods of time will be used to show simulation 

details.   

 

In the baseline CHP simulation, net-metering is assumed, meaning the utility pays the customer 

for electricity generation at a rate equal to what the customer pays for consumption.  In 11 US 

states, net metering is required to be offered in some capacity.  In some cases, there are 
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restrictions, insurance requirements and additional equipment requirements which would affect 

the financials of net metering; there are assumed to be no such costs in this simulation (34).   

 

5.2 Building Simulation Results 

 

The energy consumption of the building model in the baseline configuration is 31,423 kWh.  Of 

this, 9,989 kWh is electricity consumption and 15,973 kWh, or 732 therms, is natural gas.   

 

Table 15: Energy Consumption of Building Model, Baseline and with CHP 

 

 

The building model using CHP satisfies the thermal requirements of the building, as shown in 

Figure 38.  Since this figure is nearly identical to that showing the building temperature without 

CHP, detail is shown for a one week period in January in Figures 39 and 40. 
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Figure 38: Temperature of Kitchen Zone of Building Model with CHP, 1-year simulation 

 

The temperature profiles are virtually identical due to the identical thermostat schedules and the 

identical building envelope.   

 

Figure 39: 2-Day Detail of Building Temperature, No CHP, Beginning January 1 
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Figure 40: 2-Day Detail of Building Temperature, With CHP, Beginning January 1 

 

It is of particular interest in this study to observe the qualitative and quantitative seasonal 

variations in the prime mover and tank performance.  Figures 41, 42 and 44 show the tank 

temperatures and prime mover electrical output for 72-hour periods in January, April and July, 

respectively.  Figures 41 and 42 are qualitatively similar but with a greater frequency of CHP 

operation during January.  The spikes and oscillations in upper and lower node temperatures are 

caused by high flow rates for space heating loads.  These oscillations are not present in the July 

simulation.  It can also be observed that in July, the bottom of the tank drops in temperature 

rapidly since the only flow into the bottom of the tank is domestic hot water return at tap 

temperature.  Space heating return water is generally in the range of 30-40 °C and tempers this 

effect in the heating season.  By combination of conduction and convection from the hot top 

nodes to the bottom cool node and standby losses through the tank walls, the tank depletes 

gradually in the summer.   
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Figure 41: Tank Temperatures and PM Electric Output for 72-Hour Period in January 

 

 

 

Figure 42: Tank Temperatures and PM Electric Output for 72-Hour Period in April 
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Figure 43: Tank Energy to Space Heating In April 

 

Figure 43 shows the space heating energy from the tank, in kW, over the same period as is 

shown in Figure 42.  This energy is in the form of hot water flowing to the heating coil.  It can be 

seen here that the abrupt changes in tank temperature, such as those during the period of hours 

2250-2260, are caused by high flow rates to the space heating load.   
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Figure 44: Temperatures and PM Electric Output for 72-Hour Period in July 

 

Tables 16-18 show the energy consumption of the building in the baseline case and with the CHP 

system for one week in January, April and July, respectively.  The energy consumption totals are 

broken down in these tables into end uses – space heating, cooling, dehumidification, CHP 

electric generation for the CHP case, and general electric loads.  As can be seen from the tables, 

in each case the electric consumption decreases while the gas consumption increases.  It should 

be noted that these tables do not account for the charge state of the tank at the end of the week.   
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Table 16: Energy Consumption for One-Week Simulation, Hours 0-168 (January) 

 

 

The winter week shows a 1.8% increase in total, on-site energy consumption, from 1256 kWh to 

1279 kWh, when using the CHP system.  Broken down to electric and natural gas energy use, 

there is an increase in gas consumption and decrease in electric consumption as would be 

expected.  Table 16 shows that in the first week of January, the electric consumption is actually 

negative, meaning more electricity is generated by the prime mover than consumed in the 

building.   

 

Table 17: Energy Consumption for One-Week Simulation, Hours 2200-2368 (April) 

 

 

The April week simulation, the results of which are in Table 17, shows a decrease in total energy 

consumption over the January week as should be expected.  The total consumption with the CHP 

Space Heating 366.5 kWh (Nat. Gas) CHP Fuel 708.7 kWh (Nat. Gas) 

Hot Water 143.5 kWh (Nat. Gas) CHP Net Electric -131 kWh (Electric)

Cooling 6.048 kWh (Electric) Cooling 6.048 kWh (Electric)

Dehumidification 0 kWh (Electric) Dehumidification 0 kWh (Electric)

Other Loads 130.4 kWh (Electric) Other Loads 130.4 kWh (Electric)

Total 646 kWh - Total 714 kWh -

Total Electric 136 kWh (Electric) Total Electric 5 kWh (Electric)

Total Gas 17 Therm (Nat. Gas) Total Gas 24 Therm (Nat. Gas) 

Baseline - No CHP With CHP

Space Heating 951.8 kWh (Nat. Gas) CHP Fuel 1360 kWh (Nat. Gas) 

Hot Water 139.6 kWh (Nat. Gas) CHP Net Electric -245.5 kWh (Electric) 
Cooling 6.048 kWh (Electric) Cooling 6.042 kWh (Electric) 
Dehumidification 0 kWh (Electric) Dehumidification 0 kWh (Electric) 
Other Loads 159 kWh (Electric) Other Loads 159 kWh (Electric) 
Total 1256 kWh - Total 1279 kWh -

Total Electric 165 kWh (Electric) Total Electric -81 kWh (Electric) 
Total Gas 37 Therm (Nat. Gas) Total Gas 46 Therm (Nat. Gas) 

Baseline - No CHP With CHP
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is 714 kWh, 10.5% more than the 646 kWh without CHP.  There is again a marked decrease in 

electrical consumption, along with a corresponding increase in natural gas usage.   

 

Table 18: Energy Consumption for One-Week Simulation, Hours 4500-4668 (July) 

 

 

The July simulation shows a total consumption increase of 15.2%, from 385 kWh to 483 kWh.  

As the prime mover operation is primarily short cycles to replenish standby losses, the electrical 

generation and savings are relatively low.   

 

Tables 19-21 show a simplified calculation of the energy cost for the aforementioned one-week 

simulations.  These calculations use the assumed cost of $1.030/therm and $0.1512/kWh, and 

assume the electricity buy-back for excess generation is also $0.1512/kWh (35), (36).  In a later 

section the impact of this buy-back value is evaluated in detail.   

  

Table 19: Simple Energy Cost for One-Week Simulation, Hours 0-168 (January) 

 

 

Space Heating 0 kWh (Nat. Gas) CHP Fuel 269.6 kWh (Nat. Gas) 

Hot Water 115.2 kWh (Nat. Gas) CHP Net Electric -56.84 kWh (Electric)

Cooling 134.2 kWh (Electric) Cooling 134 kWh (Electric)

Dehumidification 9 kWh (Electric) Dehumidification 9 kWh (Electric)

Other Loads 127.3 kWh (Electric) Other Loads 127.3 kWh (Electric)

Total 385 kWh - Total 483 kWh -

Total Electric 270 kWh (Electric) Total Electric 213 kWh (Electric)

Total Gas 4 Therm (Nat. Gas) Total Gas 9 Therm (Nat. Gas) 

Baseline - No CHP With CHP

Consumption Unit $/consumption Cost Consumption Unit $/consumption Cost

Space Heating 32.5 Therm 1.030 $33.46 CHP Fuel 46.4 Therm 1.030 $47.81

Hot Water 4.8 Therm 1.030 $4.91 CHP Net Electric -245.5 kWh 0.1512 -$37.12

Cooling 6.048 kWh 0.1512 $0.91 Cooling 6.042 kWh 0.1512 $0.91

Dehumidification 0 kWh 0.1512 $0.00 Dehumidification 0 kWh 0.1512 $0.00

Other Loads 159 kWh 0.1512 $24.04 Other Loads 158.9 kWh 0.1512 $24.03

Total - - - $63.32 Total - - - $35.63

Baseline - No CHP With CHP
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Table 20: Simple Energy Cost for One-Week Simulation, Hours 2200-2368 (April) 

 

 

Table 21: Energy Consumption for One-Week Simulation, Hours 4500-4668 (July) 

 

 

Table 22 shows the annual energy cost, using the same assumptions as in Tables 16-18.    

Table 22: Simplified Cost of Energy in Building Model for Whole Year, Baseline and with CHP 

 

Consumption Unit $/consumption Cost Consumption Unit $/consumption Cost

Space Heating 12.5 Therm 1.030 $12.88 CHP Fuel 24.2 Therm 1.030 $24.91

Hot Water 4.9 Therm 1.030 $5.04 CHP Net Electric -131 kWh 0.1512 -$19.81

Cooling 6.048 kWh 0.1512 $0.91 Cooling 6.048 kWh 0.1512 $0.91

Dehumidification 0 kWh 0.1512 $0.00 Dehumidification 0 kWh 0.1512 $0.00

Other Loads 130.4 kWh 0.1512 $19.72 Other Loads 130.4 kWh 0.1512 $19.72

Total - - - $38.56 Total - - - $25.74

Baseline - No CHP With CHP

Consumption Unit $/consumption Cost Consumption Unit $/consumption Cost

Space Heating 0.0 Therm 1.030 $0.00 CHP Fuel 9.2 Therm 1.030 $9.48

Hot Water 3.9 Therm 1.030 $4.05 CHP Net Electric -56.84 kWh 0.1512 -$8.59

Cooling 134.2 kWh 0.1512 $20.29 Cooling 134 kWh 0.1512 $20.26

Dehumidification 9 kWh 0.1512 $1.32 Dehumidification 9 kWh 0.1512 $1.30

Other Loads 127.3 kWh 0.1512 $19.25 Other Loads 127.3 kWh 0.1512 $19.25

Total - - - $44.91 Total - - - $41.69

Baseline - No CHP With CHP
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Table 22 shows an energy savings of $531.68, or 23.5%.  While this cost savings is impressive, a 

simple payback period calculation assuming a Prime Mover price of $20,000 yields a result of 

37.6 years, far longer than the 7 year payback that is typically recommended for residential 

energy investments (37).  From Table 17-19, it can be seen that the financial savings decrease as 

the outdoor temperature increases.  The cost savings in the January week are 44%; in April the 

savings are 33%; in July the savings are just 7%.  This result suggests that CHP is better suited 

for climates with a longer heating season.  Situations with comparatively lower natural gas cost, 

higher electricity costs, or some combination of the two are also favorable.  

 

Table 23 shows the effect of electricity buy-back price for excess generation on the overall cost 

of energy in the building, savings, and simple payback period based on general capitol cost 

assumptions.  The values are computed during the simulation by integrating the fuel usage times 

cost of fuel, plus the electrical consumption when positive (net usage) times the cost of 

electricity and the electrical consumption when negative (net generation) times the assumed buy-

back value.   

 

The cases evaluated include no buy-back and fixed buy-back values of $0.05, $0.10, $0.1512 

(the assumed cost of grid electricity in this work), $0.20 and $0.50.  Those cases in which excess 

generation is bought at a higher-than-cost price represent hypothetical situations in which 

financial incentive is offered to the owner, perhaps by the government or by the utility.   
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Table 23: Cost Savings and Payback Period With Energy Buy-Back Price 

 

 

It can be seen that even with a generous $0.50 buy-back – more than three times the cost of grid 

electricity – and assuming a relatively low installed cost, the prime mover payback period is 

long.  At a grid-price buy-back, the simple payback is far too long to warrant detailed financial 

analysis.   

 

The savings of primary energy are also of interest for a CHP system.  The primary energy 

savings are approximated in Table 24 for an assumed grid and transmission efficiency range of 

30%-45%.  This calculation is simply based on the equation  

 

��I �  ���
� � ���       (18) 

where ��I is total primary energy, ��� is the total on-site electricity usage, η is grid and 

 

Buy-Back
Annual Cost 

of Energy
Savings

Payback, $20,000 

Initial Cost [years]

Payback, $15,000 

Initial Cost [years]

Payback, $10,000 

Initial Cost [years]

Payback, $5,000 

Initial Cost [years]

$0.00 $2,344.39 -$80.60 N/A N/A N/A N/A

$0.05 $2,141.07 $122.71 163.0 122.2 81.5 40.7

$0.10 $1,937.76 $326.03 61.3 46.0 30.7 15.3

$0.1512 $1,732.10 $531.68 37.6 28.2 18.8 9.4

$0.20 $1,531.13 $732.66 27.3 20.5 13.6 6.8

$0.50 $311.24 $1,952.55 10.2 7.7 5.1 2.6

(Baseline, No CHP) $2,263.78 - - - - -
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Table 24: Primary Energy Comparison of Baseline Building and Building With CHP 

 

 

transmission efficiency, and ���  is on-site fuel usage.  Typical grid efficiencies range from 33-

44%, with 7.2% transmission losses on average (38).  As can be seen in Table 24, the less 

efficient the grid is assumed to be, the better the CHP system performs in primary energy use, 

and therefore fuel consumption and emissions.  These values are comparable to the results of a 

study by De Paepe et al., who found savings for the same engine of 18.5% compared with a 

typical combined cycle power plant, 25.9% against an average fossil fuel plant, and 31.6% 

against the average power plant in Belgium (10).  A major difference between this study and the 

De Paepe et al. work is that De Paepe et al. used results of a basic building simulation, without 

the CHP system, to predict when the system would operate and calculate savings, rather than 

simulate the transient operation of the engine.  Therefore, their prime mover model may not 

accurately capture the control strategy of the real prime mover.  Also, De Paepe et al. find a 

prime mover electrical output of 4.7 kW at maximum, and 25% efficiency, which is the 

advertised value from the manufacturer.  Finally, the De Paepe study baseline case has an 

approximately 10:1 ratio of heating primary energy use to electricity demand, compared with the 

approximately 2.1:1 ratio from the Mueller thesis.   

No CHP CHP Difference [%]

On-Site Gas [kWh] 21434 32257 -50.49

Electricity [kWh] 9989 3956 60.40

Primary Energy: 45% 

Grid Efficiency 43631.3 41047.7 5.92

Primary Energy: 40% 

Grid Efficiency 46405.9 42146.5 9.18

Primary Energy: 35% 

Grid Efficiency 49973.3 43559.3 12.83

Primary Energy: 30% 

Grid Efficiency 54729.9 45443.0 16.97
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5.3Building Simulation for Colder Climate 

Since the prime mover performs best during a colder period, it is of interest to evaluate the 

performance of a CHP building integration in a colder climate.  Madison, WI is selected because 

it has a slightly colder average temperature each month than the Washington, DC region, as can 

be seen Figure 45 (39). 

 

 

Figure 45: Weather Data: Average High (left) and Low (right) for Sterling, VA and Madison, WI 

 

The results of this simulation are compiled in Tables 25-27.  As can be seen from Table 25, the 

electrical consumption of the Madison, WI house is reduced by 85% for a 36% increase in fuel 

use.  In Sterling, VA, this is a 60% reduction in electrical consumption for a 50% increase in fuel 

consumption.  It stands to reason that in a climate in which the electrical consumption is a 

smaller portion of demand, a greater percentage change can be achieved when generating 

electricity on-site.  The load in Sterling, VA is 31.8% electrical consumption if comparing 
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kilowatt hours of gas consumption as well as electricity.  In Madison, WI it is 22.7% electrical 

consumption.   

 

Compared with Sterling, VA, the Madison, WI case uses 30.5% more fuel and generates 28% 

more electricity.   

 

Table 25: Energy Use for Baseline and Building with CHP in Madison, WI

 

 

Similar comparisons can be drawn with costs, which are compiled in Table 26.  In the base, net-

metering case, the cost is reduced by $771.92, or 29.7% for the Madison, WI simulation.  In 

Sterling, VA, the savings is $531.68, or 23.5%.  In Madison in the baseline case, electricity 

consumption makes up 58.2% of total costs, while in Sterling it is 67%.  These savings are 

reasonable.  If comparing prices per kilowatt hour (and not Therms as for natural gas), electricity 

costs $0.1512/kWh while gas costs $0.0351, under the cost assumptions used.  Therefore, a 

reduction in on-site electricity consumption has a greater impact on cost than a corresponding 

increase in on-site natural gas consumption.    

 

Space Heating 25353 kWh (Nat. Gas) CHP Fuel 42081 kWh (Nat. Gas) 

Hot Water 5543 kWh (Nat. Gas) CHP Net Electric -7743 kWh (Electric)

Cooling 1519 kWh (Electric) Cooling 1538 kWh (Electric)

Dehumidification 47 kWh (Electric) Dehumidification 44 kWh (Electric)

Other Loads 7499 kWh (Electric) Other Loads 7499 kWh (Electric)

Total 39961 kWh - Total 43419 kWh -

Total Electric 9065 kWh (Electric) Total Electric 1338 kWh (Electric)

Total Gas 1054 Therm (Nat. Gas) Total Gas 1436 Therm (Nat. Gas) 

Baseline - No CHP With CHP
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Table 26: Cost of Energy for Baseline and Building With CHP in Madison, WI

 

 

Table 27 shows the simple payback period and the impact of buy-back prices on payback period.  

As with the Sterling, VA case, the payback periods are long in all but the most extreme cases 

studied.   

 

Table 27: Cost Savings and Payback Period with Energy Buy-Back Price in Madison, WI 

 

In the very generous $0.50/kWh buy-back situation, and assuming the lower installed cost, the 

payback period enters the realm in which homeowners may begin to consider investing in a CHP 

unit.  However, at the net-metering scenario, the payback period is still over 15 years and 

therefore the unit is unlikely to be considered financially viable.   

 

Consumption Unit $/consumption Cost Consumption Unit $/consumption Cost

Space Heating 865.3 Therm 1.030 $891.25 CHP Fuel 1436.2 Therm 1.030 $1,479.30

Hot Water 189.2 Therm 1.030 $194.86 CHP Net Electric -7743 kWh 0.1512 -$1,170.74

Cooling 2411 kWh 0.1512 $364.54 Cooling 2452 kWh 0.1512 $370.74

Dehumidification 79 kWh 0.1512 $11.91 Dehumidification 75 kWh 0.1512 $11.34

Other Loads 7499 kWh 0.1512 $1,133.85 Other Loads 7499 kWh 0.1512 $1,133.85

Total - - - $2,596.41 Total - - - $1,824.49

Baseline - No CHP With CHP

Buy-Back
Annual Cost 

of Energy
Savings

Payback, $20,000 

Initial Cost [years]

Payback, $15,000 

Initial Cost [years]

Payback, $10,000 

Initial Cost [years]

Payback, $5,000 

Initial Cost [years]

$0.00 $2,493.18 $103.23 193.7 145.3 96.9 48.4

$0.05 $2,224.83 $371.58 53.8 40.4 26.9 13.5

$0.10 $1,956.48 $639.93 31.3 23.4 15.6 7.8

$0.1512 $1,681.68 $914.73 21.9 16.4 10.9 5.5

$0.20 $1,419.77 $1,176.64 17.0 12.7 8.5 4.2

$0.50 -$190.34 $2,786.75 7.2 5.4 3.6 1.8

(Baseline, No CHP) $2,596.41 - - - - -
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Chapter 6:  Conclusions and Future Work  

6.1 Conclusions 

In this work, a micro-CHP engine is tuned and validated using high-resolution data acquired 

from experimental work.  The model is tuned in steady state, and verified with experimental data 

for transient operation.  The prime mover is found to have an electrical efficiency ranging from 

18.6-21.6%, with an electrical output range of, on average, 1.61-3.99 kW and a thermal output 

range of 5.65-12.75 kW.  The thermal output in the steady state simulation has an error of 1.73% 

at worst.   

  

In the simulation of one typical spring or autumn week, the thermal output error is 2.2%, the 

electrical output error is 0.5% and the fuel input error is 0.6%.  With the tank model, the thermal 

output error is 0.3%, the electrical output is 2.2% and the fuel use error is 1.5%.  In the 

simulation of one typical summer week, where standby losses and tank stratification have a 

stronger impact, the error without the tank model is 4.8% for thermal output, 1.8% for electrical 

output, and 0.5% for fuel input.  With the tank, the error is 4.4% for thermal output, 5.8% for 

electrical output and 7.4% for fuel use.   

 

The CHP system model is also used to evaluate its’ performance when integrated with a building 

model, using a single heating coil and the existing distribution system and building modeled by 

Mueller.  The storage tank is used to provide domestic hot water and space heating, and the 

prime mover operates based on the same control strategy derived for transient simulations and 

validation.  It can be observed from the results obtained here that in the mid-Atlantic region of 
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the US, the micro-CHP system modeled is not financially viable at its current cost.  The unit 

does save energy; the primary energy savings calculations from Table 24 show savings of 6-

17%, depending on the assumed grid efficiency.  In addition, the unit has lower operating cost, 

saving $531.68, or 23.5%, in the net-metering scenario shown in Table 22.  However, with an 

initial cost of approximately $20,000, the payback period of 28-38 years for the net-meter case is 

far too great to be considered a worthwhile investment.   

 

Finally, a simulation is run in the climate of Madison, WI, to demonstrate the importance of 

weather in CHP operation.  Madison was selected because it is colder on average than the mid-

Atlantic region, but sufficiently similar to allow the same building and HVAC model to be used 

for the simulation.   The results of this simulation show the promise for CHP in colder regions.  

The savings are greater in Madison, with a 29.7% cost savings, and the payback period of 16-22 

years is substantially shorter, though still not investment-worthy.   

 

From this work a number of general conclusions about CHP can be drawn.  First and perhaps 

most importantly, for CHP to contend in the US energy market, costs need to come down 

significantly; a $10,000 unit in Madison WI would have an approximately 11 year payback 

period, which begins to approach a marketable level if rebate or tax incentives exist.   It is 

imperative to the viability of CHP that some variation of net metering is offered, or else CHP 

units must be used in situations in which they rarely or never generate more electricity than is 

consumed.  Purchasing battery storage, with CHP’s cost being the most major inhibitor, would 

not be viable at this time.  Also, it has been confirmed here that CHP is of more value in cold 

climates.  The savings in Madison are notably greater than those in Sterling.   
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Perhaps the best short-term application for CHP is in scenarios in which grid uncertainty is 

unacceptable, such as hospitals or facilities in which computers must not lose power, for 

example.  In these cases, where on-site generation is required regardless of savings potential, 

making use of the waste heat generated becomes a very convenient benefit.   

 

Finally, due to the empirical nature of this work, it is worth noting that the model and its results 

are only truly representative of the Marathon Ecopower engine, as tested in the laboratory.  

While the results are informative for micro-CHP in general, and the model may be applied in 

future use as a deviation from the Ecopower, it can only be considered to be validated for the 

aforementioned engine.   

6.2 Future Work 

If more detailed or extensive analyses are to be performed it would be desirable to have a more 

accurate tank model.  In addition, the ability to evaluate an assortment of prime mover outputs 

and tank sizes with a satisfactory tank model would allow an optimization study to be done.  

Also, while simply scaling the Ecopower engine with its existing performance map would be a 

useful experiment, it may be of greater interest to have an accurate performance map for a 

smaller – for example 1 kW electric – engine.  Similarly, a larger CHP system to model in 

commercial or industrial use would be best modeled with an adjusted performance map.  In 

addition, CHP may have potential in neighborhood, apartment building, or similar uses, where a 

CHP could work with some combination of parallel CHP systems, supplemental boilers and 

energy storage options.  Also, as suggested by Jalalzadeh-Azar and others (15) the potential for 

CHP in climates with long cooling seasons is low without some integrated cooling system.  
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Absorption cooling has been proposed and investigated, and this model could provide a tool for 

further evaluation of that concept (40), (41).  

 

One very significant driver in CHP financials is sizing; it has been shown elsewhere that 30 kW 

and larger systems can attain payback periods of seven years and shorter in commercial 

applications, with simple net metering (42).  Therefore, determining the appropriate sizing on a 

regional basis is crucial.  Evaluating the optimal CHP size as it varies with climate would 

provide valuable information on the feasibility of CHP regionally. 

 

Simulating the use of CHP in many locations across the US and elsewhere is a worthy goal.  

However, for these simulations to be meaningful, the entire building model – including HVAC 

components, building envelope and size – would need to be modified to reflect what is typical in 

different reasons, and more importantly accurately sized HVAC and envelope features for each 

region.  It does not make sense, for example, to simply move a typical Maryland building model 

with the associated HVAC and envelope design to Portland, ME or Miami, FL.  However, this 

information would be vital in determining where CHP may have a potential market.  Finally, the 

UA values for the exhaust gas recuperator and plate heat exchanger are not in reality a direct 

function of part load ratio but more of the mass flow rates of the fluids; adjusting this correlation 

to be a function of the fluid mass flow rates would make the model more adaptable to different 

configurations.  
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Appendix 1: Steady State Simulation Results

 

Lab RPM 1600

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 1.61 1.61 0.0000 0.00

Part Load Ratio - 0.40 0.40 0.0000 -

Return 

Temperature
[C] 60.01 60.01 0.0024 -

Supply 

Temperature
[C] 65.44 65.42 0.0184 -

PM Thermal 

Output
[kW] 5.65 5.63 0.0167 0.30

Fuel Use [kW] 8.66 8.66 -0.0030 -0.03

Electrical 

Efficiency
[%] 18.59 18.58 0.0064 0.03

Engine Air 

Intake Temp
[C] 65.67 65.67 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 3.29 3.29 0.0000 -

Exhaust [C] 68.32 68.56 -0.2387 -

Cooling Jacket [C] 73.83 72.49 1.3447 -

Jacket Heat 

Recovery
[kW] 2.89 2.89 -0.0002 -0.01

Oil Cooler [C] 65.88 64.50 1.3757 -

Oil Cooler Heat 

Recovery
[kW] 0.34 0.34 -0.0022 -0.65

Exhaust Gas 

Recuperator
[C] 69.26 67.88 1.3787 -

EGR Heat 

Recovery
[kW] 2.14 2.12 0.0176 0.82

Generator [C] 65.34 63.96 1.3831 -

Generator Heat 

Recovery
[kW] 0.28 0.28 0.0006 0.22

Engine Heat 

Exchanger
[C] 64.90 63.51 1.3854 -

Heat Load [kW] 5.65 5.63 0.0158 0.28

Engine Water 

Flow Rate
[kg/s] 0.15 0.15 0.0011 0.73

External Pump 

Flow Rate
[kg/s] 0.25 0.25 0.0000 0.00
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Lab RPM 1700

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 1.78 1.78 -0.0004 -0.02

Part Load Ratio - 0.45 0.45 0.0000 -

Return 

Temperature
[C] 60.01 60.00 0.0060 -

Supply 

Temperature
[C] 65.82 65.82 0.0040 -

PM Thermal 

Output
[kW] 6.04 6.04 -0.0021 -0.03

Fuel Use [kW] 9.27 9.28 -0.0032 -0.03

Electrical 

Efficiency
[%] 19.20 19.20 0.0025 0.01

Engine Air 

Intake Temp
[C] 66.07 66.07 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 3.55 3.55 -0.0010 -

Exhaust [C] 69.81 70.30 -0.4880 -

Cooling Jacket [C] 74.28 72.83 1.4470 -

Jacket Heat 

Recovery
[kW] 3.01 3.01 0.0043 0.14

Oil Cooler [C] 66.25 64.85 1.3980 -

Oil Cooler Heat 

Recovery
[kW] 0.39 0.40 -0.0031 -0.78

Exhaust Gas 

Recuperator
[C] 69.78 68.36 1.4210 -

EGR Heat 

Recovery
[kW] 2.37 2.36 0.0051 0.22

Generator [C] 65.66 64.26 1.4000 -

Generator Heat 

Recovery
[kW] 0.26 0.26 0.0029 1.12

Engine Heat 

Exchanger
[C] 65.27 63.88 1.3940 -

Heat Load [kW] 6.04 6.03 0.0093 0.15

Engine Water 

Flow Rate
[kg/s] 0.16 0.16 -0.0007 -0.44

External Pump 

Flow Rate
[kg/s] 0.25 0.25 0.0000 0.00
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Lab RPM 2400

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 2.65 2.65 0.0000 0.00

Part Load Ratio - 0.66 0.66 0.0000 -

Return 

Temperature
[C] 59.98 59.98 0.0000 -

Supply 

Temperature
[C] 68.04 67.97 0.0720 -

PM Thermal 

Output
[kW] 8.34 8.27 0.0745 0.89

Fuel Use [kW] 13.11 13.11 0.0040 0.03

Electrical 

Efficiency
[%] 20.18 20.18 -0.0062 -0.03

Engine Air 

Intake Temp
[C] 71.24 71.24 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 4.70 4.70 -0.0018 -

Exhaust [C] 80.81 80.65 0.1640 -

Cooling Jacket [C] 76.45 75.50 0.9465 -

Jacket Heat 

Recovery
[kW] 3.74 3.74 0.0036 0.10

Oil Cooler [C] 68.62 67.51 1.1090 -

Oil Cooler Heat 

Recovery
[kW] 0.74 0.73 0.0029 0.40

Exhaust Gas 

Recuperator
[C] 72.43 71.37 1.0632 -

EGR Heat 

Recovery
[kW] 3.56 3.50 0.0624 1.75

Generator [C] 67.83 66.70 1.1295 -

Generator Heat 

Recovery
[kW] 0.30 0.30 -0.0001 -0.02

Engine Heat 

Exchanger
[C] 67.51 66.37 1.1392 -

Heat Load [kW] 8.34 8.27 0.0688 0.83

Engine Water 

Flow Rate
[kg/s] 0.22 0.22 0.0065 2.92

External Pump 

Flow Rate
[kg/s] 0.25 0.25 0.0000 0.00
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Lab RPM 2700

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 3.18 3.18 0.0000 0.00

Part Load Ratio - 0.80 0.80 0.0000 -

Return 

Temperature
[C] 60.00 60.00 0.0019 -

Supply 

Temperature
[C] 69.34 69.24 0.1026 -

PM Thermal 

Output
[kW] 9.73 9.62 0.1050 1.08

Fuel Use [kW] 14.83 14.83 -0.0010 -0.01

Electrical 

Efficiency
[%] 21.43 21.43 0.0014 0.01

Engine Air 

Intake Temp
[C] 71.14 71.14 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 5.18 5.18 0.0000 -

Exhaust [C] 85.81 86.28 -0.4681 -

Cooling Jacket [C] 78.16 77.33 0.8289 -

Jacket Heat 

Recovery
[kW] 4.18 4.17 0.0084 0.20

Oil Cooler [C] 69.97 69.27 0.7036 -

Oil Cooler Heat 

Recovery
[kW] 0.87 0.86 0.0075 0.87

Exhaust Gas 

Recuperator
[C] 74.15 73.35 0.8042 -

EGR Heat 

Recovery
[kW] 4.37 4.28 0.0873 2.00

Generator [C] 69.14 68.45 0.6929 -

Generator Heat 

Recovery
[kW] 0.31 0.30 0.0083 2.65

Engine Heat 

Exchanger
[C] 68.84 68.16 0.6838 -

Heat Load [kW] 9.73 9.62 0.1115 1.15

Engine Water 

Flow Rate
[kg/s] 0.25 0.25 -0.0010 -0.42

External Pump 

Flow Rate
[kg/s] 0.25 0.25 0.0000 0.00
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Lab RPM 3000

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 3.58 3.58 0.0000 0.00

Part Load Ratio - 0.90 0.90 0.0000 -

Return 

Temperature
[C] 60.00 60.00 0.0036 -

Supply 

Temperature
[C] 71.05 70.90 0.1475 -

PM Thermal 

Output
[kW] 10.86 10.72 0.1415 1.30

Fuel Use [kW] 16.58 16.58 -0.0010 -0.01

Electrical 

Efficiency
[%] 21.59 21.59 0.0013 0.01

Engine Air 

Intake Temp
[C] 73.51 73.51 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 5.58 5.58 -0.0003 -

Exhaust [C] 91.29 91.06 0.2284 -

Cooling Jacket [C] 79.71 79.04 0.6688 -

Jacket Heat 

Recovery
[kW] 4.63 4.63 0.0058 0.13

Oil Cooler [C] 71.43 70.89 0.5442 -

Oil Cooler Heat 

Recovery
[kW] 1.01 1.01 0.0085 0.84

Exhaust Gas 

Recuperator
[C] 75.70 75.04 0.6633 -

EGR Heat 

Recovery
[kW] 4.94 4.80 0.1372 2.78

Generator [C] 70.56 70.02 0.5367 -

Generator Heat 

Recovery
[kW] 0.28 0.28 -0.0010 -0.36

Engine Heat 

Exchanger
[C] 70.32 69.78 0.5376 -

Heat Load [kW] 10.86 10.71 0.1506 1.39

Engine Water 

Flow Rate
[kg/s] 0.28 0.28 0.0000 -0.01

External Pump 

Flow Rate
[kg/s] 0.23 0.23 0.0000 0.00
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Lab RPM 3400

Units Lab Model Difference Percent Difference

PM Electrical 

Output
kW 3.99 3.99 0.0000 0.00

Part Load Ratio - 1.00 1.00 0.0000 -

Return 

Temperature
[C] 57.59 57.59 0.0000 -

Supply 

Temperature
[C] 69.98 69.77 0.2149 -

PM Thermal 

Output
[kW] 12.75 12.53 0.2208 1.73

Fuel Use [kW] 18.48 18.48 -0.0010 -0.01

Electrical 

Efficiency
[%] 21.61 21.61 0.0012 0.01

Engine Air 

Intake Temp
[C] 73.58 73.58 0.0000 -

Exhaust Mass 

Flow Rate
[g/s] 6.13 6.13 0.0008 -

Exhaust [C] 98.41 98.25 0.1608 -

Cooling Jacket [C] 79.38 78.75 0.6272 -

Jacket Heat 

Recovery
[kW] 5.05 5.04 0.0072 0.14

Oil Cooler [C] 70.65 69.95 0.7002 -

Oil Cooler Heat 

Recovery
[kW] 1.13 1.13 0.0013 0.12

Exhaust Gas 

Recuperator
[C] 75.50 74.77 0.7304 -

EGR Heat 

Recovery
[kW] 6.32 6.11 0.2109 3.34

Generator [C] 69.78 69.06 0.7235 -

Generator Heat 

Recovery
[kW] 0.25 0.24 0.0072 2.91

Engine Heat 

Exchanger
[C] 69.59 68.87 0.7232 -

Heat Load [kW] 12.75 12.52 0.2266 1.78

Engine Water 

Flow Rate
[kg/s] 0.31 0.30 0.0085 2.73

External Pump 

Flow Rate
[kg/s] 0.25 0.25 0.0000 0.00
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