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 Current theories of addiction suggest that impaired decision-making observed 

in individuals that chronically abuse drugs reflects a decrease in goal-directed 

behaviors and an increase in habitual behaviors governed by neural representations of 

response-outcome and stimulus-response associations, respectively. The striatum is a 

critical input component to the basal ganglia, which is a complex set of subcortical 

brain structures involved in the selection and execution of actions. Striatal sub-

regions are some of the first brain regions to be affected by drugs of abuse, yet we 

still do not fully understand how decision-making and neural correlates in these 

regions are affected by drug exposure or disruptions within the circuit. My project 

was designed to study behavioral and neural changes in the striatum after previous 

cocaine self-administration or pharmacological lesion while rats perform a complex 

decision-making task. I therefore implemented a cocaine self-administration or 



  

pharmacological lesion protocol and recorded from single neurons in striatal sub-

regions, specifically the nucleus accumbens core (NAc) and dorsal lateral striatum 

(DLS), during performance of an odor-guided decision-making task in which reward 

contingencies often changed. This task independently manipulated value of expected 

reward by changing the delay to or size of reward across a series of blocks of trials. 

 I found that previous cocaine self-administration made rats more impulsive, 

biasing choice behavior toward more immediate reward. After cocaine exposure, 

there were fewer task-responsive neurons in the NAc and in those that remained we 

observed diminished directional and value encoding compared to controls. 

Surprisingly, in the DLS I found evidence of increased response-outcome 

associations and no evidence of enhanced stimulus-response associations after 

cocaine exposure. After disrupting communication between the NAc and DLS, I 

found evidence of enhanced stimulus-response associations in the DLS during task 

performance. This suggests that cocaine exposure impacts decision-making and 

neural activity in the striatum that manifests in more complex ways than simply 

disrupting striatal circuitry as current theories of addiction suggest. 
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Chapter 1: Introduction 

General Introduction 

Drug addiction is a widespread disorder and a vital public health issue in the 

United States. In the most recent conducted drug use survey, more than 24 million 

Americans over age 12 had used illicit drugs in the past month. In addition, more than 

$700 billion is spent annually on the overall costs of substance abuse including 

healthcare, crime, and lost work productivity (NIDA Drug Facts, 

www.drugabuse.gov). While many advances have been made in recent decades in 

understanding how exposure to drugs of abuse affects the brain (Wise and Koob, 

2014; Volkow and Morales, 2015; Everitt and Robbins, 2016), we still do not fully 

understand these effects and how they translate to common maladaptive behaviors 

seen after substance abuse. A more complete understanding of the neural mechanisms 

underlying disruptions in neural signaling and behavior after drug exposure is critical 

for improving treatment options for addicts and improving this significant health 

issue in the United States. 

Decision-making is a key executive function that is central to normal 

everyday behavior that becomes disrupted during and after exposure to drugs of abuse 

(Hyman et al., 2006; Roesch et al., 2007b; Robbins et al., 2008; Stalnaker et al., 

2009). In particular, the disruption of reward-based decision-making and its neural 

correlates are beginning to become untangled in the literature (Takahashi et al., 2007; 

Lucantonio et al., 2012; Burton et al., 2014a; Volkow and Morales, 2015). There are 

many brain regions that are involved in different aspects of reward-based learning and 

decision-making—learning about cues in the environment, encoding expected values 
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or outcomes related to these cues, modulating neural activity to generate motivation 

to specific cues related to valued outcomes, and combining these aspects to initiate 

actions to obtain the best and avoid the worst outcomes (Schultz, 2006; Balleine and 

O’Doherty, 2010; Burton et al., 2015; Bissonette and Roesch, 2016). Each of these is 

important to processing reward and responding accordingly in order to navigate and 

adapt to different environments. Although many brain regions are involved, a general 

reward-circuitry emerges when looking at the neural mechanisms underlying this type 

of decision-making that are essential to understanding the impact of drug exposure 

(Haber, Fudge, & McFarland, 2000; Haber & Knutson, 2009; Koob & Volkow, 2010; 

Stalnaker et al., 2009). 

In brief, some of the brain regions making up this reward-circuit include the 

medial prefrontal cortex (mPFC), the orbitofrontal cortex (OFC), the basolateral 

amygdala (ABL), ventral regions of striatum—including the nucleus accumbens core 

(NAc) and nucleus accumbens shell (NAs), and dorsal regions of striatum—

specifically dorsal medial striatum (DMS) and dorsal lateral striatum (DLS). There is 

evidence that early on in reward processing, OFC and ABL are important for animals 

to learn about valued reward options through midbrain dopaminergic modulation and 

encode expected or predicted outcomes, which is then passed along to multiple sub-

regions of the basal ganglia, including the striatum, that control subsequent behaviors  

(Haber et al., 2000; Schultz, 2006; Haber and Knutson, 2009; Balleine and 

O’Doherty, 2010). After extensive learning, mPFC and DLS are critical for the 

formulation of habits, which do not require explicit representations of value. 
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The striatal regions—NAc, DMS, and DLS—work in parallel to incorporate 

information from upstream cortical regions and downstream regions to encode 

relevant information in the environment (Figure 1A). They help push the motor 

system towards optimal action selection to obtain valued outcomes and suppress the 

motor system to avoid aversive outcomes (Bromberg-Martin et al., 2010). More 

specifically, the NAc uses information about upcoming outcomes to modulate neural 

activity and motivate behavior to particular cues predicting these outcomes 

(Takahashi et al., 2007; Roesch et al., 2009; Goldstein et al., 2012; Bissonette et al., 

2013; Burton et al., 2015). This information can then update more dorsal regions of 

striatum that govern action-related behaviors to obtain rewarded outcomes based on 

future environmental cues (Balleine and O’Doherty, 2010; Stalnaker et al., 2010; 

Burton et al., 2015). In addition to receiving information from the NAc, DMS and 

DLS are simultaneously receiving information from cortical regions and midbrain 

dopamine (DA) neurons to encode response-outcome (R-O) and stimulus-response 

(S-R) contingencies, respectively (explained in more detail below).  R-O and S-R 

contingencies are incorporated with NAc updates about valued outcomes to propagate 

information forward to direct and indirect motor pathways responsible for generating 

or suppressing subsequent actions, respectively. 

Phasic bursts of dopaminergic innervation from the midbrain provide 

reinforcing teaching signals to each of these regions in a reward prediction error 

fashion, in which the DA response is equivalent to reward occurred minus reward 

predicted (Schultz, 2006). There can be positive, negative, or no prediction error 

based on the result between what rewards occurred and what were expected (more  
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Figure 1: A. Both NAc and DMS receive projections from medial prefrontal cortex (mPFC) 

and anterior cingulate cortex (ACC), however NAc is more heavily innervated by agranular 

insular cortex (AI). DLS receives predominantly sensorimotor-related information from 

sensorimotor cortex (SMC), as opposed to more ventromedial parts of striatum, which 

receives visceral-related information (AI). Striatal areas in between NAc and DLS receive 

higher order associative information from mPFC and ACC. Functional differentiation can be 

recognized not only through cortical inputs, but also through afferents arising from amygdala, 

hippocampus and thalamus (Voorn et al., 2004).  Amygdalostriatal projections are heaviest 

ventrally and progressively taper off in a dorsolateral direction, with sensorimotor parts of 

striatum being only very sparsely innervated. The medial (A8) and lateral (A10) dopamine 

neurons project predominantly dorsolaterally and ventromedially in striatum, respectively, 

whereas dopamine neurons more centrally located (A9) project broadly to the intermediary 

striatal zone, with some dorsal dominance (Voorn et al., 2004).  Progression from medial to 

lateral (VTA to SNc) reflects a shift from prediction error encoding to salience encoding 

(Bromberg-Martin et al., 2010). B. Recording locations and connectivity of NAc, DMS and 

DLS. The coronal section shown is taken from Paxinos and Watson (2007) and are 

approximations from recording sites from studies shown in Chapters 2-4.  Recording sites for 

nucleus accumbens core (NAc) were ~1.6 mm anterior to Bregma, 1.5 mm lateral to midline, 

and 6 mm ventral to brain surface.  Recording sites for dorsal lateral striatum (DLS) were 

~1.0 mm anterior to Bregma, 3.2-3.6 mm lateral to midline, and 3.5 mm ventral to brain 

surface. Abbreviations: AI, agranular insula; OFC, orbitofrontal cortex; PFC, prefrontal 

cortex; ACC, anterior cingulate cortex; SMC, sensorimotor cortex; NA, nucleus accumbens; 

DMS, dorsal medial striatum; DLS, dorsal lateral striatum; VTA, ventral tegmental area; 

SNc, substantia nigra pars compacta; DA, dopamine. 
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reward than expected—positive prediction error; less reward than expected—negative 

prediction error; reward fully expected—no prediction error) (Schultz, 2006; 

Bromberg-Martin et al., 2010). It is also known that DA response to rewards shift to 

cues that predict rewards (Schultz, 2006, 2013). These teaching signals indicate 

value-related responses that inform behavioral policies to obtain the best outcomes 

and avoid negative outcomes (Schultz, 2006; Haber and Knutson, 2009; Bromberg-

Martin et al., 2010). This type of coding in DA neurons has been referred to as 

motivational value coding, where rewarding events cause excitation and aversive 

events cause inhibition of DA neurons (Bromberg-Martin et al., 2010). 

In addition to providing reinforcing teaching signals and encoding 

motivational value, recent evidence shows that phasic-bursting DA neurons also 

encode motivational salience. DA neurons encoding motivational salience are excited 

by both rewarding and aversive events. This is unlike motivational value coding, 

where this type of DA neuron is only excited by rewarding events and inhibited by 

aversive events (Bromberg-Martin et al., 2010). A recent study found evidence of 

midbrain DA neurons encoding motivational value and motivational salience in 

monkeys performing a Pavlovian task where rewards and aversive outcomes were 

presented (Matsumoto and Hikosaka, 2009). Specifically, Matsumoto and Hikosaka 

(2009) found that dopaminergic neurons were excited by both rewarding events 

(liquid reward) and aversive events (air-puffs), and that this neural response pattern 

was also true for stimuli predicting these events. Furthermore, they found evidence 

that anatomical divisions of DA neurons in the midbrain were roughly arranged by 
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what they encode and what their targeted projections are, which is explained further 

below. 

Major cortical and sub-cortical sources of dopaminergic innervation originate 

in the midbrain in the ventral tegmental area (VTA) and the substantia nigra pars 

compacta (SNc) (Björklund and Dunnett, 2007; Matsumoto and Hikosaka, 2009; 

Bromberg-Martin et al., 2010; Parker et al., 2016). DA neurons encoding 

motivational value and motivational salience are anatomically distributed across a 

topographical gradient in the VTA and SNc, with motivational value signals found in 

DA neurons in the ventromedial SNc and lateral parts of the VTA and motivational 

salience signals found in DA neurons in the dorsolateral SNc (Matsumoto and 

Hikosaka, 2009; Bromberg-Martin et al., 2010). 

As mentioned above, DA neurons provide projections to many important 

targets in the reward circuit. Of particular relevance are the major projections to the 

striatum. It has been hypothesized that the topographically organized gradient of DA 

neurons in the midbrain also corresponds to striatal projections and the functional 

organization of the striatum (Bromberg-Martin et al., 2010; Parker et al., 2016). DA 

neurons located more ventromedially in the SNc and VTA that signal motivational 

value project to ventral regions of striatum, and DA neurons located more 

dorsolaterally in the SNc that signal motivational salience project more prominently 

to dorsal regions of striatum (Matsumoto and Hikosaka, 2009; Bromberg-Martin et 

al., 2010). 

Indeed, Parker and colleagues (2016) found evidence that DA neurons that 

project to specific regions of striatum encode specialized information that would 
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correspond to this topographical organization of projections from the midbrain. 

Specifically, they recorded from striatal terminal regions of midbrain DA projections 

from the VTA/SNc to DMS and from the VTA/SNc to NAc in mice performing a 

probabilistic reversal lever-press task. They found that VTA/SNc to DMS projection 

neurons preferentially fired when the animal was about to make a contralateral choice 

and that VTA/SNc to NAc projection neurons preferentially fired to reward (Parker et 

al., 2016). This fits with the DMS being involved in evaluation of and generating 

actions and the NAc being involved in processing of reward (Graybiel et al., 1994; 

Ikemoto and Panksepp, 1999; Roitman et al., 2005; Balleine et al., 2007; Tai et al., 

2012; Parker et al., 2016). 

Exposure to drugs of abuse has long been known to affect these brain regions 

and the dopaminergic system that make up reward circuitry and translate to 

subsequent maladaptive actions and behaviors commonly seen in addiction (Everitt 

and Robbins, 2005; Robbins et al., 2008; Stalnaker et al., 2009; Koob and Volkow, 

2010). Research has shown that addicts have a difficult time controlling impulses and 

decision-making, which can lead to poor choices and impaired judgment when it 

comes to seeking and taking more drugs and allowing their addiction to spiral out of 

control (Volkow and Baler, 2015; Volkow and Morales, 2015). Understanding neural 

correlates underlying normal and maladaptive behaviors in learning and decision-

making is imperative in moving forward with treating substance abuse effectively. 

Previous research has shown that reward-based learning and decision-making 

can be under the control of goal-directed and habit-like processing within reward 

circuitry regions discussed above (Balleine and O’Doherty, 2010). Specifically, goal-
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directed behaviors are under the control of value-related response-outcome 

associations (R-O; e.g., “If I do this, I will get a reward”), which fall under the control 

of ventral regions such as the NAc and more dorsal regions of striatum such as the 

DMS (Balleine and O’Doherty, 2010; Burton et al., 2014a, 2015). On the other side 

of the spectrum, behaviors related to habitual processing and responding after 

extended periods of learning are under the control of stimulus-response associations 

(S-R; e.g., “When I see this cue, I automatically respond”). Neural correlates related 

to these behaviors are found in more lateral regions of dorsal striatum (DLS) 

(Balleine and O’Doherty, 2010; Burton et al., 2015). Following is a more detailed 

discussion of behavioral and neural correlates amongst these sub-regions of striatum. 

 

A more detailed look within the reward circuit: the striatum 

The striatum is a critical input component to the basal ganglia, which is a 

complex set of subcortical brain structures involved in the selection and execution of 

actions (Graybiel et al., 1994; Kreitzer and Malenka, 2008; Matamales et al., 2009). 

More specifically, the striatum is known to collect and process emotional, cognitive, 

and sensorimotor information from the cortex and midbrain to generate or suppress 

actions (Graybiel et al., 1994; Matamales et al., 2009). More than 95% of all neurons 

in the striatum are inhibitory (meaning they release the neurotransmitter gamma-

aminobutyric acid, or GABA) medium spiny neurons (MSNs), with the remaining 

neurons being other types of inhibitory interneurons (Matamales et al., 2009). Striatal 

MSNs receive excitatory glutamatergic synapses from multiple cortical and thalamic 

inputs and dopaminergic innervation from the midbrain. There are two types of 
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MSNs that are equally distributed and intermingled throughout the striatum: those 

that express dopaminergic D1-type receptors (D1Rs) and those that express 

dopaminergic D2-type receptors (D2Rs) (Graybiel et al., 1994; Kreitzer and Malenka, 

2008; Matamales et al., 2009). 

 For the most part, neurons expressing D1Rs and D2Rs project to the direct 

and indirect motor pathways of the basal ganglia, respectively. The D1R direct 

pathway facilitates body movements, while the D2R indirect pathway suppresses 

body movements (Albin et al., 1989; Gerfen et al., 1990; Bromberg-Martin et al., 

2010; Hikida et al., 2010). It has been theorized that tonic bursts of DA that produce 

high DA concentrations (positive reward prediction errors) activate D1Rs that project 

to the direct pathway to produce motor movements and obtain high value outcomes 

(Frank, 2005; Hikosaka, 2007; Bromberg-Martin et al., 2010). On the other hand, 

pauses in tonic bursting of DA neurons (negative reward prediction errors) that 

produce low DA concentrations inhibit D2Rs that project to the indirect pathway to 

suppress motor movements and avoid low value outcomes (Frank, 2005; Hikosaka, 

2007; Bromberg-Martin et al., 2010). Similar divisions of labor are evident both in 

the ventral and dorsal striatum (Grace et al., 2007; Bromberg-Martin et al., 2010; 

Lobo et al., 2010). However, it is important to note that there is recent evidence 

suggesting that there is not such a clear division of D1- and D2-expressing neurons in 

the NAc projecting to the direct and indirect output nuclei of the basal ganglia as once 

originally thought (Kupchik et al., 2015).  

Overall, evidence suggests that the majority of the cell-type in the striatum is 

GABAergic MSNs, and that they receive both glutamatergic and dopaminergic 
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innervation. MSNs can express two major DA receptor sub-types that affect 

subsequent motor output. Below is a brief discussion of cellular mechanisms, 

synaptic plasticity, and how addiction affects cell-types in these regions, followed by 

a description of what kinds of relevant information single neurons are encoding in the 

striatum. 

 

Synaptic plasticity in the striatum after cocaine exposure 

Cocaine acts upon the dopamine system by blocking the dopamine transporter 

(DAT), located on the pre-synaptic membrane of DA neurons projecting to MSNs of 

the striatum. DAT blockage prevents reuptake of DA from the synapse, flooding it 

with an overabundance of DA and subsequently affecting both pre- and post-synaptic 

mechanisms. Seminal work done by Malenka, Bonci, and colleagues (Ungless et al., 

2001) showed synaptic changes in MSNs in the striatum after just one exposure to 

cocaine via injection in animals. They were able to pharmacologically isolate MSN 

glutamatergic receptor subtypes (AMPAR and NMDAR) and their components to 

excitatory post-synaptic currents in MSNs of the striatum. They found robust long-

term potentiation (LTP) after a single injection, with a particular enhancement in the 

AMPAR contribution to the EPSC (Ungless et al., 2001). 

They also found that this single exposure strengthening of the synapse also 

occludes further LTP, saline injected animals reached higher EPSC currents when 

high frequency stimulation was induced, whereas cocaine animals stayed at a steady 

EPSC current even after high frequency stimulation was induced (Ungless et al., 

2001). The AMPAR/NMDAR ratio is enhanced for up to five days after a single 

cocaine exposure. With only one exposure to the drug, we can see that this short-term 
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drug exposure is powerful enough to begin the strengthening of synapses and 

connections in this area. 

Research shows that strengthening of synapses occurs even after very short-

term use of cocaine, and that there must be long-term changes that follow long-term 

usage as well. After repeated cocaine exposure, there is a significant increase in the 

number of spines (spinogenesis) in cocaine animals compared to controls (Nestler, 

2013). However, some of these spines may be “silent,” in that the presence of 

functioning NMDARs can be detected, but there is a lack of AMPARs. This means 

that no depolarization of the neuron can occur to remove the magnesium block on 

NMDARs, and does not allow for activation of these receptors at resting state 

(Busetto et al., 2008; Wolf and Ferrario, 2010). These silent spines may incorporate 

functioning AMPARs later on after cessation of the drug and during withdrawal, and 

indeed, work done by Marina Wolf showed that both MSNs in the striatum and 

neurons in the VTA do scale up AMPARs after termination of drug use (Conrad et 

al., 2008). 

Wolf’s data also showed that there is a subunit switch in the AMPARs that is 

inserted during withdrawal from drugs, specifically lacking the GluR2 subunit 

making these AMPARs (GluR1/3) even more permeable to calcium (Conrad et al., 

2008; Wolf and Ferrario, 2010). This is the phenomenon of AMPAR scaling of 

synapses that are “hungry” for input following termination of drug use. In addition, 

Lee and colleagues showed where silent synapses were generated in the NAc after an 

extended period of cocaine exposure, which also showed a similar pattern in maturing 
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during withdrawal to incorporate the more calcium permeable GluR2-lacking 

AMPARs (Lee et al., 2013). 

Another change in synaptic mechanisms after long-term drug use is in the 

epigenetic realm of protein modulation of addiction (Robison and Nestler, 2011). 

Specifically, the delta fos B (ΔFosB) protein encoded by the FosB gene, which is an 

immediate early gene that is rapidly transcribed in response to particularly salient 

stimulation, is enhanced in neurons that have been exposed to addictive drugs of 

abuse. It has been reported that all Fos family proteins are induced by drug exposure, 

and particularly ΔFosB after chronic administration of drugs (Robison and Nestler, 

2011). In brief, this mechanism starts with repeated drug use signaling through G-

protein coupled DA receptors that then activate other downstream substrates (protein 

kinase A, or PKA) to stimulate transcription, which induces production of ΔFosB, 

which has a very long half-life because of the absence of a degradation protein 

(PEST). This induction has been reported to only occur in NAc MSNs that express 

D1 dopamine receptors and it can persist for weeks after terminating drug use. Nestler 

also produced seminal work that showed that ΔFosB overexpression in NAc MSNs 

increased many behavioral responses to cocaine (Kelz et al., 1999; Colby et al., 2003; 

Zachariou et al., 2006). 

Overall, synaptic enhancements or strengthening of connections that are 

present early after drug use seem to persist through long-term use of drugs of abuse. 

The epigenetic changes seen in long-term drug abuse may mediate the final stages of 

addiction through the transcription of Fos genes. Drugs of abuse are known to affect 

reward responses in DA neurons and this may reflect an aberrant learning mechanism 
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that is mediated in the later stages of addiction by reducing DA levels that may 

motivate users to seek more drugs or valued outcomes to enhance DA release. These 

learning mechanisms and responses to valued outcomes are discussed in further detail 

below. 

 

Encoding in single neurons within striatum 

Although significant progress has been made in understanding how drugs of 

abuse, specifically cocaine, impact cellular mechanisms and synaptic plasticity, we 

are still trying to understand how encoding in single neurons during decision-making 

changes after drug exposure. Through many single-neuron and interference studies it 

has become clear that the striatum is critical for reward-guided and habitual behaviors 

(Burton et al., 2015; Bissonette and Roesch, 2016). 

The striatum has been previously termed as an “actor-critic” in models of 

reinforcement learning, with ventral regions of striatum acting as the “critic” in 

providing value information in the form of prediction errors necessary for updating 

subsequent actions controlled by dorsal regions of striatum, or the “actor” in the 

model (Barto, 1995; Sutton and Barto, 1998; Joel et al., 2002; Redish, 2004a; Niv and 

Schoenbaum, 2008; Takahashi et al., 2009; Padoa-Schioppa, 2011; Van der Meer and 

Redish, 2011; Bissonette and Roesch, 2016). There are many overlapping neural 

correlates in the striatum related to reward-guided decision-making that fire to cues 

predicting reward, in anticipation of reward, during reward delivery, and during 

action initiation to obtain rewards (Burton et al., 2015; Bissonette and Roesch, 2016). 

Overall, there seems to be a trend with more reward and value-related information 

being processed in ventral striatum and more associative and motor-related 
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information being processed moving dorsally and laterally through striatum (Burton 

et al., 2015; Bissonette and Roesch, 2016). The following sections will discuss in 

more detail what single neurons are encoding in these regions related to reward-

guided decision-making. 

The ventral striatum 

In addition to being characterized as the “critic” in the actor-critic model of 

reinforcement learning, the ventral striatum (VS) has also been termed the “limbic-

motor interface,” as it processes multiple inputs from cortical and midbrain regions to 

motivate behaviors to both appetitive and aversive stimuli in the environment 

(Bissonette and Roesch, 2016). VS, and in particular the nucleus accumbens core 

(NAc) region of VS, receives many glutamatergic inputs from cortical areas like the 

OFC, which is known to signal predictions about future outcomes. Combined with 

dopaminergic innervation in the form of reward prediction errors, the NAc processes 

this information about upcoming and previous outcomes to generate motivated 

behaviors to approach and avoid important stimuli in the environment (Bromberg-

Martin et al., 2010; Bissonette and Roesch, 2016). These inputs and subsequent 

neural correlates likely contain important value-related or motivation-related 

information that needs to be projected to motor areas that are critical for action 

selection. 

 There is ample evidence to support these theories from experiments 

implementing pharmacological manipulations and single-unit recordings of NAc in a 

variety of tasks performed by both rats and monkeys showing that activity in NAc is 

modulated by cues that predict reward after an instrumental response is performed (as 
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reviewed in Bissonette and Roesch, 2016). These include reward-seeking, cost-

benefit analysis, and delay/effort discounting tasks and a variety of instrumental tasks 

including go/no-go, lever pressing, discrimination, maze running, and eye movement 

paradigms (Burton et al., 2015; Bissonette and Roesch, 2016). Again, the overall 

general finding from these studies was activity in NAc was modulated by reward-

predicting cues, and this activity may reflect value or motivation. 

To further investigate this question, we implemented a novel paradigm where 

rats were motivated by both an appetitive reward (sucrose solution) and an aversive 

threat of punishment (quinine solution) that were signaled by odor cues (Bissonette et 

al., 2013). Following presentation of odor cues signaling the outcome of that 

particular trial, rats were then presented with an instructional light cue directing them 

to adjacent fluid wells to obtain rewards and avoid threats of punishment upon correct 

completion of the trial. Importantly, in this study the odor cues were presented before 

the instructional light stimulus to dissociate value signals from specific motor 

planning (Burton et al., 2015; Bissonette and Roesch, 2016). 

We found that rats were highly motivated when cues predicted a possible 

large reward or a possible quinine punishment, as evidenced by faster reactions times 

and increased accuracy on these trial types compared to neutral cues predicting a 

small sucrose reward (Bissonette et al., 2013; Burton et al., 2015; Bissonette and 

Roesch, 2016) . Furthermore, we found NAc neurons that fired strongly for cues that 

predicted large rewards and weakly for quinine risk odor cues compared to neutral 

cues; these neurons represented value. Other NAc neurons fired strongly to both cues 

that predicted large reward and threatened punishment; these neurons signaled 
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motivation. Overall, there were two populations of neurons that encoded value and 

motivation separately which fits with the NAc as being both the evaluative “critic” in 

the actor-critic model and a “limbic-motor interface” by integrating value and 

motivational information (Bissonette et al., 2013; Burton et al., 2015; Bissonette and 

Roesch, 2016. 

 In the odor-guided choice task used in the experiments in this dissertation 

(explained in detail in the next Chapter section), we have previously shown that the 

firing of NAc neurons was modulated by the value of a reward associated with a 

particular direction (Roesch et al., 2009; Burton et al., 2015). This task differs from 

the previous task in that the odor cues predicted differently valued rewards and the 

direction necessary to respond to obtain the reward. The majority of neurons fired 

significantly more strongly for cues that predicted high-value outcomes for actions 

made in a particular direction, or into the cell’s preferred direction or response field 

(Roesch et al., 2009; Burton et al., 2015). This activity was also correlated with faster 

reaction times, which fits with neurons in the NAc signaling motivational value 

(Roesch et al., 2009; Burton et al., 2015). In each of these studies, we concluded that 

the NAc encodes predicted value of cues, either in conjunction with or in the absence 

of response information. This is in line with its roles as both the critic in the actor-

critic model of reinforcement learning and as the limbic-motor interface. 

 Importantly, single neurons in the NAc also encode the value of expected 

outcomes by increasing activity after instrumental responses or Pavlovian cues as 

animals anticipate reward delivery (Bowman et al., 1996; Hassani et al., 2001; 

Cromwell and Schultz, 2003; Setlow et al., 2003; Janak et al., 2004; Nicola, 2007; 
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Khamassi et al., 2008; Van der Meer and Redish, 2009; Ito and Doya, 2009; Roesch 

et al., 2009; Cai et al., 2011; Tanaka et al., 2016). This outcome expectancy firing in 

NAc plays a critical role in timing rewarded outcomes during performance of 

behavioral tasks, including temporal discounting tasks (Meck et al., 2008; Singh et 

al., 2011; Mello et al., 2015; Takahashi et al., 2016). Further, it has been shown that 

loss of NAc is detrimental to behavior on temporal discounting tasks (Cousins et al., 

1996; Cardinal et al., 2001, 2004; Bezzina et al., 2007; Floresco et al., 2008; 

Kalenscher and Pennartz, 2008; McDannald et al., 2011; Burton et al., 2014a) and 

alters neural signaling in downstream regions such as the VTA and dorsal striatum 

(DS) during task performance (Burton et al., 2014a; Takahashi et al., 2016). 

 Taken together, it is clear from these studies that the NAc is critical in 

signaling value, motivation, and reward expectancy to integrate and provide 

information to downstream areas to guide decision-making. Research suggests that 

the NAc is one of the first regions targeted by drugs of abuse because of its strong 

dopaminergic innervation from the VTA and its significant role in positive 

reinforcement  (Koob and Volkow, 2010; Steinberg et al., 2014; Keiflin and Janak, 

2015; Lüscher, 2016). The NAc sends projections back to the VTA and other 

midbrain regions, which then project to more dorsal regions of striatum forming a 

spiraling circuitry that is important for optimal action selection, which is known to be 

impacted by drugs of abuse and critical for drug seeking (Haber et al., 2000; Belin 

and Everitt, 2008; Haber and Knutson, 2009; Everitt and Robbins, 2013; Burton et al., 

2015). Next, we consider what single neurons are encoding in dorsal striatum. 
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The dorsal striatum 

We know that single neurons in the NAc signal value, motivation, and 

anticipatory signals related to future outcomes, as discussed above. Furthermore, we 

know that NAc communicates with the DS indirectly via DA neurons in the midbrain. 

The DS, in particular DLS, is thought to be the “actor” in the actor-critic model. We 

and others have found highly associative motor-related signals in DS, but signals are 

not simply integrated and transformed into motor output. There are many reward-

related and stimulus-driven behaviors and overlapping neural correlates, with a trend 

of signaling appearing along the diagonal of DS (Bissonette and Roesch, 2016). This 

appears to be a basic trend from ventral-medial to dorsal-lateral where more reward-

related neural correlates are found in ventral-medial regions and more associative and 

motor-related neural correlates are found in dorsal-lateral regions. This has been 

demonstrated in single-neuron recording studies in the primate caudate, which is most 

similar to DMS in rodents (Nakamura et al., 2012; Burton et al., 2015; Bissonette and 

Roesch, 2016). 

 Nakamura and colleagues (2012), used an eye movement paradigm where 

monkeys had to respond directionally left or right after fixation in a blocked-trial 

design where one direction produced a large reward and the other produced a small 

reward. They found that single neurons within more ventral-medial regions of caudate 

(DS) were more strongly driven by larger reward independent of the actions 

necessary to obtain it, whereas single neurons in more dorsal-lateral regions of 

caudate exhibited high directionality and reward selectivity, but had no preference for 
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large over small reward (Nakamura et al., 2012; Burton et al., 2015; Bissonette and 

Roesch, 2016). 

Overall, this fits with the trend mentioned above with more ventral-medial 

regions having more reward-related correlates and more dorsal-lateral regions being 

more associative; other studies in monkeys and rats have supported topology(Apicella 

et al., 1991; Hollerman et al., 1998; Takahashi et al., 2007; van der Meer et al., 2010; 

Cai et al., 2011). In monkeys, work by Schultz and colleagues examining task-related 

activity throughout monkey striatum, including dorsal and ventromedial parts of 

putamen (DLS), dorsal and ventral caudate (DMS), and in NAc as monkeys 

performed a go/no-go task for reward (Apicella et al., 1991; Hollerman et al., 1998) 

has shown that twice as many neurons that increased firing to reward for both go and 

no-go trials in ventral compared to dorsal striatal areas, whereas the number of 

neurons that were modulated by movement type, including non-rewarded movements 

(i.e., no-gos), were more prominent in the head of the caudate (Apicella et al., 1991; 

Hollerman et al., 1998).  

To summarize, along a diagonal gradient within DS we see more reward-

related responses in ventral-medial regions and more motor-related responses in 

dorsal-lateral regions of DS.  Across striatum there appears to be an integration of 

overlapping information from ventral regions and dorsal regions in generating actions 

to obtain valued outcomes. Next, we consider what these correlates represent during 

learning and behavior from the perspective of representing goals and habits in medial 

and lateral aspects of DS. 
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Reward-related actions are thought to reflect the integration of two different 

learning processes, one that controls goal-directed behavior and the other the 

acquisition of habits (Balleine and O'Doherty, 2010). Goal-directed behavior is 

governed by neural representations of associations between responses and outcomes 

(R-O), whereas habit formation is controlled by relationships between stimuli and 

responses (S-R). One way to assess the role that specific brain areas play in these two 

functions is to devalue the reward that the animal is anticipating. If behavior is under 

control of the expected outcome (R-O), then that behavior should cease when the 

outcome is no longer desirable after devaluation.  However, if behavior is stimulus-

driven (S-R), then outcome devaluation should not impact behavioral output.  This 

procedure has demonstrated that both NAc and DMS lesions impair goal-directed 

behavior, leaving the animal’s behavior stimulus-driven and habitual.  In contrast, 

DLS lesions inhibit the formation of habits, leaving the animal’s behavior under the 

control of anticipated goals (Balleine and O'Doherty, 2010).  

Consistent with these findings, Gremel and Costa (2013) have recently shown 

that neural activity in both DMS and DLS carry signals related to both goal-directed 

behavior and habitual action, respectively. Their task allowed for a clean dissociation 

between goal- and stimulus-driven behavior by training animals on either a random 

ratio or random-interval schedule of reinforcement, respectively.  Reinforcer 

devaluation confirmed that behaviors under these schedules were indeed goal- and 

habit-driven (Gremel and Costa, 2013).  Consistent with previous work, lesions to 

DMS hindered goal-directed decisions promoting habitual behavior during 

performance of their task, whereas lesions to DLS hindered habitual responding, 
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forcing animals to be goal-driven. In both cases, animals could still perform the task, 

but were using different functional mechanisms to control behavior. These results 

suggest that neural correlates that control goal-directed and habitual actions are 

processed in parallel, and that these regions are modulated differently depending on 

the mechanism that is ultimately controlling behavior.  

All of these studies provide clear evidence that there are parallel and 

differential firing patterns throughout regions of DS—along the diagonal from 

ventral-medial to dorsal-lateral DS and between DMS and DLS. These overlapping 

correlates suggest a complex integration of information as neural activity propagates 

through the striatum. Furthermore, these studies demonstrate that the DS carries 

signals related to goal-directed and habitual responding, but the strength of 

modulation on these task correlates depends on the mechanism currently governing 

behavior (goal or habit). 

In summary, consistent with the “actor-critic” model of reinforcement 

learning, the sub-regions of striatum evaluate upcoming outcomes in order to 

motivate and generate behaviors to obtain the best outcomes. As discussed above, 

many studies show NAc single-neurons and populations of neurons that signal value, 

motivation, and reward expectancy. As we move upstream in the striatum to ventral-

medial regions and DMS, we see more associative encoding related goal-directed 

behaviors, reward, and the responses made to obtain them. Finally, as we move up- 

and out-ward to DLS, many studies show strong associative encoding related to 

motor-responses in various tasks. The communication amongst these regions through 
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indirect connections with midbrain DA neurons allows the proliferation of 

information throughout the striatum. 

Although the NAc, DMS, and DLS are not directly connected, more ventral 

regions likely impact more dorsal regions on a diagonal trend through the spiraling 

circuitry with DA neurons (as discussed above in previous section) to allow the 

propagation of information from more limbic regions to associative and sensorimotor 

networks to control behavior (Burton et al., 2015; Bissonette and Roesch, 2016). This 

allows for behaviors to become more stimulus-driven and efficient, which is 

consistent with the idea that at first behaviors are goal-directed and over time with 

extended learning and training become more habitual in nature (Bissonette and 

Roesch, 2016). This would also fit with current theories of addiction as loss of goal-

directed behavioral control under control of more ventral regions of striatum in favor 

of more habit-like processing and responding to cues in the environment that are 

under control of more dorsal regions of striatum (Everitt and Robbins, 2005, 2013, 

2016; Hyman et al., 2006; Belin and Everitt, 2008).  

Throughout this section, I discussed neural correlates in normally functioning 

circuits irrespective of drug use. It is critical to understand how these circuits process 

and output information in normal behavior before we can begin to understand how 

the structure and function of the circuit changes after exposure to drugs of abuse. In 

understanding the normal function of the striatum and the subsequent changes when 

the circuit is perturbed, we can better understand and improve treatment options in 

humans suffering this loss of behavioral control in this disorder. The theory of 
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addiction as a loss of goal-directed control in favor of habitual control and how we 

can specifically study this in animal models is discussed in the following section. 

 

Addiction, decision-making, and how to investigate it in animal models 

Addiction afflicts millions of people and there have been many human 

imaging studies that have used functional magnetic resonance imaging (fMRI) to try 

to elucidate the neural mechanisms underlying some of the behavioral and neural 

changes that occur in this disorder in humans. In particular, these studies have looked 

at response patterns related to drug-related stimuli and to systemic administration of 

drugs of abuse while in the scanner that have shown the negative impact of addiction 

in many regions of the brain (Volkow et al., 2004, 2015; Delgado, 2007; Fowler et 

al., 2007). Specifically, regions involved in processing reward, drug cues and stimuli 

and feelings of craving such as frontal cortex, striatum and ventral tegmental area 

(where dopamine projections originate) have been implicated. The negative impact 

that drugs of abuse have on these regions seems to correlate well with common 

cognitive deficits in addicts such as: impairments in response inhibition and cognitive 

flexibility in reinforcement learning tasks and reversal learning, decision-making and 

impulsiveness in gambling tasks and delay discounting tasks, and working memory 

deficits (Robbins et al., 2008; Volkow and Baler, 2015; Everitt and Robbins, 2016). 

Even though we have learned much from human studies, there are important 

limitations to consider when trying to understand changes in neural activity 

underlying maladaptive behaviors seen in addiction. One major limitation when 

considering results from the human addiction literature are individual differences, 
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which can arise from genetic predispositions, environmental or socioeconomic 

factors, different stages of addiction, or any combination of these. Importantly, the 

relevance between reward circuitry in humans and other animals, in particular 

primates and rodents, has been established throughout the literature (Haber and 

Knutson, 2009; Balleine and O’Doherty, 2010). Notably, the focus of the proposed 

research, the striatum as a whole and the sub-regions of striatum in humans have 

primate and rodent homologs that display similar activities in response to reward-

based learning and decision-making (O’Doherty, 2004; Haber and Knutson, 2009; 

Balleine and O’Doherty, 2010; Liljeholm and O’Doherty, 2012). 

The ventral regions of striatum in human anatomy correspond well to ventral 

regions of rodent striatum, and they are both implicated in motivation (Balleine and 

O’Doherty, 2010; Liljeholm and O’Doherty, 2012). Increases in VS activity have 

been attributed to motivation, through review of many fMRI studies (Liljeholm and 

O’Doherty, 2012). VS activity is also seen in imaging studies to increase in 

anticipation of reward and be scaled by reward magnitude (O’Doherty, 2004; Haber 

and Knutson, 2009). The DS in humans and primates consists of the caudate nucleus 

and the putamen which corresponds to DMS and DLS in rodents, respectively (Haber 

and Knutson, 2009; Balleine and O’Doherty, 2010). Important human imaging 

studies have attributed activity in DMS/caudate to goal-directed behaviors and 

activity in DLS/putamen to habitual behaviors (Delgado, 2007; Liljeholm and 

O’Doherty, 2012). Knowing that we see similar reward-related activity in similar 

brain regions between humans, primates, and rodents is significant in extending 
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research to useful animal models of addiction to look at changes in brain and 

behavior. 

In addition to showing similar circuitry and response patterns, there are also 

similar behavioral task versions used in animal research to understand common 

cognitive deficits seen in tasks used human studies. Specifically, addicts show deficits 

and impulsive behavior in delay discounting tasks (Heil et al., 2006; Reynolds, 2006; 

Mackillop, 2013; Volkow and Baler, 2015), which measure the value of reward in 

regards to its delayed receipt (Odum, 2011). When given a choice, most human 

beings would choose to have an immediate reward over a delayed reward. However, 

increasing the value of the delayed reward may have a significant impact on future 

choices. Delay discounting gives the choice of an immediate small reward versus a 

larger delayed reward, referred to as the impulsive choice versus the self-controlled 

choice, respectively (Odum, 2011). It has been shown that cocaine addicts have a 

difficult time delaying future rewards and often impulsively choose the more 

immediate reward more frequently even when it is not in their best interests (Heil et 

al., 2006). 

Many advances have been made in research involving animal models of 

addiction as well. In the past, a common way to model addiction in animals was to 

systemically inject drugs of abuse into the animal and then measure subsequent 

behavior and/or neural activity. Now, instead of injections, intravenous self-

administration models have been developed in order to allow the animal to seek and 

take drugs of abuse upon their own volition (Thomsen and Caine, 2005). Many 

researchers feel that this is a better model that correlates better to human conditions, 
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as the animal has the choice of how much and how often to consume the drug, and 

they are in direct control of the drug entering their system. These models commonly 

feature rats lever-pressing or nose-poking to deliver drugs via catheter directly into 

the circulatory system. 

In the literature, addiction theories have emerged that indicate changes in 

behavior are due to habitual behaviors taking over goal-directed decision-making. 

Specifically, the locus of behavioral and neural control moves from more ventral 

regions of striatum to more dorsal regions of striatum as addiction progresses (Everitt 

and Robbins, 2005, 2013, 2016; Hyman et al., 2006; Belin and Everitt, 2008). It has 

been hypothesized that the NAc and the downstream neural projections between VS 

and DS are one of the first to be targeted by drugs of abuse (Belin and Everitt, 2008; 

Everitt and Robbins, 2013). Anatomical studies have shown that these spiraling 

dopamine projections from VS to midbrain, back to striatum, cascading upwards to 

DS form an important part of the reward circuit discussed earlier (Haber et al., 2000; 

Belin and Everitt, 2008; Haber and Knutson, 2009; Burton et al., 2015).  

Even though many advances have been made in studying the impact of drugs 

of abuse on behavior and brain, it is still unclear how single neurons, whole brain 

regions, communication amongst these regions, and subsequent decision-making on 

complex behavioral tasks are affected after drug exposure. The focus of my research 

is on striatal areas within reward circuitry that are hypothesized to be among the first 

areas affected by drug exposure (Keiflin and Janak, 2015; Lüscher, 2016) (Figure 

1B). The objective of my research was to determine the long-term impact of previous 

cocaine self-administration on striatal signaling during performance of a complex 
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behavioral task that often-changed expected value contingencies. My research used 

an animal model of exposure to drugs of abuse, specifically intravenous cocaine self-

administration in rats, to examine the impact on behavior and neural signaling in 

striatal areas during performance of a reward-based decision-making task. I used a 

well-established modified version of a delay discounting task described in the next 

section of this chapter. 

We recorded from single neurons in NAc and DLS in motivated rats that had 

prior cocaine self-administration experience while performing an odor-guided 

decision-making task to obtain liquid sucrose rewards. We found evidence that 

cocaine biased behavior towards higher-valued outcomes and that neural encoding in 

both NAc and DLS was altered both at the single-neuron and neuron population level 

within each region. After cocaine exposure, we saw differences in counts of neurons 

that increased and decreased activity during different task epochs in both NAc and 

DLS. This led us to ask what would happen to signaling if we disrupt the circuit 

between NAc and DLS. The last goal of my research was to determine the impact of 

pharmacological lesions of the NAc on signaling in DLS while rats perform the same 

decision-making task. When combined, these data will help us understand what nodes 

in this circuit are disrupted after chronic drug use, and the impact this disruption has 

on downstream brain areas and decision-making with implications for treatment 

strategies. 
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Odor-guided decision-making task: a modified version of a delay-discounting task 

The basic idea of standard delay discounting tasks is to look at a subject’s or 

animal’s preference in choice between an immediate small reward and a delayed large 

reward (Reynolds, 2006; Odum, 2011; Roesch and Bryden, 2011). It is known that 

humans and animals prefer an immediate reward over a delayed reward, even when 

the delayed reward is more economically valuable in the long run (Herrnstein, 1961; 

Ainslie, 1974; Thaler, 1981; Kahneman and Tversky, 1984; Rodriguez and Logue, 

1988; Loewenstein and Prelec, 1992; Richards et al., 1997; Evenden and Ryan, 1999; 

Ho et al., 1999; Cardinal et al., 2001; Mobini et al., 2002; Winstanley, 2004; 

Kalenscher et al., 2005; Kalenscher and Pennartz, 2008; Ballard and Knutson, 2009). 

As the delays to the larger reward become longer we know that animals often 

abandon delayed rewards and bias choices toward the more immediate smaller 

reward. This change in choice preference can be looked at as a measure of 

impulsivity, since over the course of many trials it would be more economically 

beneficial to wait for the larger reward (Roesch and Bryden, 2011). It is important to 

note that these standard delay-discounting tasks manipulate both the delay to and size 

of reward during the same trial. 

Many studies have looked at pharmacological and anatomical manipulations 

and subsequent performance on delay discounting tasks, but few have looked at 

neural correlates underlying decision-making and behavior in these types of tasks. I 

have implemented a modified version of a delay-discounting task where we 

independently manipulate the delay to and size of reward in different and separate 

blocks of trials (Roesch et al., 2006, 2007a, 2009; Calu et al., 2010; Stalnaker et al., 
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2010; Bryden et al., 2011a). In doing this, our goal has been to determine how delay 

and magnitude can impact neural encoding independently from each other in different 

brain areas known to be involved in reinforcement learning and decision-making and 

how this may be impacted by certain diseases and disorders (Roesch and Bryden, 

2011). A detailed description of the task is below. 

Experimental subjects are male Long Evans rats obtained from Charles River 

Laboratories. All training and recording sessions during performance of this odor-

guided task were conducted in aluminum chambers approximately 18” on each side 

with downward sloping walls narrowing to an area of 12” x 12” at the bottom. On one 

wall, a central nose port was located above two adjacent fluid wells. Two houselights 

were located above this panel. Odors were delivered directly into the nose port via a 

hemicylinder and magnetic solenoid valve located behind the port. Liquid sucrose 

was delivered via magnetic solenoid valves to fluid wells upon correct responses 

only. Houselights were illuminated at the start of the trial and were extinguished upon 

the animal leaving the fluid well at the end of the trial. Task control was implemented 

via computer programming (C++). Odor port and fluid well entries and exits were 

monitored by disruption of photo beams. 

 The basic design of a trial is illustrated in Figure 2A. Each trial began by 

illumination of the houselights that informed the animal it could make a nose-poke 

into the central nose port. Once the rat broke the photo beam entering the nose port, it 

had to wait for a 500ms period before the odor cue was delivered for another 500ms. 

One of three different odors (2-Octanol, Pentyl Acetate, or Carvone) was delivered to 

the port on each trial. One odor instructed the rat to go to the left fluid well to receive  
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Figure 2: Task and behavior A. The sequence of events in each trial block.  For each 

recording session, one fluid well was arbitrarily designated as short (a short 500ms delay 

before reward) and the other designated as long (a relatively long 1-7s delay before reward) 

(Block 1).  After the first block of trials (~60 trials), contingencies unexpectedly reversed 

(Block 2).  With the transition to Block 3, the delays to reward were held constant across 

wells (500ms), but the size of the reward was manipulated.  The well designated as long 

during the previous block now offered 2-3 fluid boli whereas the opposite well offered one 

bolus.  The reward stipulations again reversed in Block 4. B. The impact of delay length (left) 

and reward size (right) manipulations on choice behavior during free-choice trials. C. Impact 

of value on forced-choice trials percent correct for delay (left) and size (right) manipulations. 

D. Reaction times (odor offset to nose unpoke from odor port) on forced-choice trials 

(expressed in ms) comparing short vs. long delay trials and big vs. small reward trials. (t test, 

p<0.05).  Error bars indicate SEMs. 
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reward (forced-choice), a second odor instructed the rat to go to the right fluid well to 

receive reward (forced-choice), and a third odor indicated that the rat could obtain 

reward at either well (free-choice). Odors were counterbalanced across rats.  The 

meaning of each odor did not change across sessions. Odors were presented in a 

pseudorandom sequence such that the free-choice odor was presented on 7/20 trials 

and the left/right odors were presented in equal proportions. 

During training and recording, one well was randomly designated as short 

(500ms delay to reward) and the other long (1-7s delay to reward) at the start of the 

session.  In the second block of trials, these contingencies were switched. The length 

of the delay under long conditions abided by the following algorithm: the side 

designated as long started off as 1s and increased by 1s every time that side was 

chosen on a free-choice odor (up to a maximum of 7s). If the rat chose the side 

designated as long less than 8 out of the previous 10 free choice trials, the delay was 

reduced by 1s for each trial to a minimum of 3s. The delay to reward for long forced-

choice trials was yoked to the delay in free-choice trials during these blocks. In later  

blocks, the delay preceding reward delivery was held constant (500ms) while 

manipulating the size of the expected reward.  The reward was a 0.05 ml bolus of 

10% sucrose solution.  For big reward, an additional bolus was delivered 500ms after 

the first bolus.  Rats performed at least 60 correct trials per block before the block 

was switched, for a total of approximately 240 trials per session.  Essentially there 

were four basic trial types (short, long, big, and small) by two directions (left and 

right) by two stimulus types (free- and forced-choice odor). 
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 By independently manipulating delay and size across a series of block trials, 

we would expect to see rats adapt their behavior accordingly to bias responses 

towards higher value outcomes (i.e. shorter delays and larger rewards). Across many 

studies, including current ones completed in this dissertation, we do indeed see rats 

change behavior to favor the higher value outcomes across many behavioral measures 

of the task (Roesch et al., 2009; Roesch and Bryden, 2011; Burton et al., 2014b; 

Hernandez et al., 2015). Specifically, the behavioral measures looked at are percent 

choice for free-choice trials, percent correct on forced-choice trials, and reaction-

times for both forced- and free-choice trials. Percent choice was calculated based on 

the number of fluid well entries for each condition in each block for free-choice trials, 

for example how many times the animal entered the left well during a free-choice 

odor divided by the total number of free-choice trials in that block. Percent correct 

was calculated based on the number of correct fluid well entries for each forced-

choice trial and each condition (short, long, big, and small). Reaction times were 

calculated based on odor cue offset to when the animal left the odor port for both 

forced- and free-choice trials for each condition (short, long, big, and small). 

Predictably, we have shown that rats chose the high-value outcome 

significantly more often on free-choice trials (Figure 2B) and are better (Figure 2C) 

and faster (Figure 2D) on high-value forced-choice trials (Burton et al., 2014b). By 

analyzing behavior at the beginning and end of each block of trials we can reliably 

show changes in behavior mentioned above as the block progresses and the animal 

learns contingencies and biases behavior towards higher valued outcomes. The goal 

of my research was to investigate these behavioral measures after manipulations via 
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previous cocaine exposure or pharmacological lesion during performance of this task. 

After recording from single neurons while rats perform this task, I analyzed neuronal 

data by comparing firing rates in both response directions (contralateral or ipsilateral 

relative to recording electrode placement) for each trial type (forced- or free-choice) 

for each condition (short, long, big, or small) at the time point in which the animal is 

processing the odor cue and making a decision (i.e. odor onset to fluid well entry or 

odor onset to odor port exit, “odor epoch”). 

The striatum is necessary for proper performance on delay discounting tasks 

and it has also been shown that cocaine impacts performance by increasing impulsive 

choice in these tasks (Roesch et al., 2007b; Simon et al., 2007; Dandy and Gatch, 

2009; Setlow et al., 2009; Mendez et al., 2010; Mitchell et al., 2014). Below is a 

description of the evidence that previous cocaine self-administration biases rat’s 

choices toward higher value rewards on the odor-guided decision-making task and 

that encoding in striatal sub-regions was impacted by cocaine exposure. Furthermore, 

I show evidence that disruption of NAc in the striatal circuit can impact behavior and 

encoding in DLS that are important when considering the impact of drug exposure 

within this circuit. 
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ABSTRACT 

The nucleus accumbens core (NAc) is a critical region in the basal ganglia that is 

important for integrating and providing information to downstream areas about the 

timing and value of anticipated reward. NAc is one of the first brain regions to be 

affected by drugs of abuse, yet we still do not understand how neural correlates 

related to reward expectancy are affected by previous cocaine self-administration. To 

address this issue, we recorded from single neurons in the rat NAc after previous 

sucrose (control) or cocaine self-administration during performance of an odor-

guided decision-making task where we independently manipulated value of expected 

reward by changing the delay to or size of reward across a series of blocks of trials. 

We found that previous cocaine self-administration made rats more impulsive, 

biasing choice behavior toward more immediate reward. Further, compared to 

controls, cocaine-exposed rats showed significantly fewer neurons in the NAc that 

were responsive during odor cues and reward delivery, and in those reward-

responsive neurons that remained, diminished directional and value encoding was 

observed. Lastly, we found that after cocaine exposure, reward-related firing during 

longer delays was reduced compared to controls. These results demonstrate that prior 

cocaine self-administration alters reward-expectancy encoding in NAc, which would 

contribute to poor decision-making observed after chronic cocaine use.  
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INTRODUCTION 

The nucleus accumbens core (NAc) region of the ventral striatum (VS) is an 

important nucleus of the basal ganglia where relevant limbic and motor information is 

integrated to guide reward-based learning and decision-making (Mogenson et al., 

1980; Roesch and Bryden, 2011; Burton et al., 2015). One mechanism that NAc uses 

to serve as this function is to encode the value of expected outcomes after decisions.  

It has been shown that many neurons in NAc fire after an instrumental response or 

presentation of a Pavlovian cue as animals anticipate the imminent delivery of reward 

(Bowman et al., 1996; Hassani et al., 2001; Setlow et al., 2003; Cromwell and 

Schultz, 2003; Janak et al., 2004; Nicola, 2007; Khamassi et al., 2008; Van der Meer 

and Redish, 2009; Ito and Doya, 2009; Roesch et al., 2009; Cai et al., 2011; Jimura et 

al., 2013; Tanaka et al., 2016).  This signal is thought to play a critical role in timing 

rewarded outcomes during behavior (Meck et al., 2008; Singh et al., 2011; Mello et 

al., 2015; Takahashi et al., 2016). Consistent with this hypothesis, several studies 

have shown that loss of NAc is detrimental to behavior on temporal discounting tasks 

(Cousins et al., 1996; Cardinal et al., 2001, 2004; Bezzina et al., 2007; Floresco et al., 

2008; Kalenscher and Pennartz, 2008; McDannald et al., 2011; Burton et al., 2014a) 

and alters neural signaling in downstream regions such as the VTA and dorsal 

striatum (DS) during similar tasks (Burton et al., 2014a; Takahashi et al., 2016). More 

specifically, the loss of NAc signaling eliminates reward prediction errors related to 

delayed outcomes encoded by dopamine (DA) neurons in the ventral tegmental area 

(VTA) (Takahashi et al., 2016), preventing DA cue selectivity from developing 
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(Takahashi and Schoenbaum, 2016), which would influence signaling in 

further downstream areas such as DS (Burton et al., 2014a).  

Taken together, all of these studies suggest that the NAc is critical in 

integrating and providing information to downstream areas about the timing 

and value of obtained and expected reward to guide normal decision-making, 

a function that we know to be altered by chronic cocaine exposure; rats 

exposed to cocaine are more sensitive to delays to reward (Roesch et al., 

2007b; Simon et al., 2007; Dandy and Gatch, 2009; Setlow et al., 2009; 

Mendez et al., 2010).  This should come as no surprise because NAc is one of 

the first regions targeted by drugs of abuse due to its strong dopaminergic 

innervation (Koob and Volkow, 2010; Steinberg et al., 2014; Keiflin and 

Janak, 2015; Lüscher, 2016). Furthermore, any alterations of NAc would have 

profound impact on behavior due its influence on the motor system and dorsal 

striatum via spiraling connectivity with the DA system (Haber et al., 2000; 

Belin and Everitt, 2008; Haber and Knutson, 2009; Everitt and Robbins, 2013; 

Burton et al., 2015).  

Thus, it is clear that NAc signals reward expectancies that are critical 

for timing of outcomes and normal delay discounting behavior, and that 

cocaine exposure impacts NAc and makes rats more impulsive.  Yet, we still 

do not know the long-term impact that cocaine self-administration has on 

neural correlates in the NAc during complex decision-making tasks that vary 

reward expectancies. To address this issue, we recorded from single neurons 

in the rat NAc after previous sucrose (control) or cocaine self-administration 
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during performance of an odor-guided decision-making task where we independently 

manipulated value of expected reward by changing the delay to or size of reward 

across a series of blocks of trials. We found that previous cocaine exposure increased 

performance on free-choices toward immediate reward and decreased performance on 

forced-choice trials compared to controls. In addition, cocaine-exposed rats showed 

decreased numbers of neurons responsive to odor cues and rewards, and those that 

remained responsive exhibited diminished value and directional encoding within the 

NAc at the time of reward compared to controls. 

 

MATERIALS AND METHODS 

Subjects.  Male Long-Evans rats were obtained at 175-200g from Charles 

River Laboratories.  Rats were tested at the University of Maryland, College Park in 

accordance with UMD and NIH guidelines. 

Experimental Timeline. The following is a general timeline of the experiment; 

more detailed explanations for each part of the experiment are outlined below. Rats 

were obtained at six weeks of age/average weight of 175-200g and acclimated to our 

facility for one week prior to behavioral training. Rats were trained on an odor-guided 

decision-making task in custom behavioral boxes for approximately six weeks prior 

to surgical implantation of a catheter in the jugular vein and a chronic advancing 

electrode just dorsal to the nucleus accumbens core region of ventral striatum (VS). 

Rats were able to recover for two weeks following surgery. Cocaine/sucrose self-

administration was then implemented for 12 consecutive days in Med Associates 

behavioral boxes followed by a month-long withdrawal period. Single-unit neural 
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recordings (Plexon) during performance of the previously trained behavioral 

odor-guided decision-making task. Rats were transcardially perfused and 

standard histological techniques were implemented to ensure proper 

placement of electrodes. 

Odor-guided decision-making task. Before surgery, all rats were 

trained on the odor-guided delay/size choice task for approximately six weeks.  

Rats were mildly water-deprived to ensure motivation to complete a session of 

task performance. Rats were shaped to nose-poke in a central odor panel that 

was controlled via computer to lengthen the amount of time spent in the odor 

port and the adjacent fluid wells to receive reward. Once proper responding 

was attained, rats were introduced to the different instructive odors. On each 

trial, nose poke into the odor port after house light illumination resulted in 

delivery of an odor cue to a hemicylinder located behind this opening. One of 

three different odors (2-Octanol, Pentyl Acetate, or Carvone) was delivered to 

the port on each trial.  One odor instructed the rat to go to the left fluid well to 

receive reward (forced-choice), a second odor instructed the rat to go to the 

right fluid well to receive reward (forced-choice), and a third odor indicated 

that the rat could obtain reward at either well (free-choice).  Odors were 

counterbalanced across rats.  The meaning of each odor did not change across 

sessions.  Odors were presented in a pseudorandom sequence such that the 

free-choice odor was presented on 7/20 trials and the left/right odors were 

presented in equal proportions.   
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During training and recording, one well was randomly designated as short 

(500 ms) and the other long (1-7s) at the start of the session (Figure 1A: Block 1).  In 

the second block of trials, these contingencies were switched (Figure 1A: Block 2). 

The length of the delay under long conditions abided by the following algorithm: the 

side designated as long started as 1s and increased by 1s every time that side was 

chosen on a free-choice odor (up to a maximum of 7s). If the rat chose the side 

designated as long less than 8 out of the previous 10 free choice trials, the delay was 

reduced by 1s for each trial to a minimum of 3s. The reward delay for long forced-

choice trials was yoked to the delay in free-choice trials during these blocks. In later 

blocks, we held the delay preceding reward delivery constant (500ms) while 

manipulating the size of the expected reward (Figure 1A: Blocks 3 and 4).  The 

reward was a 0.05 ml bolus of 10% sucrose solution.  For big reward, an additional 

one to two boli were delivered 500ms after the first bolus.  At least 60 trials per block 

were collected for each neuron and session.  Essentially there were four basic trial 

types (short, long, big, and small) by two directions (left and right) by two stimulus 

types (free- and forced-choice odor). 

Surgeries and Recovery. All rats were implanted with catheters for self-

administration and electrodes for single-unit recordings (sucrose control group, n = 6 

and cocaine group, n =4). Rats were catheterized in the jugular vein with Silastic 

tubing (0.02x0.037in., by Dow Corning) with a modified 22G 5up cannula (Plastics 

One) on the end, which was then fed through the fascia layer over the shoulder and 

back and cemented to the skull next to the electrode implant site. Dummy blockers 

(Plastics One) were screwed on to the cemented modified cannula end to keep sterile 
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controlled access to catheters. For electrode implantation, rats were placed in 

a stereotaxic device and a drivable bundle of 10-25 µm diameter FeNiCr wires 

were chronically implanted in the left or right hemisphere dorsal to the 

nucleus accumbens core region of ventral striatum (1.6mm anterior to bregma, 

+ or - 1.5mm laterally, and 6mm ventral to the brain surface). Electrode wires 

were housed in 27G cannula. Immediately prior to implantation, the wires 

were freshly cut with surgical scissors to extend ~1 mm beyond the cannula 

and electroplated with platinum (H2PtCl6, Aldrich) to an impedance of 

~300kOhms. At the end of surgery, all catheters were flushed with 0.1 ml of a 

5mg/ml dosage of the antibiotic gentamicin and a pain medication was given 

with saline to control pain and replenish fluids lost during surgery. Catheters 

were flushed with 0.1 ml of gentamicin (5mg/ml) every other day during 

recovery and through the self-administration phase (see below) of the 

experiment to prevent infection and keep catheters patent. An oral antibiotic 

(Cephalexin, 250mg/5ml) was administered twice a day for one week 

following surgery to prevent infection of the electrode implant site.  

Self-administration and withdrawal. After rats recovered from surgery, 

a twelve-day self-administration protocol was implemented using Med 

Associates Inc. operant behavioral boxes. During days 1-6, the cocaine group 

(n = 4) self-administered 1mg/kg dosage of cocaine via lever press with a 

maximum of 30 infusions or 3-hour time limit.  During days 7-12 a 0.5mg/kg 

dosage of cocaine was self-administered with a maximum of 60 infusions or a 

3-hour time limit. Sessions began with illumination of house lights, extension 
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of the lever, and an initial illumination of a cue light above the lever for 2.3 seconds. 

Active lever presses were paired with the cue light above the lever, which stayed on 

for the duration of the cocaine infusion (2.3 seconds per active infusion). Active lever 

presses for drug infusion could only take place 20 seconds after the previous active 

lever press. Lever presses during the inactive period resulted in no cue-light 

illumination or reward delivery. The active lever was extended for the duration of the 

session. Rats were taken out of the operant boxes after the maximum infusion or 

maximum time limit was reached as described above. 

The control group (n = 6) followed the same protocol as above, however 

during days 1-6 two sucrose pellets were delivered to a food cup upon active lever 

presses and during days 7-12 one sucrose pellet was delivered to a food cup upon 

active lever presses. All other parameters remained the same as the cocaine group: 

start of a session, maximum number of active lever presses, maximum time in the 

box, and activation and duration of cue lights above levers. 

Following the twelve days of self-administration, both cocaine and control 

rats went through a month-long period of withdrawal in their home cages. Rats were 

not placed in any behavioral boxes during this time period. Their health was 

monitored closely and they were handled often each week during the withdrawal 

period. 

Single-Unit Recording. Following the month-long withdrawal period, rats 

were placed in Plexon equipped behavioral boxes to perform the previously trained 

odor-guided choice task. Recording procedures were the same as described 

previously (Bryden et al., 2011b, 2011c) and as follows. Wires were screened for 



 

 43 

 

activity daily; if no activity was detected, the rat was removed, and the 

electrode assembly was advanced 40 or 80μm. Otherwise active wires were 

selected to be recorded, a session was conducted, and the electrode was 

advanced at the end of the session. Neural activity was recorded using two 

identical Plexon Multichannel Acquisition Processor systems (Dallas, TX), 

interfaced with odor discrimination training chambers. Signals from the 

electrode wires were amplified 20X by an op-amp headstage (Plexon Inc, 

HST/8o50-G20-GR), located on the electrode array. Immediately outside the 

training chamber, the signals were passed through a differential pre-amplifier 

(Plexon Inc, PBX2/16sp-r-G50/16fp-G50), where the single unit signals were 

amplified 50X and filtered at 150–9000 Hz. The single unit signals were then 

sent to the Multichannel Acquisition Processor box, where they were further 

filtered at 250–8000 Hz, digitized at 40 kHz and amplified at 1–32X. 

Waveforms (>2.5:1 signal-to-noise) were extracted from active channels and 

recorded to disk by an associated workstation with event timestamps from the 

behavior computer. Waveforms were not inverted before data analysis. 

Behavioral Analysis. Behavior during self-administration was 

evaluated by computing the average number of lever presses daily across rats 

in each group (cocaine and control) and computing the average number of 

lever presses across days 1-6 and days 7-12 across rats in each group (Figure 

1F). Behavior during performance of the behavioral task was evaluated by 

computing the percent choice of value conditions (short, long, big, small) on 

free-choice trials as well as percent correct and reaction time (odor offset to 
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odor port exit) on forced-choice trials for each value condition (short, long, big, 

small) for the first ten and last ten trials of each block of trials (total of four blocks per 

session). Reaction time on free-choice trials was computed for all free-choice trials 

for each block. Percent choice was computed by determining how often the rat chose 

the more and less valued option on free-choice trials. Percent correct was computed 

by determining if the direction the animal chose was the same that was instructed by 

the forced-choice odor. Each of these behavioral analyses were computed and 

averaged across sessions for each group. Multi-factor analysis of variance (ANOVA) 

and post-hoc t-tests (p < 0.05) were used to determine differences in behavior 

between cocaine and control groups. 

Neural Analysis.  Recorded waveforms (>2.5:1 signal-to-noise) were extracted 

from active channels during recording sessions and recorded to disk by an associated 

workstation with event time-stamps from the behavioral computer. Extracted single-

units were then sorted in Offline Sorter using template matching (Plexon) and 

exported to NeuroExplorer to determine time-stamped events related to spike activity. 

All further analysis was done using Matlab and Microsoft Excel. Analysis epochs 

were computed by taking the total number of spikes and dividing by time. Three 

analysis epochs were examined. One was taken 250ms before reward delivery to 1s 

after reward delivery (reward epoch) to capture activity related to expectancy and 

reward delivery. The 250ms period was chosen because it does not impinge on early 

activity after the response even at the shortest delay of 500ms. Another analysis was 

taken 100ms after odor onset to fluid-well entry (odor epoch). This period of time did 

not overlap with the reward epoch and captured activity before entering the fluid-well 
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delay period. Both epochs were compared to baseline (1 second before odor 

onset; Wilcoxon; p < 0.05) to determine task responsiveness. Lastly, for 

analysis of long delays we also used an epoch starting 500ms after fluid well 

entry to capture initial bursts of activity that were elicited upon well entry. 

This epoch did not overlap with the reward epoch even at the shortest long-

delay trial (1s). The average population firing rates for control and cocaine-

exposed rats were determined by determining each neuron’s preferred and 

non-preferred direction (neural response that elicited the most activity 

(spikes/second)), then plotting normalized spike activity during the reward 

epoch aligned to reward delivery or well entry.  

Wilcoxon rank sum (p < 0.05) analyses were used to determine 

differences in firing between preferred and non-preferred direction and for 

each value outcome for both controls and cocaine rats during odor and reward 

epochs. Chi-squares (p < 0.05) were performed on counts of neurons in each 

group to determine if there were any significant differences between groups. 

For each neuron, difference scores were computed between high and low 

value rewards (short-long/short+long and big-small/big+small). These index 

frequencies were then plotted in histograms and Wilcoxon rank sum (p < 

0.05) tests were used to measure significant shifts from zero for each value 

distribution and to determine if these shifts were significantly stronger 

between groups.  

 

RESULTS 



 

 46 

 

Self-administration 

All rats were trained on the reward-guided decision-making task (Figure 1A) 

prior to implantation of electrodes in VS (Figure 1G-H) and catheters for cocaine 

self-administration (see methods for more detail). During performance of the reward-

guided decision-making task, on each trial, rats responded to one of two adjacent 

wells after sampling an odor at a central port (Figure 1A).  Rats were trained to 

respond to three different odor cues: one odor that signaled reward in the right well 

(forced-choice), a second odor that signaled reward in the left well (forced-choice), 

and a third odor that signaled reward at either well (free-choice).  Across blocks of 

trials in each recording session, we manipulated either the length of the delay 

preceding reward delivery (Figure 1A; Blocks 1-2; ~60 trial/block) or the size of the 

reward (Figure 1A; Blocks 3-4; ~60 trial/block).   

After surgery and recovery, rats self-administered sucrose pellets or cocaine 

paired with a cue light over the course of twelve days.  During days 1-6 (1 mg/kg 

cocaine or 2 sucrose pellets), the average number of active lever presses across rats 

out of a maximum of 30 was 20.2 (±9.8; standard deviation; s.d.) and 30 (±0 s.d.) for 

cocaine and sucrose, respectively (Figure 1F). During days 7-12 (0.5 mg/kg cocaine 

or 1 sucrose pellet), the average number active lever presses across rats out of a 

maximum of 60 was 51 (±14.1 s.d.) and 60 (±0 s.d.) for cocaine and sucrose, 

respectively (Figure 1F). 
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Figure 1: A. Task schematic, showing sequence of events in one trial (left panels) and the 

sequence of blocks in a session (right). Rats were required to nose-poke in the odor port for 

0.5 s before the odor turned on for 0.5 s instructing them to respond to the adjacent fluid 

wells below where they would receive liquid sucrose reward after 500-7000 ms. For each 

recording session, one fluid well was arbitrarily designated as short (a short 500-ms delay 

before reward) and the other designated as long (a relatively long 1- to 7-s delay before 

reward) (Block 1). After the first block of trials (∼60 trials), contingencies unexpectedly 

reversed (Block 2). With the transition to Block 3, the delays to reward were held constant 

across wells (500ms), but the size of the reward was manipulated. The well designated as 

long during the previous block now offered 2–3 fluid boli, whereas the opposite well offered 

1 bolus. The reward stipulations again reversed in Block 4. B. Percent choice on free-choice 

trials in each value manipulation over the first ten and last ten trials of each block averaged 

across animals and sessions (controls, black bars; cocaine, gray bars). C. Percent correct on 

forced-choice trials in the same manner as B. D. Reaction time (odor port exit minus odor 

offset) on forced-choice trials in the same manner as B and C. E. Reaction time (odor port 

exit minus odor offset) on all free-choice trials for each value manipulation. For these 

analyses, behavior was looked at by session. F. Average number of active lever presses 

during sucrose (black) or cocaine (gray) self-administration averaged across rats for each day 

(days 1-12). G-H. Location of recording sites (Paxinos and Watson).  Gray boxes mark the 

extent of the recording locations. Error bars indicate SEM. Asterisks (*) indicate significance 

(p < 0.05) in multi-factor ANOVA and/or post-hoc t-tests. 
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Cocaine made rats more sensitive to delay and size manipulations 

After a month-long withdrawal period, we recorded from single units in the 

nucleus accumbens core (NAc) from six sucrose control rats and four cocaine-

exposed rats during performance of the odor-guided decision-making task. Behavior 

was looked at by session, with a total of 154 sessions from controls (20, 22, 21, 29, 

25, and 37) and 95 sessions from cocaine rats (19, 25, 28, and 23). Multi-factor 

ANOVAs were performed to assess performance in the task for several behavioral 

measures including percent correct, percent choice, and reaction time on both forced- 

and free-choice trials (odor offset to odor port exit). Factors in the ANOVA included 

group (sucrose controls or cocaine), value (high or low), value manipulation (size or 

delay), and phase of learning (early: first ten trials or late: last ten trials).  

Performance on free-choice trials was similar to previous results using the 

same task in that we see a bias toward higher value rewards (Roesch et al., 2007b). In 

the ANOVA with percent choice as the dependent variable and the factors described 

above there was a significant main effect of value (F(1,1976) = 1025.4, p < 0.01), as 

both control and cocaine rats chose short-delay and large-reward more often than 

long-delay and small-reward, respectively (Figure 1B). There was also a significant 

interaction between group, value and value manipulation (F(1,1976) = 1592.6, p < 

0.01) and between group, value and phase (F(1,1976) = 1398.4, p < 0.01) with 

cocaine rats choosing the high-value reward significantly more often than controls in 

the last ten free-choice trials during delay manipulations (Figure 1B; t(247) = 2.86, p 

< 0.01). As shown previously, cocaine-exposed rats were strongly drawn to the more 

immediate reward at the end of delay blocks (Roesch et al., 2007b; Simon et al., 
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2007; Dandy and Gatch, 2009; Setlow et al., 2009; Mendez et al., 2010). 

Additionally, cocaine rats were significantly faster on all free-choice trial 

types compared to controls (Figure 1E; ANOVA; main effect of group 

(F(1,988) = 6.03, p < 0.05). Although cocaine made rats more sensitive to 

delay manipulations, cocaine and control rats chose large over small reward at 

similar rates (Figure 1B). 

In separate ANOVAs with percent correct and reaction time on forced-

choice trials as the dependent variables and the same factors as stated above, 

we found a main effect of value (percent correct: F(1,1976) = 201.66, p < 

0.01; forced-choice reaction time: F(1,1976) = 29.01, p < 0.01) and an 

interaction of value and phase (percent correct: F(1,1976) = 199.08, p < 0.01; 

forced-choice reaction time: F(1,1976) = 28.41, p < 0.01). This indicates that 

overall, both control and cocaine rats were significantly better and faster on 

high value forced-choice trial outcomes particularly in the late phase of each 

block (Figure 1C-D). However, there was also a main effect of group in the 

ANOVAs on forced-choice behavioral measures (percent correct: F(1,1976) = 

10.65, p < 0.01; forced-choice reaction time: F(1,1976) = 83.91, p < 0.01), 

with  cocaine rats being significantly faster and worse on forced-choice trials 

compared to controls (Figure 1C-D). Although both groups were able to track 

value across blocks in the task, previous cocaine exposure did impair general 

performance on forced-choice trials. 

We conclude that previous cocaine self-administration had a long-term 

impact on behavior during performance of the odor-guided decision-making 
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task. Overall, cocaine rats exhibited stronger response biases toward more immediate 

reward on free-choice trials towards the end of delay blocks. In addition, cocaine rats 

were also significantly faster and worse on forced-choice trials overall. These results 

are consistent with previous work demonstrating that cocaine self-administration 

makes rats more impulsive (Roesch et al., 2007b; Simon et al., 2007; Dandy and 

Gatch, 2009; Setlow et al., 2009; Mendez et al., 2010). 

 

Previous cocaine self-administration alters reward-related activity in NAc 

compared to controls 

In control and cocaine-exposed rats, 195 (30%) and 103 (21%) neurons 

increased firing during the reward epoch (250ms before reward delivery to 1s after 

reward delivery) compared to baseline (1 second before odor onset; Wilcoxon, p < 

0.05), respectively. The frequency of responsive neurons was significantly different 

between groups, with more increasing-type neurons in NAc in controls compared to 

cocaine rats (chi-square = 6.47, p < 0.05). In Figure 2A, we show a single-unit 

example showing anticipatory activity during performance of a long delay trial where 

firing to delayed rewards remains elevated until reward delivery (left panel) and a 

sharp and stronger increase in activity when reward was delivered after a short delay 

(right panel). 

To further look at the effects of reward on neural activity in the NAc, next we 

plotted the normalized average population activity for the last ten  
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Figure 2: Previous cocaine-exposure diminishes value and directional encoding in NAc. A. 

Single neuron example during long-delay (left panel) and short-delay trials (right panel). 

Activity is aligned to reward delivery (marked by arrows) and binned at 100ms. 1 tick mark 

equals 1 action potential. B-C. Population activity for increasing-type neurons in control rats 

(n = 195) during the last ten trials for each outcome. B shows normalized firing rates for 

increasing-type neurons in the preferred direction (direction that elicited the most activity). C 

shows normalized firing rates for increasing-type neurons in the non-preferred direction). 

Blue lines are short-delay trials, red lines are long-delay trials, green lines are large-reward 

trials, and yellow lines are small-reward trials). Activity is aligned to fluid-well entry, and for 

long-delay trials we split activity and aligned on reward-delivery (right panels in B and C) to 

allow observation of reward delivery after longer delays. D-E. Population activity for 

increasing-type neurons in cocaine rats (n = 103) during the last ten trials for each outcome. 

Activity is plotted in the same manner as B-C. 
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trials for all increasing neurons for controls and cocaine rats aligned to fluid-well 

entry for all trial types and reward-delivery on long-delay trials (Figure 2B-E). To 

make these plots, we determined which direction elicited the most activity and 

designated this as the preferred direction (Figure 2B and 2D, left panels) and the other 

direction as the non-preferred direction (Figure 2C and 2E, right panels). In these 

plots, the colored lines reflect the neural response to the value of reward on that 

particular set of trials and the delay is split on long delay trials so that activity can be 

aligned to both fluid-well entry and reward delivery (for other trial-types the delay 

was a fixed 500 ms). ‘Blue’ lines represent activity on short-delay trials, ‘red’ lines 

represent activity on long-delay trials, ‘green’ lines represent activity on large-reward 

trials, and ‘yellow’ lines represent activity on small-reward trials. 

As expected in controls, activity in NAc in the preferred direction was 

modulated by value; there was an increase in firing for high-value outcomes 

compared to low-value outcomes (Figure 2B; blue (short) and green (big) lines higher 

than red (long) and yellow (small) lines, respectively). In cocaine rats this value-

encoding was diminished in the preferred direction (Figure 2D). To quantify this 

effect, we computed value indices on firing rates during the reward epoch by taking 

difference scores for each increasing-type neuron for each value manipulation (short-

long/short+long and big-small/big+small). These value index frequencies were then 

plotted in histograms and Wilcoxon rank sum (p < 0.05) tests were used to measure 

significant shifts from zero for each value distribution within each group and to 

determine if distribution were significantly different between groups (Figure 3). 

Black bars represent indices 
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Figure 3: Distribution of value indices for delay (A-D) and size manipulations (E-H) for 

control (A-B, E-F) and cocaine rats (C-D, G-H) in the preferred (left panels) and non-

preferred direction (right panels). Delay index = normalized firing rates for short-

long/short+long during the reward-epoch; size index = normalized firing rates for big-

small/big+small during the reward epoch. Neural activity was taken 250ms before reward 

delivery to 1s after reward delivery.  Black bars represent neurons that showed significant 

modulation of expected outcome (Wilcoxon, p < 0.05). 
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from neurons that exhibited significant firing rated difference between differently 

valued rewards at the single unit level (i.e., short vs long; big vs small; Wilcoxon; p < 

0.05).  

We found that control rats showed a significant positive shift from zero for 

both the delay (Figure 3A, p < 0.01, µ = 0.075) and size index (Figure 3E, p < 0.01, µ 

= 0.025), indicating that the majority of NAc neurons in control rats exhibited 

significantly increased activity for higher value outcomes (short and larger rewards, 

respectively) in the preferred direction. Like controls, in cocaine rats there was also a 

significant positive shift in the distribution of delay indices in the preferred direction 

(Figure 3C, p < 0.01, µ = 0.049), however, unlike controls, there were no significant 

shifts from zero in the distribution of size indices (Figure 3G, p = 0.76, µ = -0.0065), 

indicating that NAc neurons did not tend to fire more strongly for large compared to 

small reward after cocaine self-administration. 

When directly comparing the index distributions between control and cocaine 

rats, we found that there were significant differences between groups (Wilcoxon rank 

sum, p < 0.05). The shifts above zero as discussed above in both the delay and size 

indices in the preferred direction for control rats was significantly stronger compared 

to cocaine rats (p < 0.05), indicating stronger value encoding of higher value 

outcomes (short delays and larger rewards) in the NAc of control rats during both 

delay and size manipulations.  

Comparing counts of single neurons that were significantly selective for size 

and delay further supports the finding that value selectivity was reduced after cocaine 

self-administration. To illustrate this, we performed a Wilcoxon rank sum test (p < 
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0.05) on firing rates for each individual neuron in the preferred and non-

preferred direction and for each value condition in the task (short, long, big, 

small; black bars in Figures 3A-H). When looking at each value condition in 

the preferred direction, control rats showed significant differences between 

counts of increasing neurons for short compared to long (short n = 43, long n 

= 8, Figure 3A, chi-square = 23.88, p < 0.01) and between counts of 

increasing neurons for big compared to small (big n = 23, small n = 10, Figure 

3E, chi-square = 5.04, p < 0.05). Cocaine rats showed a similar pattern 

between counts of increasing neurons in the preferred direction for short 

compared to long (short n = 16, long n = 2, Figure 3C, chi-square = 8.76, p < 

0.01). However, there were minimal counts of neurons in the preferred 

direction for big and small conditions and the difference between counts was 

not significant in cocaine rats (big n = 3, small n = 2, Figure 3G, chi-square = 

0.162, p = .687).  

Overall, neural activity in the preferred direction in the NAc at the 

time of reward in control rats seems to be encoding the value of the expected 

reward in a value-dependent manner. We see increased activity and increased 

counts of neurons for short compared to long rewards and for big compared to 

small rewards in the preferred direction in controls. However, in cocaine rats 

this was diminished, particularly for size manipulations. Next, we consider 

firing in the non-preferred direction. Unlike the preferred direction, weaker 

value encoding was observed in control rats in the non-preferred direction for 

both delay (although still significant; Figure 3B, p < 0.05, µ = 0.033) and size 



 

 56 

 

blocks (Figure 3F, p = 0.113, µ = 0.019). In rats which had been exposed to cocaine, 

the opposite was true: cocaine rats showed significantly stronger value encoding in 

the non-preferred direction on delay blocks compared to the preferred direction 

(Figure 3D, p < 0.05, µ = 0.061) and this was significantly stronger compared to 

controls (Wilcoxon rank sum, p < 0.05). In addition, cocaine rats showed stronger 

value encoding that approached significance in the non-preferred direction on size 

blocks compared to the preferred direction (Figure 3H, p = 0.06, µ = 0.030). Thus, 

value encoding was stronger in the preferred direction compared to the non-preferred 

direction for both delay and size manipulations in controls and this was not true for 

the cocaine group. In cocaine animals, value encoding was weaker in the preferred 

direction compared to the non-preferred direction on delay blocks, and was not 

significantly different on size blocks for either direction. 

We conclude that neural activity in the NAc at the time of reward in the 

preferred direction is strongly encoding value in control rats and that cocaine 

exposure diminishes this functionality.  Further, value encoding is overall less 

directional in cocaine rats, in that reward selectivity was similarly encoded in both 

response directions. Lack of directional selectivity in NAc of cocaine-exposed rats is 

further demonstrated by simply comparing the counts of neurons whose activity – 

averaged across outcomes –  was significantly different between directions 

(Wilcoxon; p < 0.05). Rats in the cocaine groups had significantly fewer direction-

selective neurons during the reward epoch compared to controls (controls: n = 53 

(27%), cocaine: n = 14 (14%) chi-square = 4.08, p < 0.05). 
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Firing on longer delays was attenuated after cocaine self-administration  

  In the sections above we demonstrate weaker encoding of size and delay at 

both the population and single neuron level after cocaine exposure. Overall, cocaine 

rats had fewer neurons that increased firing in anticipation and delivery of reward, 

and those that were responsive exhibited weaker encoding. Here we ask how firing 

rates on trials with delayed reward changed as delays got longer. In particular, we 

were interested in knowing if selectivity in cocaine rats was overly sensitive to longer 

delays. To address this issue, we plotted firing rates over all neurons that increased 

firing in both controls and cocaine rats during reward delivery, broken down by 

delays 1-5 seconds, aligned to fluid well entry (six and seven second delays were 

excluded due to insufficient numbers of trials). We examined the reward epoch as 

above, but also an earlier epoch – 500 ms after well entry –  that encompassed time 

immediately upon entry in the fluid well at the start of each delay, without impinging 

on firing to actual reward delivery (i.e., during the reward epoch). For both epochs, 

we found that firing declined as delays became longer, this is illustrated in Figure 4A-

B, which represents firing aligned to well entry for delays 1-5 seconds. Although this 

decrement was similar for 1-3 second delays in both groups, firing stabilized in 

control rats during longer delays (Figure 4A), but continued to decline in rats that had 

self-administered cocaine (Figure 4B). 
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Figure 4: Firing on longer delays was attenuated in cocaine animals. A. Normalized average 

firing rates across increasing-type neurons during reward delivery broken down by delays 1-5 

seconds for control rats. Activity is aligned to fluid well entry in order to encompass time 

immediately upon entry in the fluid well at the start of each delay before reward delivery. 

Reward delivery is marked by arrows for each delay. Delays 1-5 seconds are represented by 

black to lightest gray lines with 1 second delay being black lines and lightest gray lines being 

5 second delays. B. Normalized average firing rates across increasing-type neurons during 

reward delivery broken down by delays 1-5 seconds for cocaine rats. Activity is plotted in the 

same manner as A. C. Normalized average firing rates, divided by maximum firing rate on 1s 

delays 500ms after fluid-well entry. Control rats are plotted in black squares/lines, cocaine 

rats are plotted in gray circles/lines. D. Normalized average firing rates, divided by maximum 

firing rate on 1s delays during reward delivery epoch (250ms before reward delivery to 1s 

after reward delivery). Control rats are plotted in black squares/lines, cocaine rats are plotted 

in gray circles/lines. 
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In both groups, firing increased at the time when rats entered the fluid 

well. Notably this initial response was similar across the 5 delays in controls, 

but continuously declined in rats that had self-administered cocaine.  In 

controls during this period (500ms after fluid well entry), firing rates were not 

significantly different during delays 2-5 seconds compared to the 1 second 

delay (Figure 4C; Wilcoxons; p’s > 0.05). Thus, in controls, after the initial 

decrease in firing when delays lengthened (i.e., 0.5s to 1s), firing at the 

beginning of the delay, upon well entry, remained stable. This was not true in 

rats exposed to cocaine in that firing continued to drop as delays become 

longer; firing was significantly reduced during delays 2-5 seconds compared 

to 1 second delay in the cocaine group (Figure 4C; Wilcoxon; p < 0.05).   

Consistent with the main analysis described above both groups showed 

reduced firing rates for rewards at longer delays; firing to reward during 2-5 

second delays was significantly reduced compared to firing during the 1 

second delay in both cocaine and control rats (Figure 4D; Wilcoxon; p < 

0.05). Also notable is that, during the 5 second delay, firing was significantly 

higher in controls compared to the cocaine groups (Wilcoxon; p < 0.05).  

Unfortunately, there were not enough trials to adequately determine if this 

finding persisted through 6 and 7 second delays, thus the significance of this 

result requires further study.   

 

Reward selectivity during the odor epoch was not altered by cocaine 
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 Above we showed that neural encoding during the reward epoch was affected 

by cocaine self-administration. Here, we perform the same analysis but during the 

period between odor onset and well entry (i.e., odor epoch = 100ms after odor onset 

to fluid well entry).  In control and cocaine-exposed rats, 175 (27%) and 99 (20%) 

neurons increased firing during the odor cue period compared to baseline (1 second 

before odor onset; Wilcoxon, p < 0.05), respectively. The frequency of responsive 

neurons was significantly different between groups, with more increasing-type 

neurons in NAc during the odor epoch in controls compared to cocaine rats (controls 

n = 175, cocaine n = 99, chi-square = 3.92, p < 0.05). In these neurons, we found no 

significant differences between counts of neurons in controls and cocaine rats in the 

number of neurons that showed increases for one direction over another (Wilcoxon; p 

< 0.05; controls n = 18 (10%), cocaine n = 20 (20%), chi-square = 3.18, p = 0.07). 

Further, there were no differences in counts of neurons that encoded predicted 

outcomes (short, long, big, and small) in the preferred direction (Wilcoxon; p < 0.05) 

during delay blocks (controls: short n = 8, long n = 8; cocaine: short n = 13, long n = 

3; chi-square = 2.22, p = 0.13) or size blocks (controls: big n = 20, small n = 10; 

cocaine: big n = 11, small n = 5; chi-square = 0.03, p = 0.85). 

As above we computed value indices by taking difference scores for each 

increasing-type neuron in each value manipulation (short-long/short+long and big-

small/big+small).  When comparing the index distributions between control and 

cocaine rats, we found that there were no significant differences between groups 

(Wilcoxon rank sum, p > 0.05). There were no differences between controls and 

cocaine rats in index distributions for the delay index in the preferred (p = 0.2466) 
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and non-preferred direction (p = 0.9605). Even though cocaine rats showed a 

significant positive shift from zero in the preferred direction in the size index 

and controls did not, there was no significant difference in the strength of this 

shift between controls and cocaine rats (p = 0.4970) and no significant 

difference for the size index in the non-preferred direction (p = 0.1046).   

Thus, overall, we conclude that although there were significantly 

fewer counts of neurons responsive prior to well entry during odor 

presentation and the decision to move, there were no significant differences 

between controls and cocaine rats in what was encoded during this period. 

 

DISCUSSION 

 The nucleus accumbens core (NAc) is thought to be one of the first brain 

regions to be affected by drug abuse, with intense dopaminergic innervation from 

midbrain dopamine neurons that are initially targeted by drugs of abuse (Koob and 

Volkow, 2010; Keiflin and Janak, 2015; Lüscher, 2016). Previously, we and others 

have shown that lesions to NAc alter activity in downstream areas irrespective of 

drug use (Burton et al., 2014a; Takahashi et al., 2016). Here, we wanted to examine 

neural activity in the NAc after previous cocaine-exposure while rats performed a 

reward-guided decision-making task where the value of reward was independently 

manipulated by changing the delay to and size of reward. As described in several 

previous studies, rats previously exposed to cocaine more strongly biased behavior to 

rewards delivered after a shorter delay (Roesch et al., 2007b; Simon et al., 2007; 

Dandy and Gatch, 2009; Setlow et al., 2009; Mendez et al., 2010).  
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Consistent with cocaine’s impact on behavior, we saw several alterations in 

NAc that might contribute to abnormal task performance. First, we observed an 

overall reduction in the number of cells responsive to both odor cues and reward 

delivery. Second, in those cells that remained reward-responsive, we observed a 

reduction in directional and value-encoding. Fewer neurons and weaker encoding 

during important time periods in the task might underlie drug-induced changes in 

behavior. Third, neural firing to delayed rewards was weaker in rats that had self-

administered cocaine. This is of particular importance, as cocaine rats were more 

sensitive to longer delayed rewards in favor of the more immediate reward. 

Although altered and lost directional and value encoding in the NAc could 

affect several downstream systems, we speculate that the behavioral and 

neurophysiological results described here are tightly linked to changes in dopamine 

(DA) signaling. The spiraling DA circuit between midbrain regions and striatal 

targets is known to be affected by drug-seeking and drug-taking (Haber et al., 2000; 

Belin and Everitt, 2008; Haber and Knutson, 2009; Everitt and Robbins, 2013). 

Reward prediction errors (reward experienced minus reward expected) are critical in 

learning about the current environment and are signaled by DA neurons (Schultz, 

2006). It has recently been shown that reward prediction errors signaled by 

dopaminergic neurons in the VTA depend upon accurate signaling from the NAc, 

specifically in relation to the timing of rewarded outcomes (Takahashi et al., 2016) 

and that this is essential to developing neural selectivity to cues in DA neurons and 

neural signaling in the NAc (Nicola et al., 2005; Takahashi and Schoenbaum, 2016). 
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Several studies have also shown changes in encoding DA signaling in 

NAc even after periods of abstinence (Saddoris and Carelli, 2014; Cameron et 

al., 2016; Saddoris et al., 2016a).  Specifically, cocaine-exposure has been 

shown to diminish neural activity in the NAc and DA release in the NAc to 

cues predicting rewards and punishments during reversal and Pavlovian 

discrimination tasks (Takahashi et al., 2007; Stalnaker et al., 2009; Saddoris et 

al., 2016b). Taken together, these findings fit with our overall result of fewer 

task responsive neurons in the NAc after cocaine exposure, which ultimately 

could impact processing cues, rewards, and associated actions in downstream 

areas such as the dorsal striatum (DS) as will be discussed in later chapters. 

We conclude that previous cocaine self-administration has a long-term 

impact on decision-making and signaling in the NAc during performance of a 

complex behavioral decision-making task. Overall, we saw a behavioral bias 

toward shorter delays and a reduction in cells in the NAc that responded to 

odor cues and expected rewards after cocaine exposure. In addition, the 

reward-responsive cells that remained after cocaine exposure showed 

diminished value and directional selectivity. Reduced encoding of value and 

direction suggests that cocaine would impair the ability of NAc to guide 

behavior via model-based mechanisms that are reliant on this information to 

normally guide decision-making. 

 

  



 

 64 

 

Chapter 3: Prior cocaine self-administration increases response-outcome 

encoding that is divorced from actions selected in dorsal lateral striatum 

 

Published Manuscript 

 

The Journal of Neuroscience, In Press 

 

Authors: Amanda C. Burton1,2, Gregory B. Bissonette1, Adam C. Zhao1, Pooja K. 

Patel1 and Matthew R. Roesch1,2 

1. Department of Psychology 

2. Program in Neuroscience and Cognitive Science 

1147 Biology-Psychology Building 

University of Maryland 

College Park, MD 20742 
 

 

  



 

 65 

 

ABSTRACT 

Dorsal lateral striatum (DLS) is a highly associative structure which encodes 

relationships between environmental stimuli, behavioral responses, and predicted 

outcomes. DLS is known to be a downstream target from the nucleus accumbens core 

(NAc), which shows diminished value and directional encoding after cocaine self-

administration (Chapter 2). DLS is also known to be disrupted after chronic drug 

abuse, however it remains unclear what neural signals in DLS are altered. Current 

theory suggests that drug use enhances stimuli-response processing at the expense of 

response-outcome encoding, but this has mostly been tested in simple behavioral 

tasks. Here, we ask what neural correlates in DLS are affected by previous cocaine 

exposure as rats perform a complex reward-guided decision-making task where 

predicted reward value was independently manipulated by changing the delay to or 

size of reward associated with a response direction across a series of trial blocks. 

After cocaine self-administration, rats exhibited stronger biases toward higher value 

reward and firing in DLS more strongly represented action-outcome contingencies 

independent from actions subsequently taken rather than outcomes predicted by 

selected actions (chosen-outcome contingencies) and associations between stimuli 

and actions (stimulus-response contingencies). These results suggest that cocaine self-

administration strengthens action-outcome encoding in rats (as opposed to chosen-

outcome or stimulus-response encoding), which abnormally biases behavior toward 

valued reward when there is a choice between two options during reward-guided 

decision-making. 
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INTRODUCTION 

Chronic drug use is thought to impair model-based goal-directed mechanisms 

governed by response-outcome (R-O) encoding while enhancing model-free stimulus-

guided processing that controls habits via stimulus-response (S-R) encoding (Robbins 

and Everitt, 1999; Jentsch and Taylor, 1999; Everitt et al., 2001; Cardinal et al., 2002; 

Yin et al., 2004; Vanderschuren et al., 2005; Daw et al., 2005, 2011, Everitt and 

Robbins, 2005, 2016; Hyman et al., 2006; Belin and Everitt, 2008; Tricomi et al., 

2009; Balleine and O’Doherty, 2010; Koob and Volkow, 2010; Lucantonio et al., 

2012, 2014; Wied et al., 2013). Although these theories are well supported, few have 

actually recorded from the brains of cocaine-exposed animals to determine whether 

such correlates are altered. Further, the large majority of this theory is based on 

simple paradigms meant to isolate behaviors that are under the control of R-O and S-

R associations in tasks where there is a singular response or no real choice at all 

(Pavlovian) (Robbins and Everitt, 1999; Everitt et al., 2001; Everitt and Robbins, 

2005; Schoenbaum and Setlow, 2005; Vanderschuren et al., 2005; Everitt and 

Robbins, 2016; Nelson and Killcross, 2006, 2013; Nordquist et al., 2007; Ostlund and 

Balleine, 2008; Redish et al., 2008; Hogarth et al., 2013; LeBlanc et al., 2013; Corbit 

et al., 2014; Lucantonio et al., 2014; Schmitzer-Torbert et al., 2015). Although these 

studies are elegant in their design and have provided critical information to the field 

of drug abuse and neural control of behavior, work is necessary to understand how 

brain function changes in behaviors that offer choices between different rewards in 

situations where there is not necessarily a simple and direct pairing between stimuli, 

responses, and outcomes. Such paradigms might better reflect everyday decision-
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making and are already known to evoke multiple neural representations outside the 

classic domain of R-O and S-R correlates that might be impacted by drugs of abuse. 

Using this task, in the previous chapter we observed significantly fewer 

numbers of neurons in the nucleus accumbens core (NAc) responsive to both odor 

and reward epochs in the task compared to controls. In reward-responsive neurons 

that remained, we observed significantly diminished value and directional encoding 

in rats exposed to cocaine. Here, we examine firing in dorsal lateral striatum (DLS), 

an area known to be downstream from NAc and to be impacted by chronic cocaine 

use (Vanderschuren et al., 2005; Takahashi et al., 2007; Belin and Everitt, 2008; 

Everitt and Robbins, 2013; Lucantonio et al., 2014). In dorsal striatum, at least two 

different types of R-O correlates have been described in animals performing two-

choice paradigms: one that reflects the relationship between selected actions and the 

outcomes that those actions predict –  referred to as ‘chosen-value’ –  and another that 

reflects the value of possible actions independent from the action that will ultimately 

be selected – referred to as ‘action-value’ (Lau and Glimcher, 2007, 2008; Nakamura 

et al., 2012). ‘Action-value’ signals are thought represent the relationship between 

potential actions and their predicted value so that they can be compared during 

decision making. Others refer to similar signals as a correlate of ‘response-bias’ 

(Lauwereyns et al., 2002; Nakamura et al., 2012). Response-bias signals in striatum 

emerge prior to the instruction to move, reflecting the behavioral bias the animal has 

for one direction over another.  

Currently it is unknown how these neural representations are impacted by 

chronic cocaine use. However, we do know that when faced with a choice between 
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two options, rats that have been previously exposed to cocaine will more strongly bias 

their behavior toward more valuable options compared to controls (Roesch et al., 

2007b; Simon et al., 2007; Mendez et al., 2010). To better understand the neural 

correlates that give rise to this behavioral effect, we implemented a two-week cocaine 

self-administration protocol with a one-month withdrawal period and then recorded 

from single neurons in DLS while rats performed a reward-guided decision-making 

task. 

 

MATERIALS AND METHODS 

Subjects.  Male Long-Evans rats were obtained at 175-200g from Charles 

River Laboratories.  Rats were tested at the University of Maryland, College Park in 

accordance with UMD and NIH guidelines.  

Reward-guided decision-making. Before surgery, all rats were trained on the 

reward-guided decision-making task (Figure 1A), same as described above, for 

approximately six weeks.  

During training and recording, one well was randomly designated as short 

(500 ms) and the other long (1-7s) at the start of the session (Figure 1A: Block 1).  In 

the second block of trials, these contingencies were switched (Figure 1A: Block 2). 

The length of the delay under long conditions abided by the following algorithm: the 

side designated as long started off as 1s and increased by 1s every time that side was 

chosen on a free-choice odor (up to a maximum of 7s). If the rat chose the side 

designated as long less than 8 out of the previous 10 free choice trials, the delay was 

reduced by 1s for each trial to a minimum of 3s. The reward delay for long forced-
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choice trials was yoked to the delay in free-choice trials during these blocks. In later 

blocks, we held the delay preceding reward delivery constant (500 ms) while 

manipulating the size of the expected reward (Figure 1A: Blocks 3 and 4).  The 

reward was a 0.05 ml bolus of 10% sucrose solution.  For big reward, an additional 

bolus was delivered 500 ms after the first bolus for all big-reward trials in that block.  

At least 60 trials per block were collected for each neuron.  Essentially there were 

four basic trial types (short, long, big, and small) by two directions (left and right) by 

two stimulus types (free- and forced-choice odor). 

Surgery. Seven rats were implanted with catheters for self-administration and 

electrodes for single-unit recordings in one survival surgery (cocaine group, n = 5 and 

control group, n = 2). Four additional control rats received electrodes only and were 

used as controls in another study (Chapter 4). Rats were catheterized in the jugular 

vein with Silastic tubing (0.02x0.037in., Dow Corning) with a modified 22G 5up 

cannula (Plastics One), which was then fed through the fascia layer over the shoulder 

and cemented next to the electrode implant site on the skull. In the same surgery, 

electrodes (drivable bundles of 10-25 µm diameter FeNiCr wires) were implanted 

dorsal to DLS (1 mm anterior to bregma, + or -  3.2 mm laterally, and 3.5 mm ventral 

to brain surface). Electrodes were advanced daily (40-80µm). We recorded 935 DLS 

neurons, 565 from 6 control rats (n’s = 62, 82, 83, 88, 119, and 131 neurons) and 370 

from 5 cocaine-exposed rats (n’s = 19, 43, 81, 82, and 145 neurons). 

Twelve-day self-administration protocol. After rats recovered from surgery, a 

twelve-day self-administration protocol was implemented using Med Associates Inc. 

operant behavioral boxes. During days 1-6, the cocaine group (n = 5) self-
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administered 1mg/kg dosage of cocaine via lever press with a maximum of 30 

infusions or 3-hour time limit.  During days 7-12 a 0.5mg/kg dosage of cocaine was 

self-administered with a maximum of 60 infusions or a 3-hour time limit. Sessions 

began with illumination of house lights, extension of the lever, and illumination of a 

cue light above the lever. Active lever presses were paired with the cue light above 

the lever, which stayed on for the duration of the cocaine infusion (2.3 seconds per 

active infusion). Active lever presses for drug infusion could only take place 20 

seconds after the previous active lever press. Lever presses during the inactive period 

resulted in no cue-light illumination or reward delivery. The active lever was 

extended for the duration of the session. Rats were taken out of the operant boxes 

after the maximum infusion or maximum time limit was reached as described above. 

There were two control groups. One group received electrodes and catheters 

as did the cocaine group. This group (n = 2) followed the same protocol as the 

cocaine group except rats received sucrose pellets (Test Diet, 45 mg; 1-6d = 2 pellets; 

7-12d = 1 pellet). All aspects remained the same as per the cocaine group regarding 

session start, active lever presses, cue light, and duration of cue light. The other 

control group (n = 4) only received electrodes and did not self-administer sucrose 

pellets. The latter group’s data was published previously (Burton et al., 2014a).  

 Behavioral Analysis. Behavior during self-administration was evaluated by 

computing the average number of lever presses daily across rats in each group 

(cocaine and control) and computing the average number of lever presses across days 

1-6 and days 7-12 across rats in each group. Behavior during performance of the task 

was evaluated by computing the percent choice of value conditions (short, long, big, 
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small) on free-choice trials as well as percent correct and reaction time (odor offset to 

odor port exit) on forced-choice trials for each value condition (short, long, big, 

small) for the first ten and last ten trials of each block of trials (total of four blocks per 

session). Percent choice was computed by determining how often the rat chose the 

more and less valued option on free-choice trials. Percent correct was computed by 

determining if the direction the animal chose was the same that was instructed by the 

forced-choice odor. Response bias for each session and each rat in each group was 

computed for free- and forced-choice trials by subtracting percent low-value choice 

from high-value choice (divided by the sum) for each session and by subtracting 

percent correct on low-value trials from percent correct on high-value trials (divided 

by the sum) for each session, and then averaging over the two.  

Neural Analysis.  Recorded waveforms were extracted from active channels 

during recording sessions and recorded to disk by an associated workstation with 

event time-stamps from the behavioral computer. Extracted single-units were then 

sorted in Offline Sorter using template matching (Plexon) and exported to 

NeuroExplorer to determine time-stamped events related to spike activity. All further 

analysis was done using Matlab. Analysis epochs were computed by taking the total 

number of spikes and dividing by time. That analysis epoch was taken from odor 

onset to odor port exit. The baseline epoch was one second before odor onset. 

Increasing- and decreasing-type neurons were categorized by whether or not they 

significantly increased or decreased firing compared to baseline, respectively (p < 

0.05).  A multifactor analysis of variance (ANOVA; p < 0.05) was performed for 

each increasing- and decreasing-type neuron to determine if activity was modulated 
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by stimulus (free- vs. forced-choice odors), response direction (contralateral vs. 

ipsilateral), and expected outcome (short, long, big, and small). Chi-square tests (p < 

0.05) were performed to assess differences in the counts of neurons showing 

significant modulation across control and cocaine-exposed rats. 

 

RESULTS 

Self-administration 

All rats were trained on the reward-guided decision-making task (Figure 1A) 

prior to implantation of electrodes in DLS (Figure 1G and H) and catheters for 

cocaine self-administration (see methods for more detail). During performance of the 

reward-guided decision-making task, on each trial, rats responded to one of two 

adjacent wells after sampling an odor at a central port (Figure 1A).  Rats were trained 

to respond to three different odor cues: one odor that signaled reward in the right well 

(forced-choice), a second odor that signaled reward in the left well (forced-choice), 

and a third odor that signaled reward at either well (free-choice).  Across blocks of 

trials in each recording session, we manipulated either the length of the delay 

preceding reward delivery (Figure 1A; Blocks 1-2; ~60 trial/block) or the size of the 

reward (Figure 1A; Blocks 3-4; ~60 trial/block).   

Two weeks post-surgery, rats self-administered sucrose pellets or cocaine over 

the course of twelve days.  During days 1-6 (1mg/kg cocaine or 2 sucrose pellets), the 

average number of active lever presses was 21.9 (±8.6; standard deviation) and 28.5 

(±5.2; standard deviation) for cocaine and sucrose, respectively. During days 7-12 

(0.5mg/kg cocaine or 1 sucrose pellet), the average number active lever presses were  
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Figure 1: A. Task 

schematic, showing 

sequence of events in 

one trial (left panels) 

and the sequence of 

blocks in a session 

(right). Rats were 

required to nose-poke 

in the odor port for 0.5 

s before the odor turned 

on for 0.5 s instructing 

them to respond to the 

adjacent fluid wells 

below where they 

would receive liquid 

sucrose reward after 

500-7000 ms. For each 

recording session, one 

fluid well was 

arbitrarily designated as 

short (a short 500-ms 

delay before reward) 

and the other 

designated as long (a 

relatively long 1- to 7-s 

delay before reward) 

(Block 1). After the 

first block of trials (∼60 trials), contingencies unexpectedly reversed (Block 2). With the 

transition to Block 3, the delays to reward were held constant across wells (500 ms), but the 

size of the reward was manipulated. The well designated as long during the previous block 

now offered 2–3 fluid boli, whereas the opposite well offered 1 bolus. The reward 

stipulations again reversed in Block 4. B. Percent choice on free-choice trials in each value 

manipulation over the first ten and last ten trials of each block averaged across animals and 

sessions (controls, black bars; cocaine, gray bars). C. Percent correct on forced-choice trials 

in the same manner as B. For these analyses, the sample was behavior associated with each 

unit to better represent changes in behavioral output as it relates to the firing rates of single 

neurons that contribute to the single-unit and population analysis described below. D. 

Reaction time (odor port exit minus odor offset) on forced-choice trials in the same manner as 

B and C. E. Reaction time (odor port exit minus odor offset) on all free-choice trials for each 

value manipulation.  F. Response bias for each session and each rat in each group computed 

for free- and forced-choice trials by subtracting percent low-value choice from high-value 

choice (divided by the sum) for each session and by subtracting percent correct on low-value 

trials from percent correct on high-value trials (divided by the sum) for each session, and then 

averaging over the two. Each color represents a single rat; small dots represent each session 

and large dots represent the median overall all sessions within one rat. (*t test, p < 0.05; #, p 

= 0.06, error bars indicate SEM). G-H. Location of recording sites (Paxinos and Watson).  

Gray boxes mark the extent of the recording locations.  
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46.5 (±14.3) and 60 (±0) for cocaine and sucrose, respectively. After a month-long 

withdrawal period, rats were placed back in behavioral boxes interfaced with Plexon 

recording systems and recording commenced for approximately two months. 

 

Cocaine biased behavior in the direction of high value rewards 

 

 After a month-long withdrawal period, activity in DLS was recorded during 

performance of the task. During these sessions, rats that had self-administered 

cocaine exhibited stronger response biases toward higher value reward. Control and 

cocaine groups tracked value across trials blocks choosing short-delay and large-

reward more often than long-delay and small-reward on free-choice trials, 

respectively (Figure 1B). In an ANOVA with group (sucrose control, non-sucrose 

control, and cocaine), value (high and low), value manipulation (size or delay), and 

phase of learning within each block (early: first 10 trials; late: last 10 trials) as factors 

there was a significant main effect of value (F(1,7456) = 3443, p < 0.05) and no 

interaction between value and value manipulation (F(2,7456) = 0.06, p = 0.94). There 

was a significant interaction between group and value (F(2,7456) = 60.8, p < 0.05), 

with rats in the cocaine group choosing the high-value reward more often than 

controls in the last ten free-choice trials during both size (Figure 1B; t(933) = 10.51 , 

p < 0.01) and delay (Figure 1B; t(933) = 8.95, p < 0.01) manipulations.  

Consistent with the bias on free-choice trials, rats in the cocaine group were 

more strongly drawn to the high-value reward on forced-choice trials. In the ANOVA 

with percent correct as the dependent variable, there was a significant main effect of 
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value (F(1,7456) = 376.49, p < 0.05) and value manipulation (F(1, 7456) = 258.49, p 

< 0.05), as well as a significant interaction between group, value, and value 

manipulation (F(2, 7456) = 807.4, p < 0.05). During the last ten forced-choice trial 

types per block, rats that had previously self-administered cocaine were significantly 

more biased toward the side that produced better reward as evidenced by higher 

percent correct scores on short-delay (Figure 1C; t(933) = 3.26, p < 0.01) and large-

reward forced-choice trials (Figure 1C, t(933) = 3.10, p < 0.01) and lower percent 

correct scores on small-reward forced-choice trials (Figure 1C; t(933) = 4.00, p < 

0.01).  

Exaggerated response bias observed during both free- and forced-choice did 

not emerge as a result of faster block switching as there were no differences between 

groups during the first ten trials of delay blocks (Figure 1B; Short: t(933) = 0.99, p = 

0.32; Long: t(933) = 0.99, p = 0.32; Figure 1C; Short: t(933) = 0.65, p = 0.51; Long: 

t(933) = 1.47, p = 0.14). Further, cocaine-exposed rats were actually slower to reverse 

contingences early in size blocks, choosing small reward more often than large 

reward in the first ten free-choice trials (Figure 1B; t(933) = 5.44,  p < 0.01) and 

trending towards diminished accuracy during the first ten large-reward forced-choice 

trials (Figure 1C; t(933) = 1.85, p = 0.06).  

Overall, cocaine self-administration decreased reaction times (odor offset to 

nose poke exit); rats in the cocaine group responded to the odor significantly faster 

than controls on forced-choice trials in delay blocks and on free-choice trials during 

both delay and size blocks. In the ANOVA with reaction time as the dependent 

variable there was a significant main effect of group (F(2,7456) = 1223.36, p < 0.05) 
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and no interaction between group and value (F(2,7456) = 0.11, p = 0.89). There was 

also a significant group by value manipulation interaction (F(2,7456) = 124.54, p < 

0.05) and a significant value by value manipulation interaction (F(2,7456 =  11.3, p < 

0.05); cocaine rats were faster on forced choice trials during delay blocks during the 

first 10 trials (Figure 1D; Short: t(933) = 3.13, p < 0.01; Long: t(933) = 2.93, p < 

0.01) and the last 10 trials (Figure 1D; Short: t(933) = 2.96, p < 0.01; Long: t(933) = 

2.58, p < 0.05).  Cocaine exposed rats did not exhibit different reaction times on 

forced-choice trials during performance of size blocks during the first 10 trials 

(Figure 1D; Big: t(933) = 0.07, p = 0.95; Small: t(933) = 0.22, p = 0.830) or the last 

10 trials (Figure 1D; Big: t(933) = 0.46, p = 0.65; Small: t(933) = 0.87, p = 0.38). 

Finally, over all free-choice trial-types, cocaine exposed rats were faster relative to 

controls (Figure 1E; Short: t(933) = 3.87, p < 0.01; Long: t(933) = 3.61, p < 0.1; Big: 

t(933) = 2.27, p < 0.05; Small: t(933) = 2.06, p < 0.05). 

Thus, overall, rats exposed to cocaine were biased toward higher value reward 

locations on both free- and forced-choice trials. This is further illustrated in Figure 

1F, which plots a combined response bias measure for each session and each rat in 

each group. The response bias index was computed for the last ten free- and forced-

choice trials by subtracting percent low-value choice from high-value choice (divided 

by the sum) for each session and by subtracting percent correct on low-value trials 

from percent correct on high-value trials (divided by the sum) for each session, and 

then averaging over the two. Small dots represent each session and large dots 

represent the average over all sessions within one rat. Across sessions the bias index 

was significantly larger in rats that had self-administered cocaine, consistent with the 
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analysis described above (t(933) = 15.1, p < 0.01). Only 1 rat (pale red) from the 

cocaine group fell below the median control response bias. Also, note that within the 

control group all rat averages fell between the lower and upper quartile, 

demonstrating that sucrose self-administration (sucrose controls, black and blue dots) 

did not impact response biases observed during task performance.  

 

DLS firing reflects action-outcome contingencies divorced from the action 

selected after cocaine self-administration 

 

In control and cocaine-exposed rats, 126 (22%) and 100 (27%) neurons 

increased and 262 (47%) and 124 (34%) decreased firing during odor sampling (odor 

onset to port exit) compared to baseline (1 second before odor onset; Wilcoxon; p < 

0.05), respectively. The frequency of neurons that increased responding did not differ 

between groups (chi-square = 1.5; p = 0.23), however there were significantly fewer 

that decreased responding in rats that had self-administered cocaine (chi-square = 6.1; 

p < 0.05).  To determine how the firing of these neurons were modulated during task 

performance, we performed an ANOVA (p < 0.05) with outcome (short, long, big, or 

small), stimulus-type (free or forced odor), and response direction (contralateral or 

ipsilateral) as factors on firing during the time between odor onset and odor port exit 

on trials in which reward was delivered (i.e., correct trials only). Initially we 

hypothesized that chronic cocaine use would amplify correlates related to stimulus-

response processing by increasing the counts of neurons exhibiting significant main 

effects of stimulus or response direction, or interactions between stimulus and 
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response direction. Instead, we found an increase in neurons that exhibited an 

interaction between response direction and expected outcome (Figure 2A). The only 

significant group difference was that more neurons exhibited a significant interaction 

between response and outcome in cocaine compared to control rats (Figure 2A, chi 

square = 4.08, p < 0.05). This occurred only in neurons that increased firing during 

the odor epoch compared to baseline. Although neurons that decreased firing were 

selectively modulated by task parameters, the counts of neurons showing significant 

main or interaction effects did not differ between control and cocaine-exposed rats 

(Figure 2B).   

 

 
Figure 2: Percent of increasing- ((A) control, n = 126 (22%); cocaine, n = 100, (27%)) and 

decreasing-neurons (B) (control, n = 262 (47%); cocaine, n = 123(34%)) whose activity was 

significantly modulated by outcome, stimulus, response, and interactions between these three 

factors in the ANOVA. (*chi-square, p < 0.05). 
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As described in the introduction, in animals performing a two-choice reward 

paradigm, two different response-outcome correlates emerge, one that reflects the 

association between the action selected and the predicted outcome, and the other that 

reflects the contingency between reward and response direction independent of the 

action selected.  An example of the former is illustrated by the firing of the single 

neuron plotted in Figure 3A. Neurons, such as this one, encode the relationship 

between the selected action (contralateral or ipsilateral) and the outcome predicted 

(short, long, big, or small).  This particular neuron had a response field contralateral 

to the recording electrode (response field illustrated by dashed circles), firing strongly 

for actions made in the contralateral direction (top panels in Figure 3A). In addition, it 

was outcome selective, firing the most when the selected contralateral action would 

result in the delivery of reward after a short delay (top left panel in Figure 3A). Thus, 

this neuron conveyed information about the direction the rat was to select and the  

outcome that was predicted by that selection. We will refer to this as ‘chosen-

outcome’ encoding. 

Other neurons in DLS that exhibited a significant interaction between 

response and outcome did not encode the outcome predicted by the action selected, 

but instead the outcome predicted if the rat was to move in a particular direction 

independent from whether or not the animal actually chose to move in that direction.  

Take for example the firing of the neuron shown in Figure 3B: this neuron fired 

strongly in blocks of trials where the short delay is on the contralateral side, both 

when the rat will make a response toward the contralateral fluid well to obtain a 

reward after a short delay and when the rat will make a response to the ipsilateral  
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Figure 3:  Single neuron examples of ‘chosen-outcome’(A) and ‘action-outcome’ (B) 

encoding. Dashed circles around fluid wells in the colored boxes indicate the neuron’s 

response field. Asterisks in the colored boxes refer to the location of the preferred outcome 

(inside or outside response field). Arrows within the colored boxes refer to the direction in 

which the animal made a response (into or away from response field). Thick and thin lines 

represent movements into and away from the response field. Activity is aligned to odor onset 

(0 s) and binned at 100 ms.  Each tick mark equals 1 action potential. 
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fluid well to obtain reward after a long delay (blue panels, Figure 3B). Thus, activity 

of this neuron conveyed information that the short-delay (a high-value reward) is in 

the contralateral direction, independent of the action that was subsequently chosen. 

We will refer to this correlate as an ‘action-outcome’ signal. In the following 

paragraphs, we will show that action-outcome correlates, as defined here, are over-

emphasized in the DLS after cocaine self-administration both at the population level 

and in the counts of single neurons.  

The average population firing for control and cocaine-exposed rats is 

illustrated in Figure 4. In these plots, each neuron’s preferred and non-preferred 

outcome and direction was determined by the neuronal response that elicited the most 

activity (spikes/second) during cue sampling (odor onset to odor port exit). In this 

figure, ‘blue’ reflects activity in the neuron’s preferred block of trials (i.e., when the 

preferred outcome was in the response field as represented by the asterisk in the 

dashed circle), and ‘red’ reflects blocks of trials when the preferred outcome was 

outside of the response field (i.e. the non-preferred outcome). ‘Green’ and ‘yellow’ 

represent blocks of trials when the outcome of the same or opposite value (compared 

to blue and red, respectively) was in or outside the neuron’s response field (e.g., if the 

preferred outcome was short, then the ‘same’ and ‘opposite’ value would be large and 

small, respectively). Individual trial-types are color-coded in Figure 3 as an example 

of how each neuron’s response patterns fit into this color scheme.  

Like the firing of the single-cell example shown in Figure 3A, population 

firing in the DLS of controls was highly selective.  In controls, firing was 

significantly different during odor sampling for responses made into, but not away 
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from, the response field for the preferred outcome (Figure 4A and 4B; significance 

illustrated by SEM ribbons and running t-test; p < 0.01), reflecting the relationship 

between the selected action and the predicted outcome. This was not true after 

cocaine self-administration.  Like controls, activity was also higher for responses 

made into the response field for the cell’s preferred outcome (Figure 4C); however, 

activity was also significantly higher for behavioral responses made away from the 

neuron’s response field in the same block of trials (Figure 4D).  Thus, the population 

activity in cocaine exposed rats reflected the location of the preferred outcome in a 

particular context and did not reflect the outcome selected as in controls. That is, 

activity was high when the preferred outcome was in the cell’s response field 

independent of the direction that the rat would eventually move, similar to the single-

unit example in Figure 3B. Notably, selectivity in cocaine-exposed rats emerged prior 

to cue onset (black tick marks before zero) consistent with the idea that activity in 

DLS reflected the contingencies between actions and outcomes in a block of trials, 

which are known to the rat prior to cue onset.  

The average population histogram suggests that there is an overabundance of 

action-outcome encoding neurons after cocaine self-administration. To determine if 

this was true, we performed a two-factor ANOVA with value manipulation (size or 

delay) and response-bias (contralateral response associated with high-value reward 

versus ipsilateral response associated with high-value reward, irrespective of value 

manipulation) as factors (p < 0.05). Neurons that show a main effect of response-bias 

without an interaction with value manipulation would reflect stronger firing whenever 

high-value outcomes (short delay or large reward) were in the response field (i.e.,  
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Figure 4: Action-outcome encoding is enhanced at the population level in cocaine-exposed 

rats. A-B. Population average for control rats (n = 126). A, trials in which the rat moved into 

the neuron’s response field (preferred direction; thick lines). B, trials in which the rat moved 

away from the neurons response field (non-preferred direction; thin lines).  Blue and red 

represent when the preferred and non-preferred outcome was in the response field, 

respectively.  Dashed circles around fluid wells in the colored boxes indicate the neuron’s 

response field. Asterisks in the colored boxes refer to the location of the preferred outcome 

(inside or outside response field). Activity is aligned to odor onset (0 s). Significance is 

illustrated by SEM ribbons and black tick marks (running t-test of two consecutive 100 ms 

bins; p < 0.01) under each histogram. C-D. Average firing over time for cocaine-exposed rats 

(n = 100) for response made into (C) and away (D) from the response field.  Firing was high 

when the preferred outcome was in the response field (blue) regardless of whether the rat 

moved into (A) or away (B) from the response field. Neural activity is plotted in the same 

manner as Figure 4A-B. E-H. Histograms of neural population activity in DLS of control rats 

(E-F) and cocaine-exposed rats (G-H) for the same- and opposite-value outcomes (green and 

yellow colored lines and boxes, respectively) respective to Figure 4A-D. Neural activity is 

plotted in the same manner as Figure 4A-D. Histograms are normalized by dividing the max 

within each neuron. I. Proportion of neurons showing main effects of value manipulation 

(size or delay), response-bias (contralateral response associated with high-value reward, 

independent of value manipulation), or an interaction between these two factors (action-

outcome) in ANOVA (p < 0.05). Cocaine-exposed rats had an increased number of neurons 

that exhibited action-outcome encoding compared to control rats (*chi-square, p < 0.05).  
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response-bias or action-value).  Neurons that exhibit an interaction would reflect 

‘action-outcome’ contingencies, not ‘response-bias’ or ‘action-value’, in that firing 

would only be higher for high-value outcomes within one value manipulation (size or 

delay).  

The results of this analysis are shown in Figure 4I. The proportions of neurons 

that showed main effects of value manipulation and response bias exceeded chance 

levels in both groups (chi-squares > 40.97, ps < 0.05), but the frequency of main 

effects between cocaine-exposed and control rats did not significantly differ (value 

manipulation: cocaine = 26%; control = 28%; chi-square =  0.007, p = 0.94; response 

bias: cocaine = 19%; control = 17%; chi-square = 0.006, p = 0.94 ). However, as 

predicted by the population histograms (Figure 4A-H) and the single unit analysis 

described in Figure 3B, the counts of neurons that exhibited a significant interaction 

between value manipulation and response bias in cocaine animals (i.e., action-

outcome) significantly outnumbered those in controls (Figure 4I; cocaine = 36%; 

control = 19%; chi-square = 4.11, p < 0.05). 

 

Action-outcome signals emerged earlier and were not stimulus specific after 

cocaine self-administration 

 

 From the above analysis, it is clear that prior cocaine self-administration 

induces stronger action-outcome selectivity. To determine if this selectivity emerged 

earlier in a trial block in one group compared to the other we plotted trial-by-trial 

neural activity during odor sampling when the preferred outcome was in the response 
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field versus when the non-preferred outcome was in the response field. The analysis 

was performed separately for rewarded free- and forced-choice trials, and the trial at 

which activity was deemed selective was determined via a sliding t-test (p < 0.01; 

Figure 5, Gray ticks).    

In controls, selectivity developed at trials 8 and 16 for free- and forced-choice 

trials, respectively.  Notably, on free-choice trials, activity reflected the previous 

block’s contingencies before reflecting the new action-outcome pairing during free-

choice (Figure 5A (open ticks) in controls only. In cocaine-exposed rats, significant 

selectivity on free-choice trials emerged earlier than controls, arguably as early as 

trial 3, but convincingly by trial 7 (Figure 5B). Under forced-choice trials, significant 

differences were evident by trial 6 in cocaine-exposed rats (Figure 5D). Thus, overall, 

we conclude that action-outcome encoding emerged earlier in cocaine-exposed rats.  

  In the above analysis, preferred direction was defined separately for free- and 

forced- choice analysis.  This was necessary because the firing of individual neurons 

might exhibit response-outcome selectivity for one but not the other trial-type 

(Stalnaker et al., 2010).  From that analysis, it cannot be determined whether single 

neurons that exhibit action-outcome signals did so regardless of whether it was a free- 

or forced-choice trial-type.  If these signals genuinely reflect action-outcome 

contingencies within a block of trials then one would predict that the activity of these 

neurons might reflect this relationship independent from the stimulus presented at the 

beginning of the trial. Certainly, the observation that selectivity emerged prior to 

stimulus onset (Figure 4) suggests that the effect is stimulus-independent. 
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Figure 5: Neural selectivity emerges early in cocaine-exposed rats and was stimulus 

independent. A-D. Trial-by-trial normalized neural activity during odor sampling on correct 

free- and forced-choice trials for control rats (A and C) and cocaine-exposed rats (B and D) 

when the preferred outcome was in the response field vs. when the non-preferred outcome 

was in the response field. Tick marks underneath plots indicate two consecutive trials where 

there was a significant difference between preferred and non-preferred action-outcome 

contingencies (t-test, p < 0.01). E-F. Correlation between action-outcome selectivity 

(preferred minus non-preferred/preferred plus non-preferred) during free- and forced-choice 

trials. The neuron’s preferred context was defined as the average spike activity of both free- 

and forced-choice trials that elicited the most activity during odor sampling.  A positive 

correlation indicates that selectivity at the single neuron level was similar on free- and forced-

choice trials. 
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To further address this issue, we performed an analysis where we defined the 

cell’s preferred context based on the average of both free- and forced-choice trials. 

We then plotted the contingency (preferred minus non-preferred/preferred plus non-

preferred) separately for forced- and free-choice trials (Figure 5E-F). Both groups 

exhibited a significant positive correlation (Figure 5E, control: r2 = 0.06, p < 0.05; 

Figure 5F, cocaine: r2 = 0.32, p < 0.05); however, the correspondence between free- 

and forced-choice trials was significantly stronger in the cocaine group compared to 

controls (Figure 5F, z = 2.87, p < 0.05). This demonstrates that selective firing 

observed within a particular block of trials occurs regardless of whether the cue was a 

free- or forced-choice odor. 

 

DISCUSSION 

Here we show that rats previously exposed to cocaine exhibit stronger 

behavioral response biases toward higher value reward and an overrepresentation of 

action-outcome signals at both the single neuron and population level.  In cocaine-

exposed rats, population firing in DLS did not reflect the outcome of the action that 

was about to occur (‘chosen-outcome’ encoding), but instead represented the location 

of the preferred outcome within the context of a particular block of trials, which we 

are referring to as ‘action-outcome’ encoding. Absent from this dataset was any 

evidence that S-R associations were enhanced after chronic cocaine self-

administration during performance of our reward-guided decision-making task.  

Our results support the hypothesis that cocaine self-administration alters 

response-outcome and model-based mechanisms, but demonstrates that correlates are 
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altered and not eliminated during decision-making.  We show that population firing in 

DLS in cocaine-exposed rats failed to modify predictions based on the action 

selected, but instead showed an increase in neural activity reflecting the location of 

the preferred outcome regardless of subsequent instructions or movements in a 

particular block of trials. Further, action-outcome encoding in cocaine exposed rats 

was less stimulus-dependent, failing to take into account states within each trial that 

informed predictions about reward availability. In fact, action-outcome selectivity in 

cocaine exposed rats emerged before the onset of the odor. These altered neural 

correlates likely bias behavior successfully on free-choice trials, while diminishing 

performance on forced-choice trials. Overall, these results are consistent with a 

dysfunctional model-based system in that activity fails to represent the value of 

selected actions as governed by states in the task and over-represent contingencies 

between potential outcomes and actions within the context of the block, prior to and 

independent from the presented odor.   

It might be argued that overrepresented action-outcome signals observed in 

cocaine exposed rats reflect some sort of exaggerated S-R encoding. This does not 

seem to be the case for several reasons. First, firing rate selectivity observed in DLS 

differed between size and delay blocks, even though S-R relationships were identical 

between them (i.e., smell this stimulus and make this response). Second, in the 

ANOVA performed on single neurons we did not observe any differences between 

control and cocaine-exposed animals in neurons showing selectivity for stimulus type 

or response direction, or an interaction between them (Figure 2). Further, after 

cocaine self-administration, we found that these correlates were actually less stimulus 
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bound, not more (Figure 5F), meaning that neurons fired selectively within a 

particular context regardless of whether the cue was a free- or forced-choice odor.  

Thus, this correlate does not appear to be modulated by stimuli and is outcome 

dependent, suggesting that it is not a form of S-R encoding.  

It is also clear that other S-R correlates were not impacted by cocaine self-

administration in that when we examined how many neurons were selective for 

stimulus type or response direction (or an interaction between them), selectivity was 

similar between cocaine exposed and control rats. This is true even though forced-

choice contingencies (i.e., odor 1 = left, odor 2 = right) never changed over several 

months of training and recording. The fact that cocaine exposure did not impact 

stimulus and response processing was somewhat of a surprise to us because in a 

previous study we showed that lesions to nucleus accumbens (NAc) increased the 

counts of neurons that were selective for odors and responses in DLS, and enhanced 

the overall strength of the signal at the population level (Burton et al., 2014a). 

Considering that NAc is one of the first areas to be impacted by drug use, (Koob and 

Volkow, 2010; Steinberg et al., 2014; Keiflin and Janak, 2015; Lüscher, 2016), we 

expected a similar result after cocaine self-administration. 

The lack of altered S-R correlates in our study likely reflects the complex 

nature of our two-choice paradigm where there is no simple mapping between 

stimuli, responses, and outcomes, rather than being due to differences in doses or 

withdrawal times. Not only does this paradigm require constant tracking of reward 

across two responses, but also an awareness of what rewards are available on each 

trial as conveyed by odor identity. In this situation, behavior is governed by multiple 
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action-outcome contingencies, which is known to encourage goal-directed behavior 

(Colwill and Rescorla, 1985; Dickinson et al., 2000; Colwill and Triola, 2002; 

Holland, 2004; Kosaki and Dickinson, 2010). Even though we did not classically 

devalue outcomes in our task and cannot definitively prove that rats are using 

representations of action-outcome contingencies, others have shown that under 

similar circumstances exposure to drugs of abuse does indeed leave goal-directed 

mechanisms intact and in some cases, enhanced (Phillips and Vugler, 2011; Son et 

al., 2011; Halbout et al., 2016).  In particular, Halbout and colleagues showed that 

when rats are trained on two different action-outcome contingencies, rats exposed to 

cocaine stop responding to the one that was devalued and that after contingency 

degradation rats exposed to cocaine actually alter behavior more quickly than 

controls. Our findings are consistent with these results in that we do not see enhanced 

S-R encoding, do see increased action-outcome correlates, and rats exposed to 

cocaine make faster adjustments in behavior when contingencies change.  

We conclude that prior cocaine-exposure increases action-outcome processing 

without impacting chosen-outcome and S-R encoding in our decision-making task. 

Here, we define action-outcome correlates as the relationship between actions and 

outcomes independent from that actual action that will be taken. In this way, it could 

be viewed that cocaine self-administration increases outcome encoding that is 

divorced from the action that will be selected. This correlate is more of a reflection of 

the contingencies available during decision-making as opposed to a representation of 

what will ultimately be selected.  Such correlates can only be examined in the context 

of neural recording in a paradigm with at least two choices.  Notably, representations 
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of response- or action-outcome associations as more classically defined in the 

learning theory literature (i.e., selected action-outcome or chosen-outcome) were not 

altered by cocaine self-administration.  The increase in ‘action-outcome’ correlates 

that we describe here are more similar to ‘response-bias’ or ‘action-value’ signals 

described in the caudate of primates (Lauwereyns et al., 2002; Lau and Glimcher, 

2007, 2008; Nakamura et al., 2012), which are thought to represent the association 

between actions and outcomes to push the motor system toward decisions that lead to 

high-value outcomes independent from instructed/selected movement. As in these 

reports, this signal emerged prior to instructional cues reflecting the context in which 

rewards were distributed prior to the decision period. Here, we show that similar 

signals, albeit outcome-dependent (i.e., specific to size or delay), are amplified after 

chronic cocaine use at the expense of correlates that inform behavior via 

computations of predicted outcomes based on upcoming decisions. 
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Chapter 4: Ventral striatum lesions enhance stimulus and response encoding in 

dorsal striatum 
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ABSTRACT 

The development of addiction is thought to reflect a transition from goal-directed to 

stimulus-response driven behavior, functions attributed to ventral (VS) and dorsal 

striatum (DS), respectively. In line with this theory, neuroadaptations that occur 

during prolonged drug use progress from VS to DS. Here we ask if VS dysfunction 

alone, independent of drug use, can affect neural selectivity in DS. To address this 

issue, we recorded from single neurons in dorsal lateral striatum (DLS) while rats 

performed an odor-guided choice task for differently valued rewards in rats with and 

without unilateral VS lesions, specifically in the nucleus accumbens core (NAc). In a 

separate group of animals, we used bilateral NAc lesions to determine if NAc was 

critical for performance on this task. We describe data showing that unilateral lesions 

of NAc enhance neural representations in DLS during performance of a task that is 

dependent on NAc. Furthermore, we show that NAc is critical for reward-guided 

decision-making initially, but that rats regain function after several days. These 

results suggest that loss of NAc function, independent of chronic drug use, can trigger 

stronger encoding in DLS in a reward-guided decision-making task. 
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INTRODUCTION 

Ventral (VS) and dorsal striatum (DS) perform critical roles in reward-guided 

decision-making and reinforcement learning, but it is still unclear how they interact. 

Together, with midbrain dopamine neurons, they form a circuit commonly referred to 

as the actor-critic model (Barto, 1995; Houk et al., 1995; Sutton and Barto, 1998; 

Haber et al., 2000; Joel et al., 2002; O’Doherty et al., 2004; Redish, 2004b; Ikemoto, 

2007; Niv and Schoenbaum, 2008; Takahashi et al., 2009; Van der Meer and Redish, 

2011; Padoa-Schioppa, 2011). In this model, VS and dopamine neurons function to 

generate reward predictions and prediction errors, which modify action policies in DS 

so that desired outcomes can be obtained. This circuit is thought to be critical for 

drug-seeking and is affected by chronic drug use (Everitt and Robbins, 2005, 2013; 

Hyman et al., 2006; Belin and Everitt, 2008; Koob and Volkow, 2010). 

Many behaviors, including drug-seeking, are initially goal-directed, but 

eventually become stimulus driven or habitual with repetition. The transition away 

from goal-directed behavior toward stimulus driven habits is thought to depend upon 

a switch in control from VS to DS (Everitt and Robbins, 2005; Vanderschuren et al., 

2005), which is amplified by drugs of abuse (Everitt et al., 2001; Everitt and Robbins, 

2005). Since many structural and functional alterations occur with extended drug use 

it is still unclear what might initiate this change. Importantly, the NAc region of VS 

appears to be one of the earliest brain regions to be affected by administration of 

drugs of abuse, suggesting that its disruption might be enough to initiate changes in 
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downstream areas critical for stimulus driven behaviors such as dorsal lateral striatum 

(DLS). 

Indeed, above we show that both NAc and DLS are both altered after cocaine 

self-administration. However, we found that stimulus-response correlates were 

unaltered in DLS, whereas correlates related to response-outcome encoding were 

enhanced and divorced from actions. That is, after cocaine exposure, correlates in 

DLS better reflected the contingencies available during decision-making as opposed 

to a representation of what would ultimately be selected.  Notably, these correlates 

were amplified after chronic cocaine self-administration at the expense of correlates 

that inform behavior via computations of predicted outcomes based on upcoming 

decisions. This lack of processing of direction and value in DLS might have resulted 

from impaired encoding in NAc, where we observed diminished value and directional 

signaling. 

Here, we ask if loss of NAc function alone, independent of drug use, might 

increase encoding in DLS. We found that stimulus and response encoding in DLS 

was enhanced after NAc lesions during performance of a task that was dependent on 

NAc. After several days of post -surgery training, lesioned rats were able to make 

accurate reward-guided decisions, suggesting that enhanced encoding in DLS might 

compensate for loss of NAc function. These results demonstrate that disruption of 

decision-making with lesions to NAc is enough to amplify S-R signals in DLS. While 

we did find disruptions in encoding in NAc, specifically diminished directional and 

value signaling, we found enhanced R-O associations in DLS after cocaine exposure. 
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This suggests that exposure to drugs of abuse is not as simple as a disruption in 

communication between the NAc and DLS. 

 

MATERIALS AND METHODS 

Subjects. Twenty-six male Long-Evans rats were obtained at 175–200g from 

Charles River Labs. Rats were tested at the University of Maryland, College Park in 

accordance with UM and NIH guidelines. 

Surgical procedures. All surgical procedures were performed after training on 

the task described below. Ten rats had a drivable bundle of 10–25 μm diameter 

FeNiCr wires chronically implanted in the left or right hemisphere dorsal to DLS (n = 

10; 1 mm anterior to bregma, + or − 3.2 mm laterally, and 3.5 mm ventral to the brain 

surface) (Singh et al., 2010; McDannald et al., 2011; Bryden et al., 2012). NAc 

lesions were made with a 2 μl Hamilton syringe, beveled edge facing the posterior 

direction, using 0.11M quinolinic acid, pH 7.4 in Dulbecco’s PBS (Sigma). 

Quinolinic acid (0.3 μl) was delivered at 0.15 μl/min at coordinates: AP +1.9 ML 

±1.9 DV −7.3. The remaining 4 rats served as controls, which received sham 

surgeries during which the Hamilton syringe loaded with saline was lowered to the 

same coordinates. In addition to rats that received electrodes, another group of rats 

only received bilateral sham (n = 6) or NAc lesions (n = 8) to characterize behavior. 

Brains were removed and processed for histology using standard techniques at the 

end of the experiment. 

Odor-guided decision-making task. Before surgery, all rats were trained on the 

odor-guided delay/size choice task. On each trial, nose poke into the odor port after 



 

 97 

 

house light illumination resulted in delivery of an odor cue to a hemicylinder located 

behind this opening (Bryden et al., 2011b; Roesch and Bryden, 2011). One of three 

different odors (2-Octanol, Pentyl Acetate, or Carvone) was delivered to the port on 

each trial. One odor instructed the rat to go to the left to receive reward, a second 

odor instructed the rat to go to the right to receive reward, and a third odor indicated 

that the rat could obtain reward at either well. Odors were presented in a 

pseudorandom sequence such that the free-choice odor was presented on 7/20 trials 

and the left/right odors were presented in equal proportions. 

During the first day of training rats were first taught to simply nose poke into 

the odor port, then respond to the well for reward. On the second day, the free-choice 

odor was introduced and rats were free to respond to either well for reward. On each 

subsequent day, the number of forced-choice odors increased by 2 for each block of 

20 trials. During this time, we introduced blocks in which we manipulated the reward 

size and the length of the delay preceding reward. Once the rats were able to maintain 

accurate responding (> 65%) on forced-choice trials through these manipulations, 

surgery was performed. 

During recording, one well was randomly designated as short (500 ms) and 

the other long (1–7s) at the start of the session (Figure 1A: Block 1). In the second 

block of trials, these contingencies were switched (Figure 1A: Block 2). The length of 

the delay under long conditions abided by the following algorithm: the side 

designated as long started off as 1s and increased by 1s every time that side was 

chosen on a free-choice odor (up to a maximum of 7s). If the rat chose the side 

designated as long less than 8 out of the previous 10 free choice trials, the delay was 
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reduced by 1s for each trial to a minimum of 3s. The reward delay for long forced-

choice trials was yoked to the delay in free-choice trials during these blocks. In later 

blocks, we held the delay preceding reward delivery constant (500 ms) while 

manipulating the size of the expected reward (Figure 1A: Blocks 3 and 4). The 

reward was a 0.05 ml bolus of 10% sucrose solution. For big reward, an additional 

bolus was delivered 500 ms after the first bolus. Essentially there were four basic trial 

types (short, long, big, and small) by two directions (left and right) by two stimulus 

types (free- and forced-choice odor). 

For behavior after bilateral lesions, only one manipulation varied each day. 

On each day, one well was randomly designated as high value (i.e. short delay or 

large reward depending on the day). The location of the high value outcomes 

switched every 60 correct trials. There was a total of 3 blocks each day. Delay 

manipulations occurred on days 1, 3, 5 and 7. Size manipulations occurred on days 2, 

4, 6, and 8. All other contingencies were the same as during recording. 

Single-unit recording. Procedures were the same as described previously. 

Electrodes were advanced daily (40–80μm). Neural activity was recorded using four 

identical Plexon systems interfaced with odor discrimination chambers. Waveforms 

(>2.5:1 signal-to-noise) were extracted from active channels and recorded. 

Neural analysis. Analysis epochs were computed by taking the total number 

of spikes and dividing by time. That analysis epoch was taken from 100 ms after odor 

onset to completion of the behavioral response. The activity of neurons during this 

epoch for which we examined differences between trial types at the single cell level 

only violated normality (Jarque-Bera; p < 0.05) in 6% of the 809 recorded neurons, 
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which is fewer than expected from chance alone (chi-square; p = 0.09). A multi-factor 

ANOVA (p < 0.05) was performed for each neuron to determine if activity was 

modulated by odor type (free versus forced), response direction (left versus right), 

and expected outcome (short, long, big and small). 

Neurons were also characterized by comparing firing rate during baseline to 

firing rate during the analysis epoch, averaged over all trial types (t test, p < 0.05). 

Baseline was the average firing rate taken for 1s, starting 2s before odor onset. Chi-

squares were performed to assess differences in the counts of neurons showing 

significant modulation across lesion and controls. 

Behavioral analysis. Behavior during performance of the task was evaluated 

by computing percent choice of high and low value outcomes on free-choice trials, 

and percent correct and reaction time (odor offset to odor port exit) on forced-choice 

trials. Multi-factor ANOVAs were performed on these behavior measures to assess 

differences between lesions and controls. Factors included value (high versus low), 

manipulation (delay vs size), lesion (sham vs lesion), day (1–4) and block (1–3). 

 

RESULTS 

Rats were trained on a reward-guided decision-making task previously used to 

characterize encoding in several areas (Figure 1A) (Stalnaker et al., 2010; Roesch and 

Bryden, 2011). Rats learned to nosepoke in a central odor port, wait for delivery of an 

odor (500 ms) and then respond to one of two fluid wells located to the left or right of 

the odor port. Odors signaled forced- and free-choice trials. On forced-choice trials, 

rats had to respond to the fluid well signaled by the odor (left or right) to receive  
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Figure 1. Task, 

behavior and 

recording/lesion 

locations. A. An 

example of the 

sequence of 

events in each 

trial block.  For 

each recording 

session, one fluid 

well was 

arbitrarily 

designated as 

short (500ms 

delay before 

reward) and the 

other designated 

as long (1-7s 

delay before 

reward) (Block 

1).  After the first 

block of trials 

(~60 trials), 

contingencies 

unexpectedly 

reversed (Block 

2).  With the 

transition to 

block 3, the 

delays to reward were held constant across wells (500ms), but the size of the reward was 

manipulated.  The well designated as ‘long’ during the previous block now offered 2-3 fluid 

boli whereas the opposite well offered one bolus.  The reward stipulations again reversed in 

block 4. Free-choice odors signal that either well could be selected for reward, whereas 

forced-choice odors signaled that reward would only be delivered in the well that the rat was 

instructed to go to.  B. The impact of delay length and reward size manipulations on choice 

behavior during free-choice trials. Percent choice is calculated by taking the number of 

choices made and divided by the total number of well entries on free-choice trials, multiplied 

by 100. C. Impact of value on forced-choice trials for short vs. long delay and big vs. small 

reward.  D.  Reaction times (odor offset to nose unpoke from odor port) on forced-choice 

trials comparing short vs. long delay trials and big vs. small reward trials. High value = short 

and large. Low value = long and small. E-F.  Location of recording sites and unilateral 

lesions based on histology for sham (E) and lesioned rats (F). Recordings and lesions were 

performed in the same hemisphere (3 lefts; 4 rights). Filled gray boxes mark the locations of 

electrodes based on histology and initial recording site. Black dot marks the bottom of the 

recording tract. Transparent gray areas mark lesions for each animal. Shown are 

representative slices at 1.7, 1.0 and 0.7 anterior to bregma taken from Paxinos and Watson 

(1997). Asterisks indicate planned comparisons revealing statistically significant differences 

(t test, p<0.05).  # indicates a main effect of lesion in the ANOVA (p < 0.05). Error bars 

indicate standard error of the mean (SEM). 
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reward. On free-choice trials rats were free to select either well. Over the course of 

four trial blocks we independently manipulated the length of the delay to (0.5 s or 1–7 

s) or the size of (1 vs 2–3 boli) reward, making one fluid well better than the other. 

Essentially there were four predicted outcomes (short, long, big and small) by two 

directions (left and right) by two trial-types (free and forced odors). 

After training on this task rats were split into two groups: in both groups, we 

implanted recording electrodes in DLS, in the lesion group (n = 7) rats received 

unilateral NAc lesions in the same hemisphere as the DLS electrode. Control rats 

received sham lesions (n = 4; see methods for further detail). Unilateral lesions were 

chosen to examine the impact of NAc lesions on DLS neural selectivity, with a 

minimal impact on behavior. Lesions and electrode positions are illustrated in Figure 

1E–F. 

Both control and lesion rats perceived differently delayed and sized rewards 

as having different values across all four trial blocks. There was a main effect of 

value with no interaction with lesion (ANOVA; p < 0.05). On free-choice trials, rats 

chose the well associated with large reward and short delay significantly more often 

than the well associated with small reward and long delay, respectively (Figure 1B; t 

test; p’s < 0.05). On forced-choice trials, rats were more accurate and faster on large 

reward and short delay trials, as compared to their respective counterparts, small 

reward and long delay (Figure 1C–D; t test; p’s < 0.05). Thus, performance on free- 

and forced-choice trials was modulated by the predicted outcomes in both size and 

delay trial blocks for both controls and lesions. 
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The only significant difference between the lesion and sham groups was that 

rats with NAc lesions were significantly slower to decide when to leave the odor port 

(reaction time = port exit minus odor offset) compared to controls (Figure 1D; control 

versus lesion; ANOVA; interaction effect; p < 0.05). Note, that this does not reflect a 

gross motor deficit because rats with lesions moved from the odor port to the fluid 

well (movement time) significantly faster than controls (t test; p < 0.05), suggesting 

that decisions took longer to process in rats with NAc lesions, but the ability to move 

or act on that decision was unimpaired. 

 

Stimulus and response encoding in DS was enhanced after VS lesions 

We recorded activity from 457 and 352 DLS neurons from lesion and control 

rats, respectively (Figure 1E and F). As described previously, neural activity in DLS 

was highly associative, being modulated by all aspects of the task: trial-type (free vs 

forced odors), response direction (left vs right) and expected outcome (short, long, 

big and small) (Stalnaker et al., 2010). This is illustrated by the activity of the single 

cell example in Figure 2A during performance of size blocks. This neuron fired the 

strongest for forced-choice odors that predicted large reward and was directionally 

tuned in that firing was stronger for movement in the direction contralateral to the 

recording site (i.e. right). 

The average firing over all recorded DLS neurons from lesions and controls 

are shown in Figure 2B–C. To make this plot, we sorted trials based on preferred 

trial-type according to which condition produced the maximal response. The 

remaining trials were categorized relative to the preferred trial type depending on  
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Figure 2. Stimulus and response encoding in DS was enhanced after VS lesions.  A. 

Single cell example showing activity during size blocks during forced (top row) and free 

(bottom row) choice performance. B-C. Average firing rate over all 352 and 457 neurons for 

controls (b) and lesions (c) for free- or forced-choices trials, depending on which elicited the 

strongest response.  All trials are referenced to the trial-type that elicited the maximal firing 

during the time starting 100 ms after odor onset to entry into the fluid well. See text for more 

detail. Data were normalized by subtracting the mean and dividing by the standard deviation 

(z score).  Blue = preferred outcome; red = non-preferred outcome; green = same value and 

yellow = opposite value; thin = first 5 trials; thick = last 5 trials.  D.  Percent of neurons that 

showed significant increases or decreases, averaged across trial-type, during the analysis 

epoch compared to baseline (ttest; p < 0.05). E. Height of each bar indicates the percent of 

neurons that showed a main effect or interaction effect of outcome (short, long, big and 

small), direction (contra and ipsilateral) and odor-type (free and forced choice odors).  * = p < 

0.05; # = 0.11; chi-square. 
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whether the response and outcome were in the same or opposite direction, and were 

the same or opposite value for both manipulations (delay and size). For example, if a 

neuron fired maximally for big forced-choice trials to the right, then big reward and 

right became the preferred outcome and direction, small and left became non-

preferred outcome and direction, and short and long became outcomes of the same 

and opposite value, respectively. 

As described previously and consistent with the single cell example, 

population activity was highly selective, firing for a specific combination of odor, 

outcome and direction (Stalnaker et al., 2010). Although activity was strongest for the 

preferred outcome and direction (by definition), there was little modulation by other 

trial types (Figure 2B and C; blue versus other colors). This was true for both 

experimental and control groups. The only noticeable difference between population 

firing in sham and lesion rats is that cue-evoked activity appeared to be enhanced, and 

overall stronger, in rats with NAc lesions (Figure 2B versus 2C). Indeed, the 

difference between the trial type that elicited the strongest firing and the trial-type 

designated as its opposite value and direction was significantly stronger in lesions 

compared to controls (t test; 2.9 versus 2.2, p < 0.05). Thus, at the population level, 

neural selectivity in DLS was stronger in rats with NAc lesions. 

Consistent with a general increase in firing observed after lesions, the count of 

neurons that significantly increased and decreased firing during the decision period 

were significantly different between the two experimental groups (Figure 2D). For 

this analysis, we compared average firing over all trial-types during the decision 

period (100 ms after odor onset to fluid well entry) to baseline (1 s prior to trial start; t 
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test; p < 0.05). For controls, the number of neurons that increased and decreased 

firing were 116 (33%) and 144 (40%), respectively. This proportion was flipped for 

lesions, with 193 (42%) and 129 (28%) showing increased and decreased firing, 

respectively (Figure 2D; chi-square; p < 0.05). The total number of responsive cells 

(increasing plus decreasing) were not significantly different between the two groups 

(control = 260(73%); lesion = 322(70%); chi-square; p = 0.7). Thus, the overall 

increase in firing observed at the population level reflects an altered frequency of 

increasing- and decreasing-type neurons in lesions compared to control rats. 

To determine if selectivity at the single neuron level was different between 

lesions and controls we characterized firing by performing a ANOVA with stimulus 

(free- versus forced odors), response direction (contra vs ipsi), and predicted outcome 

(short, long, big, and small) as factors during the period starting 100 ms after odor 

onset and ending upon fluid well entry. 

The results of this analysis for the entire population of responsive neurons are 

illustrated in Figure 2E. The height of each bar represents the percent of neurons that 

showed a significant (p < 0.05) main or interaction effect of outcome (short, long, big, 

and small), response direction (contra or ipsilateral to the recording site), and/or 

stimulus-type (free- and forced-choice odor). Each factor was then broken down by 

which trial-type produced the maximal firing. 

As in our previous data set, an equal number of neurons from control rats fired 

maximally for each of the four predicted outcomes (Figure 2E; black bars; short, 

long, big and small) (Stalnaker et al., 2010). This effect was also present in rats with 

NAc lesions (Figure 2E; gray bars). The proportion of neurons selective for the four 
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outcomes did not significantly differ between the two groups (Figure 2E; short, long, 

big and small; chi-square; p’s > 0.05). 

Activity in DLS was highly directional, firing more strongly for one direction 

over another, as illustrated by the single cell example and the population. 

Remarkably, this directional response selectivity was enhanced in rats with NAc 

lesions, specifically for movements made in the contralateral direction relative to the 

recording site. The counts of neurons selective for contralateral movement in lesioned 

rats significantly outnumbered those selective for contralateral movement in controls 

(Figure 2E; response direction; contralateral; black vs gray; chi-square; p < 0.05). 

We have also shown that activity in DLS is stimulus selective, with the 

majority of neurons showing maximal firing for free-choice odors (Stalnaker et al., 

2010). Consistent with those findings, counts of neurons that differentiated between 

free and forced odors were more than expected by chance alone (Figure 2E; black 

bars; stimulus-type; chi-square; p < 0.05) and the frequency of neurons firing more 

strongly for free-choice odors were in the majority (Figure 2E; black bars; stimulus-

type; chi-square; p < 0.05). Like directional response tuning, stimulus selectivity was 

enhanced in rats with NAc lesions, however, the elevated frequency of neurons 

showing increased firing in lesioned rats on free-choice trials only approached 

significance when examining the population as a whole (Figure 2E; #: chi-square, p = 

0.11). 

Next, we asked if enhanced stimulus and response encoding was consistent 

across neurons that showed general increases and decreases in firing during the 

decision period. Remember that the ratio of increasing and decreasing neurons flipped 
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after lesions, in that the number of increasing-type neurons were in the significant 

majority in the lesion, but not the control group (Figure 2D). The population analysis 

performed earlier on all cells is broken down by increasing- and decreasing-type 

in Figure 3. Remarkably, response direction and stimulus encoding enhancement 

observed across the entire population was a result of specific changes in increasing- 

and decreasing-type neurons, respectively. For increasing-type cells the frequency of 

neurons that showed elevated firing for contralateral movement outnumbered those 

observed in controls (Figure 3E; Response Direction; black versus gray; chi-square; p 

< 0.05). For decreasing cells (Figure 3F), there was a significant increase (chi-square; 

p < 0.05) in the number cells that were modulated significantly by either free- or 

forced-choice odors (ANOVA; p < 0.05), with a trend toward a disproportionate 

increase on free-choice trials (Figure 3F; #: chi-square; p = 0.057). We conclude that 

NAc lesions induced increased firing during task performance and enhanced 

selectivity for stimuli and responses at the single unit and population level. 

 

Reward-guided decision-making is disrupted after NAc lesions 

The results thus far suggest that NAc is not critical for outcome encoding in 

DLS and that associations related to direction and stimuli were enhanced after NAc 

lesions. Although deficits in behavior have been observed after NAc disruption, these 

results raise the important question of whether NAc is critical for performance on our 

task (Brown and Bowman, 1995; Cardinal et al., 2001; Giertler et al., 2003, 2004; 

Acheson et al., 2006; Floresco et al., 2008). If NAc is not critical, then we would not 

expect to see loss of outcome encoding in DLS in the first place. 
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Figure 3. Stimulus and response encoding in decreasing- and increasing-type DS 

neurons was enhanced after VS lesions.  A-D. Average firing rate over all increasing (A-B) 

and decreasing (C-D) type neurons for controls (A and C) and lesions (B and D) for free- or 

forced-choice trials, depending on which elicited the strongest response.  All trials are 

referenced to the trial-type that elicited the maximal firing during the time starting 100 ms 

after odor onset to entry into the fluid well. See text for more detail. Data were normalized by 

subtracting the mean and dividing by the standard deviation (z score).  Blue = preferred 

outcome; red = non-preferred outcome; green = same value and yellow = opposite value; thin 

= first 5 trials; thick = last 5 trials.  E-F.  Height of each bar indicates the percent of neurons 

that showed a main or interaction effect of outcome (short, long, big and small), direction 

(contra and ipsilateral) and odor-type (free and forced choice odors).  * p < 0.05; # =  0.057; 

chi-square.  
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To address this issue, we trained a second group of animals in the same 

manner as the first, but instead of implanting electrodes we made bilateral lesions to 

NAc (Figure 4). We tested them for eight days, alternating delay and size 

manipulations. Each day, we randomly selected which response direction would yield 

the high value reward (left or right). After 60 correct trials, contingencies were 

reversed for 60 trials and then reverted back to the original contingencies. 

Figure 4 plots percent choice on free-choice trials (top row), and percent 

correct (middle row) and reaction time (bottom row) on forced-choice trials, averaged 

over the first two and last two test days for lesions and controls. A multi-factor 

ANOVA on number of free choices made to high and low valued outcomes produced 

significant (p < 0.05) interactions of lesion (control and lesion), block (1–3), value 

manipulation (delay vs size) and day (1–4). Post-hoc t tests revealed that controls (n = 

5) chose short delay and large reward over long delay and small reward trials, 

respectively (Figure 4A; control). This was significant in all three trial blocks for the 

delay manipulation and two out of the three blocks for the size manipulation. For 

lesions (n = 5), there was no difference between the selection of high and low value 

outcomes in any trial block during the first two days for either delay (Figure 4A; 

lesion) or size (Figure 4B; lesion) manipulation. Importantly, this was true during the 

first block of trials for both size and delay suggesting that lesioned rats genuinely had 

issues with selecting the more valuable option, instead of simply having difficultly 

reversing contingencies. These results add to the growing body of literature that has 

proposed different roles for NAc during discounting (Cardinal et al., 2001; Acheson 

et al., 2006; Floresco et al., 2008; Roesch and Bryden, 2011). 
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Figure 4. VS lesions caused temporary impairments of reward-guided decision-making.    

Percent choice on free-choice trials (top row), percent correct scores on forced-choice trials 

(second row) and reaction time on forced-choice trials (bottom row; port exit minus odor 

offset) for controls (n = 5) and lesions (n = 5) during the first and last 2 days of testing. Each 

day rats performed 3 trial blocks of either size or delay across 4 days for each manipulation. 

During the first 2 days of testing scores were broken down by the three blocks to demonstrate 

that VS lesions impaired all three trial blocks. Gray areas mark lesions for each animal. 

Shown are representative slices at 1.7, 1.0 and 0.7 anterior to bregma taken from Paxinos and 

Watson (1997). High (hi) = short and large. Low (lo) = long and small. Asterisks indicate 

planned comparisons revealing statistically significant differences (t test, p<0.05).  Error bars 

indicate SEM. 
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Although there was an initial impact of the lesion on free choice behavior, by 

the last two testing days for delay and size manipulations, both groups were 

significantly choosing the high over low value outcomes (t test; p < 0.05). The 

average over blocks during the last two days is shown in Figure 4C. Unlike 

performance on the first two days of testing (Figure 4A and B), lesioned rats 

significantly chose higher value reward in every block during the last two days (t test; 

p < 0.05). 

Overall, lesioned animals were slower and less accurate on forced-choice 

trials (Figure 4D–I). The multi-factor ANOVA on percent correct and reaction time 

data produced main effects of lesion and interactions with day and value manipulation 

(ANOVA; p < 0.05). Post-hoc t tests reveal that percent correct scores were 

significantly better for both value manipulations across blocks in controls and lesions 

(Figure 4D and E, t test; p < 0.05). Finally, in most cases the individual block 

comparisons between high and low value reaction times were not significantly 

different, but in all cases rats from both groups tended to be faster under high value 

conditions (Figure 4G–I; high versus low). 

We conclude that NAc lesions do impair the ability to make reward-guided 

decisions on this task, but this impairment is transitory, possibly reflecting the 

increased selectivity for odor stimuli and response direction observed in DLS after 

unilateral lesions. 
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DISCUSSION 

The transition from goal-directed to S-R driven behavior is thought to depend 

on connectivity between VS and DS via midbrain DA neurons (Barto, 1995; Houk et 

al., 1995; Sutton and Barto, 1998; Haber et al., 2000; Joel et al., 2002; Redish, 2004b; 

Niv and Schoenbaum, 2008; Takahashi et al., 2009; Van der Meer and Redish, 2011). 

Chronic drug use amplifies the strength of this transition, shifting the balance of 

encoding from VS to DS (Everitt et al., 2001; Everitt and Robbins, 2005; 

Vanderschuren et al., 2005; Takahashi et al., 2007, 2009; Belin et al., 2009; Corbit et 

al., 2012). 

Here we show that lesions to the NAc region of VS alone, independent of 

drug use, can enhance stimulus and response selectivity in DLS. It is important to 

note that we are not suggesting that NAc lesions mimic structural changes that occur 

in addiction. However, this procedure does allow us to eliminate value signals 

generated by NAc that we know are diminished after chronic cocaine use (Takahashi 

et al., 2007). The advantage of this study is that we were able to examine changes in 

DLS selectivity independent from other changes that might occur during acute or 

chronic drug use (e.g., receptor availability; disruption of other areas). 

One interpretation of our data is that encoding in DLS is heightened to 

compensate for the loss of NAc function, as has been described for VS after DS 

lesions (Nishizawa et al., 2012). During performance of our task, normal animals 

likely base decisions on a mixture of outcome expectancies and S-R contingencies. 

Without NAc the rats likely depend more heavily on S-R encoding in DLS during 

decision-making, which allows behavior to recover over several days. 
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The mechanism by which NAc alters encoding in DLS after lesions and 

chronic drug use might reflect abnormal DA signals (Haber et al., 2000; Ikemoto, 

2007; Takahashi et al., 2009). Indeed, with extended drug self-administration there is 

elevated DA efflux in DS (Ito et al., 2000, 2002, 2004), which might lead to an 

excessive stamping in of associations between stimuli and responses. However, recent 

work shows that increases in DA release in DS during extended periods of self-

administration is dependent on NAc (Willuhn et al., 2012). That is, lesions to NAc 

abolish DA release to cues that predict cocaine. This suggests that lesions of NAc do 

not increase cue-evoked DA release in DLS, at least in the context of drug self-

administration. Whether or not this is true during unexpected reward delivery in a 

non-drug setting is unknown. Nevertheless, reduced DA signals arriving to DLS 

might evoke compensatory mechanisms that elevate processing of stimuli and 

responses in brain areas that signal this information. 

Regardless of the underlying mechanism, it is clear that NAc lesions alone 

increase stimulus and response encoding in DLS. Taken together with our previous 

findings showing an increase in R-O encoding in DLS after cocaine exposure, this 

suggests that during the development of addiction, the transition from VS to DS 

governed behavior due to initial loss of NAc function is not as clear as once thought. 
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Chapter 5:  General Discussion 

Summary of Results 

The striatum is a highly integrative structure in the basal ganglia involved in 

the selection and execution of actions with inputs from many cortical and sub-cortical 

structures (Graybiel et al., 1994; Kreitzer and Malenka, 2008; Matamales et al., 

2009). This structure plays an important role in processing emotional, cognitive, and 

sensorimotor information to generate or suppress actions  (Graybiel et al., 1994; 

Matamales et al., 2009). This is essential in successful navigation of one’s 

environment by either approaching and selecting highly valued outcomes, or 

suppressing and avoiding negative outcomes. There have been many single-neuron 

and interference studies showing that the striatum is critical for reward-guided and 

habitual behaviors (Burton et al., 2015; Bissonette and Roesch, 2016). Research has 

shown that reward-based learning and decision-making can fall under the control of 

goal-directed and habit-like processing within striatal sub-regions (Balleine and 

O’Doherty, 2010). 

 More specifically, goal-directed behaviors are under the control of value-

related response-outcome associations (e.g., “If I do this, I will get a reward”), which 

fall under the control of ventral  regions of striatum such as the NAc and more dorsal 

medial regions of striatum (DMS) (Balleine and O’Doherty, 2010; Burton et al., 

2014a, 2015). On the other side of the spectrum, behaviors related to habitual 

processing and responding after extended periods of learning are under the control of 

stimulus-response associations (e.g., “When I see this cue, I automatically respond”). 
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Neural correlates related to these behaviors are found in more lateral regions of dorsal 

striatum (DLS) (Balleine and O’Doherty, 2010; Burton et al., 2015). 

 Although the NAc, DMS, and DLS are not directly connected, there is 

evidence of spiraling circuitry between ventral regions of striatum, the DA system in 

the midbrain, and dorsal regions of striatum (Haber et al., 2000; Belin and Everitt, 

2008; Haber and Knutson, 2009; Everitt and Robbins, 2013; Burton et al., 2015). This 

communication allows for the propagation of information from more limbic regions 

(NAc) to associative and sensorimotor regions (DMS and DLS), which allows for 

behaviors to become more stimulus-driven and efficient over time (Bissonette and 

Roesch, 2016). This is consistent with the idea that at first behaviors are goal-directed 

and over time with extended training become more habitual in nature (Balleine and 

O’Doherty, 2010). Further, this also fits with current theories of addiction as a loss of 

goal-directed behavioral control governed by more ventral regions of striatum in 

favor of more habit-like control of behaviors governed by more dorsal regions of 

striatum (Everitt and Robbins, 2005, 2013, 2016; Hyman et al., 2006; Belin and 

Everitt, 2008). 

 Through strong dopaminergic innervation from the midbrain, the striatum and 

in particular the NAc, is one of the first regions in the brain to be targeted by drugs of 

abuse, including cocaine (Keiflin and Janak, 2015; Lüscher, 2016). Indeed, synaptic 

plasticity (LTP) in the NAc has been observed after just one injection of cocaine 

(Ungless et al., 2001). Long-term changes of chronic drug abuse have also been 

observed—including synaptic plasticity, cellular epigenetic mechanisms, significant 

spinogenesis, and elevated levels of nuclear proteins even after periods of abstinence 
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(Conrad et al., 2008; Wolf and Ferrario, 2010; Lee et al., 2013; Nestler, 2013). 

However, how encoding in single neurons changes after exposure to cocaine is still 

not fully understood. The first objective of my research was to determine if previous 

cocaine self-administration impacted behavior and signaling in NAc during 

performance of our odor-guided decision-making task where we manipulated the 

value of reward by changing the delay to or size of reward across a series of blocks of 

trials (Chapter 2). 

 In Chapter 2, we showed that rats previously exposed to cocaine exhibited 

significantly stronger response biases towards higher valued reward towards the end 

of delay blocks, significantly decreased counts of neurons in the NAc that were 

responsive to reward and odor epochs, diminished directional and value encoding at 

the time of reward, and attenuated signaling to longer delayed rewards in NAc single 

neurons and the population as a whole compared to controls. Cocaine-exposed rats 

chose shorter delays over longer delays significantly more frequently compared to 

controls on free-choice trials by the end of the trial blocks (Chapter 2, Figure 1B). 

Furthermore, rats exposed to cocaine were significantly worse and faster on forced-

choice trials compared to controls (Chapter 2, Figure 1C-D). Overall, consistent with 

previous findings, we concluded that cocaine made rats more impulsive and sensitive 

to higher valued outcomes in delay blocks in our task. 

 After cocaine exposure, we observed significantly fewer numbers of neurons 

in the NAc responsive to both odor and reward epochs in the task compared to 

controls. In reward-responsive neurons that remained, we observed significantly 

diminished value and directional encoding in rats exposed to cocaine (Chapter 2, 
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Figure 2D-E and Figure 3). Control rats showed typical value-encoding in the 

preferred direction (Chapter 2, Figure 2B-C and Figure 3), with significantly 

increased activity and significantly more responsive neurons for short over long-delay 

rewards and for large over small rewards during the reward period. Furthermore, we 

found that activity in the NAc over longer delays was attenuated in cocaine-exposed 

rats and remained stable across longer delays in controls (Chapter 2, Figure 2A and 

Figure 4). We conclude that cocaine made rats more impulsive in the task, and that 

changes reflected in the NAc were consistent with the impact on behavior (discussed 

in more detail below). 

Through the spiraling circuitry described above and the current theories of 

drug abuse claiming loss of goal-directed control in favor of habitual control of 

behavior, one would hypothesize that over time the dorsal striatum is also affected by 

drugs of abuse. The next objective of my research was to determine if previous 

cocaine self-administration impacted signaling in DLS during performance of our 

odor-guided decision-making task (Chapter 3). 

 In Chapter 3, we showed that rats previously exposed to cocaine exhibited 

stronger behavioral responses toward higher valued reward in the odor-guided 

decision-making task and an over-representation of a type of R-O encoding (action-

outcome signals) at both the single neuron and population level. Rats that had been 

previously exposed to cocaine chose higher valued outcomes (shorter delays and 

larger rewards) on free-choice trials at significantly higher rates towards the end of 

the block compared to control rats (Chapter 3, Figure 1B). In addition, cocaine-

exposed rats performed significantly better and faster on high-value forced-choice 
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trials towards the end of the delay blocks and significantly better on high-value 

forced-choice trials towards the end of size blocks in comparison to controls (Chapter 

3, Figure 1C-D). Overall, we concluded that previous cocaine exposure made rats 

more sensitive and impulsive to high value outcomes in the odor-guided decision-

making task, which fit with other results showing increased impulsivity in the same 

(Chapter 2 and (Roesch et al., 2007b)) and other delay discounting tasks (Simon et 

al., 2007; Dandy and Gatch, 2009; Setlow et al., 2009; Mendez et al., 2010). 

 In the DLS of cocaine-exposed rats, there was an over-representation of 

action-outcome signals at both the single neuron and population level (Chapter 3, 

Figure 2A, 3B, and 4C-D). In controls, we observed a common type of response-

outcome encoding that we termed “chosen-outcome” encoding—an increase in 

activity for the direction the rat was to select and the outcome that was predicted by 

that selection (Chapter 3, Figure 3A, and 4A-B). However, in cocaine rats, population 

firing in DLS did not reflect the outcome of the action that was about to occur 

(chosen-outcome encoding), but instead activity represented the location of the 

preferred outcome within the context of a particular block of trials (action-outcome 

encoding; Chapter 3, Figure 3B, and 4C-D). This increase in action-outcome 

encoding, a type of R-O encoding related to more goal-directed behaviors, was 

surprising to us and it is important to note we did not observe any increases in S-R 

encoding (related to habitual processing and responding) after cocaine exposure. 

 Current theories suggest that the transition from goal-directed to S-R driven 

behavior depends on the connectivity between NAc and DLS via the spiraling 

circuitry with midbrain DA neurons. Further, it is thought that chronic drug use 
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amplifies the strength of this transition, shifting the balance of encoding from more 

ventral regions of striatum to more dorsal regions. Although we did observe 

diminished directional and value encoding in NAc after cocaine exposure, fitting with 

theories of addiction being an initial loss of goal-directed neural correlates governed 

by this region, we did not observe any increases in S-R correlates in DLS after 

cocaine-exposure. Surprisingly, we observed increased forms of R-O encoding and 

goal-directed behaviors that remained intact during our task performance. This led us 

to ask if pharmacological lesions of NAc, irrespective of any drug use, would impact 

neural activity in DLS during performance of the odor-guided decision-making task 

(Chapter 4). A loss of NAc function irrespective of any drug use, allowed us to 

eliminate value signals from NAc and examine changes in DLS independent from 

other changes that may occur after drug use. 

 To address this, we performed unilateral excitotoxic lesions of NAc and 

implanted electrodes in the same hemisphere in DLS. We observed significantly more 

and fewer increasing- and decreasing-type neurons in the DLS of lesioned rats, 

respectively (Chapter 4, Figure 2D). In addition, we observed an overall increase in 

population activity in response to odor cues in lesioned rats (Chapter 4, Figure 2C). 

When we looked at how individual neurons were modulated by expected outcome, 

response direction, and stimulus type there were increased numbers of increasing-

type neurons that were responsive to the contralateral response direction and 

increased numbers of decreasing-type neurons for stimulus-type in lesioned rats 

(Chapter 4, Figure 3E-F). We concluded that after NAc lesions, there was an increase 

in stimulus and response encoding in DLS. Furthermore, we found that NAc was 
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necessary for normal performance of our odor-guided decision-making task: bilateral 

lesions of NAc caused a transitory decrease in value-based decision-making during 

initial days of testing (Chapter 4, Figure 4). This was temporary, as the last days of 

testing showed comparable behavior between lesions and controls in the task. 

 To summarize the results in this dissertation, we found that after previous 

cocaine self-administration there were behavioral and neural changes observed in 

NAc and DLS. After cocaine exposure, we saw an increase in impulsive behavior and 

an increased bias towards higher value rewards. Further, in cocaine rats the NAc 

showed fewer odor- and reward-responsive neurons and in those reward-responsive 

neurons that remained we observed diminished value and directional encoding. 

Cocaine rats also showed attenuated activity in NAc for longer delays compared to 

controls. In DLS, surprisingly, we did not observe any increases in S-R encoding, but 

an increase in action-outcome encoding after cocaine exposure. DLS population 

activity in cocaine rats better reflected the preferred outcome in a particular block of 

trials, regardless of whether or not the animal moved in the direction to obtain that 

outcome. Finally, irrespective of any drug-use we showed that NAc lesions increased 

S-R encoding in DLS during performance of the odor-guided decision-making task 

that was dependent on the normal function of NAc. 

Overall, we conclude that drug exposure is not as simple as silencing the NAc 

and enhancing S-R processing under control of DLS as we observed after lesions. 

These results challenge common theories of drug addiction that state that enhanced 

habitual responding is at the cost of goal-directed control of behavior, leading to 

maladaptive decision-making commonly seen in this disorder. Indeed, we found 
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evidence that cocaine-exposure did not alter goal-directed decision-making—cocaine 

rats were actually better at choosing higher valued outcomes compared to controls. 

We did observe a loss in goal-directed behavior after bilateral lesions to NAc, but this 

was transitory and behavior returned to levels seen in controls. Next, I will discuss the 

impact of cocaine and lesions on behavior, and potential explanations of how these 

results fit together. 

 

The impact of cocaine and lesions on behavior in the odor-guided decision-making 

task 

Delay discounting tasks are often used to measure impulsivity, which is 

known to be a problem in addicts performing delay discounting, gambling, and 

reversal learning tasks (Heil et al., 2006; Reynolds, 2006; Robbins et al., 2008; 

Mackillop, 2013; Volkow and Baler, 2015; Everitt and Robbins, 2016). The rate at 

which one biases behavior towards smaller, more immediate rewards over larger, 

more delayed rewards is used as a measure of impulsivity. We have shown that 

previous cocaine exposure increases impulsivity towards high-value rewards in the 

odor-guided decision-making task, particularly during delay blocks. In both studies 

(Chapter 2 and 3), cocaine-exposed rats chose shorter delays over longer delays 

significantly more than controls by the end of the trial block. This is consistent with 

other findings showing that rats exposed to cocaine are quicker to abandon longer 

delays in favor of more immediate rewards (Roesch et al., 2007b; Simon et al., 2007; 

Dandy and Gatch, 2009; Setlow et al., 2009; Mendez et al., 2010) and it fits with 
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other studies showing addicts are more impulsive (Heil et al., 2006; Reynolds, 2006; 

Mackillop, 2013; Volkow and Baler, 2015). 

 In Chapter 3, we also observed increased impulsivity on size blocks in that 

cocaine rats chose larger reward significantly more often than small reward by the 

end of trial blocks compared to cocaine. Furthermore, in this group of rats we 

observed a higher sensitivity to high-value outcomes on forced-choice trials in that 

these rats were significantly better and faster on high-value outcomes by the end of 

both delay and size blocks compared to controls. This increased impulsivity and 

sensitivity to high-value outcomes (short delays and large rewards) was consistent 

with previous findings using the same task (Roesch et al., 2007b). It is worth noting 

that we did not observe this in the other set of animals (Chapter 2), but regardless of 

why this may be, we clearly see increased sensitivity to delay manipulations across 

both studies. Further, the majority of work examining the impact of drugs of abuse on 

delay-discounting have shown effects on delay but not size (Simon et al., 2007; 

Mendez et al., 2010). 

 Overall, we conclude that previous cocaine self-administration increases 

impulsivity in our odor-guided decision-making task. When considering underlying 

behavioral control and how cocaine impacts goal-directed and habitual responding, 

we would expect cocaine rats to be inflexible in their choices and show a loss of goal-

directed decision-making. However, we observe cocaine rats actually choosing higher 

value outcomes more often when freely able to choose and better performance on 

forced-choice trials, albeit faster, compared to controls. This suggests that they are 
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still able to make goal-directed decisions in our task, contrary to current addiction 

theories suggesting a loss of goal-directed behavioral control. 

 In Chapter 3, we did observe some evidence of inflexibility in cocaine rats—

they were actually slower to reverse contingencies early in size blocks, choosing 

small reward more often than large reward in the first ten free-choice trials (Chapter 

3, Figure 1B). This fits with the theory of habitual control of behavior and being 

inflexible in decision-making, however as the block went on cocaine rats biased their 

behavior towards larger rewards. Overall, this inflexibility was not seen on the 

majority of blocks in either study and we conclude that cocaine rats are still able to 

make goal-directed decisions as contingencies change in the task. 

 Previous research has shown that goal-directed behaviors are governed by 

ventral regions of striatum, where R-O correlates during decision-making emerge. To 

determine if NAc, a region of VS, was necessary for normal decision-making in our 

task we performed bilateral lesions to this brain region and then looked at task 

performance. Indeed, we did find an initial loss of goal-directed behavioral control in 

the first days of testing after lesions. Lesioned rats chose equally between high and 

low value rewards during the first two days of testing. This effect was transitory, as 

the last two days of testing showed that lesioned rats significantly chose the higher 

value reward more often than low value reward across all blocks of trials. The initial 

loss of goal-directed decision-making fits with current theories of addiction.  It is 

important to consider that this effect was temporary in nature, we suspect that other 

brain regions (such as DLS) were taking over and allowing for increased performance 

in the task by the end of testing. 
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 When taken together, previous cocaine self-administration left goal-directed 

mechanisms of behavioral control intact while lesions caused an initial loss of goal-

directed decisions in our task. Our lesion study fits with current theories of addiction 

as NAc being one of the first areas to become damaged or affected by drugs of abuse, 

which may contribute to a loss of goal-directed behaviors and R-O correlates in favor 

of more habitual and S-R driven behaviors and neural correlates governing decision-

making. However, our cocaine self-administration studies do not fit with this theory 

and even challenge it in many ways. Cocaine rats were still able to make goal-

directed decisions, and in fact were better than controls on some behavioral measures. 

We speculate that cocaine alters signaling in intricate ways beyond just 

eliminating R-O correlates and that the subsequent effects on behavior manifest in 

more complex ways than simply losing goal-directed decision-making mechanisms. 

Our task often changes contingencies, with value associations changing in each block. 

This could prevent S-R driven behaviors from developing and even encourage goal-

directed behavioral control, but we feel that the complexity of our task is a better 

representation of the everyday complex decisions one faces. This fits with others who 

have shown that under similar circumstances exposure to drugs of abuse does indeed 

leave goal-directed mechanisms intact and in some cases, enhanced (Phillips and 

Vugler, 2011; Son et al., 2011; Halbout et al., 2016). 

 More specifically, Phillips and Vugler (2011) and Son et al. (2011) used 

contingency degradation paradigms, where contingencies between lever-presses and 

reinforcers were manipulated, to ask whether action-outcome relationships would 

change after stimulant exposure. They showed that after stimulant exposure 
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(amphetamine/methamphetamine), sensitized animals reduced responding during the 

contingency degradation phase where the reinforcer was no longer paired with lever-

presses at a similar rate compared to controls (Phillips and Vugler, 2011; Son et al., 

2011). Further, they showed sensitized animals maintained responding on non-

degraded contingencies while controls reduced this response over time (Phillips and 

Vugler, 2011). 

 In another recent study, Halbout and colleagues (2016) showed similar results 

on a contingency degradation paradigm after cocaine exposure. When rats were 

trained on two different action-outcome contingencies, rats exposed to cocaine 

decreased responding on degraded outcomes and actually altered their behavior more 

quickly compared to controls (Halbout et al., 2016). Even though we did not devalue 

outcomes in our task, our findings are consistent with the results from these studies in 

that we do not see enhanced S-R encoding (Chapter 3), do see increased action-

outcome correlates (Chapter 3), and do see faster behavioral adjustments in cocaine-

exposed rats when contingencies change (Chapter 2 and 3). 

 Past research supporting the idea that chronic drug use impairs goal-directed 

mechanisms governed by R-O encoding while enhancing habitual behaviors governed 

by S-R encoding have focused on using paradigms where there is a singular response 

or no real choice at all (Pavlovian) (Robbins and Everitt, 1999; Everitt et al., 2001; 

Everitt and Robbins, 2005; Schoenbaum and Setlow, 2005; Vanderschuren et al., 

2005; Everitt and Robbins, 2016; Nelson and Killcross, 2006, 2013; Nordquist et al., 

2007; Ostlund and Balleine, 2008; Redish et al., 2008; Hogarth et al., 2013; LeBlanc 

et al., 2013; Corbit et al., 2014; Lucantonio et al., 2014; Schmitzer-Torbert et al., 
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2015). However, these other studies (including the studies here, Chapter 2-3) using 

more complex tasks that offer choices between different rewards and situations may 

better reflect everyday decision-making and evoke multiple neural representations 

beyond R-O and S-R correlates impacted by drugs of abuse. 

 

Connecting the behavioral impact of cocaine and lesions to changes in neural 

signaling in the striatum 

In Chapter 2, we described several alterations in NAc that might contribute to 

abnormal task performance that we observed in this group of rats. First, we observed 

an overall reduction in the number of cells responsive to both odor cues and reward 

delivery. Second, in those cells that remained reward-responsive, we observed a 

reduction in directional and value-encoding. Fewer neurons and weaker encoding 

during important time periods in the task might underlie drug-induced changes in 

behavior including worse performance on forced-choice trials. If NAc is no longer 

providing accurate feedback about the location and value of upcoming outcomes, this 

could lead to altered cue associations. This could manifest as a decrease in 

performance on trials that depend upon accurate cue associations in responding in the 

correct direction to obtain reward (forced-choice trials), which we do observe. 

Additionally, neural firing in the NAc to delayed rewards was weaker in rats 

that had self-administered cocaine. This is of particular note, as cocaine rats were 

more sensitive to longer delayed rewards as evidenced by faster reaction times and 

better choice behavior in favor of the more immediate reward compared to controls. If 

the NAc cannot accurately maintain neural activity across delays, this could disrupt 
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behavior on forced-choice trials where they are forced to remain in the well 

until reward delivery. If they exit the fluid-well before reward delivery, this 

would result in an incorrect response and drive down overall percent correct 

on these trial types. 

 Next, we showed that population firing in DLS in cocaine-exposed rats failed 

to modify predictions based on the action selected, but instead showed an increase in 

neural activity reflecting the location of the preferred outcome regardless of 

subsequent movements (Chapter 3). This activity after cocaine exposure was less-

stimulus bound, in that within a particular block of trials neurons fired whether the 

cue was a free- or forced-choice odor and activity emerged before odor onset. An 

enhancement of these signals would cause fast, biased decisions after cocaine 

exposure. These altered neural correlates likely bias behavior successfully on free-

choice trials, while diminishing performance on forced-choice trials. 

 When considering the indirect connections between the NAc and the DLS and 

the propagation of information being sent along this pathway, we speculate that the 

behavioral and neural changes seen after cocaine exposure in these studies is tightly 

linked to changes in DA signaling. The spiraling DA circuit between midbrain 

regions and striatal targets is known to be affected by drug-seeking and drug-taking 

(Haber et al., 2000; Belin and Everitt, 2008; Haber and Knutson, 2009; Everitt and 

Robbins, 2013). Reward prediction errors (reward experienced minus reward 

expected) are critical in learning about the current environment and are signaled by 

DA neurons (Schultz, 2006). It has recently been shown that reward prediction errors 

signaled by dopaminergic neurons in the VTA depend upon accurate signaling from 
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the NAc, specifically in relation to the timing of rewarded outcomes (Takahashi et al., 

2016) and that this is essential to developing neural selectivity to cues in DA neurons 

and neural signaling in the NAc (Nicola et al., 2005; Takahashi and Schoenbaum, 

2016). 

 Recently, Saddoris and colleagues showed evidence of altered DA signaling 

in the NAc after withdrawal from self-administering cocaine for two weeks. They 

found that DA release in the NAc does not distinguish between reward-predicting 

cues and was abnormally biased towards reward delivery after cocaine exposure 

(Saddoris et al., 2016b). A bias toward reward delivery after cocaine exposure could 

reflect an abnormal increase in positive reward prediction errors, which could bias 

behavior towards more valuable reward during choice performance on our task. 

 Taken together, these findings fit with our overall result of fewer cue-

responsive neurons in the NAc after cocaine exposure, which ultimately could impact 

processing of upcoming cues, rewards, and associated actions in downstream areas 

such as DLS. Consistent with this idea, we showed that lesions to NAc (Chapter 4) 

and exposure to cocaine impacts encoding in DLS (Chapter 3) albeit, in different 

ways. After NAc lesions, neural correlates related to stimulus and response encoding 

in DLS were enhanced (Chapter 4). After cocaine self-administration, stimulus-

response correlates were unaltered, whereas correlates related to response-outcome 

encoding were enhanced and divorced from actions (Chapter 3). This lack of 

processing of direction and value in DLS might have resulted from impaired encoding 

in NAc. 
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The impact of cocaine in the reward-circuit and how our results fit within the circuit 

Even though the striatum, and in particular the NAc, is hypothesized to be one 

of the first regions to be affected by drugs of abuse, it is important to consider other 

brain regions within the reward circuit that could also be affected early on by 

addiction and subsequently alter neural signaling within the reward circuit. As I 

mentioned in Chapter 1, the OFC and ABL are two areas in the reward circuit that are 

critical in reward-guided decision-making. The OFC signals expected outcomes and 

depends on ABL to encode cue-outcome associations to develop these predictions 

(Schoenbaum et al., 1998, 2003b; Tremblay and Schultz, 1999; O’Doherty et al., 

2002; Gottfried et al., 2003; Hikosaka and Watanabe, 2004; Roesch and Olson, 2004, 

2005; Blair et al., 2006; Roesch et al., 2006; Feierstein et al., 2006; Roberts, 2006; 

Dolan, 2007; Furuyashiki et al., 2008). These regions also show structural and 

functional changes after exposure to drugs of abuse in monkeys and rats, and show 

damage in addicts in human imaging studies (Jones and Mishkin, 1972; Rolls et al., 

1994; Dias et al., 1996; Meunier et al., 1997; Bohn et al., 2003; McAlonan and 

Brown, 2003; Schoenbaum et al., 2003a; Izquierdo et al., 2004; Kim and Ragozzino, 

2005; Chudasama et al., 2007). 

 To the best of our knowledge, the studies in this dissertation provide novel 

evidence of altered neural signaling in striatal regions during performance of a 

complex behavioral decision-making task that changes contingencies often. 

Previously in the literature, a common way of examining executive cognitive 

functions after drug exposure has been to look at measures of cognitive flexibility, 

which refers to the ability to adapt one’s cognitive representations and subsequent 
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behaviors to changing conditions in the environment (Stalnaker et al., 2009). We 

know that addicts have difficulties in changing responses to drug-seeking and -taking, 

particularly when faced with stimuli that are associated with the drug itself. Evidence 

from human studies shows that human cocaine addicts are impaired in gambling and 

reversal learning tasks that both probe cognitive flexibility (Rogers et al., 1999; Grant 

et al., 2000; Rogers and Robbins, 2001; Bechara and Dolan, 2002; Jentsch et al., 

2002; Fillmore and Rush, 2006; Ersche et al., 2008). 

 In particular, reversal learning tasks have been used in rodents to examine 

cognitive flexibility after exposure to cocaine (Schoenbaum et al., 2004; Calu et al., 

2007; Stalnaker et al., 2009). Similar to our task, this reversal task used odor cues to 

either predict a liquid sucrose reward or quinine punishment. After a series of trials, 

these odor contingencies switched and the rate at which the animals learned to 

respond to initial contingencies and then the reversal was looked at in conjunction 

with neural correlates in OFC, ABL, and striatum. Rats exposed to cocaine, either 

passively or through self-administration, are abnormally slow to learn reversals even 

though they learn initial contingencies at similar rates compared to controls 

(Schoenbaum et al., 2004; Calu et al., 2007; Stalnaker et al., 2009). 

 The importance of the OFC and ABL in reversal learning and cognitive 

flexibility is its ability to signal the value of an expected outcome and properly 

encode cue-outcome associations, respectively (Fuster and Uyeda, 1971; Cain and 

Bindra, 1972; Sanghera et al., 1979; Quirk et al., 1995; Nishijo et al., 1997; 

Schoenbaum et al., 1998, 1999, 2003b; Tremblay and Schultz, 1999; Maren, 2000; 

O’Doherty et al., 2002; Toyomitsu et al., 2002; Gottfried et al., 2003; Roesch and 
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Olson, 2004, 2005; Hikosaka and Watanabe, 2004; Saddoris et al., 2005; Blair et al., 

2006; Roberts, 2006; Roesch et al., 2006; Feierstein et al., 2006; Dolan, 2007; 

Furuyashiki et al., 2008). This would contribute to flexible behavior by allowing the 

recognition after reversal that the value of the outcome no longer matches that of the 

predicting cue. Indeed, animals with OFC lesions are impaired in learning reversals 

(Saddoris et al., 2005; Stalnaker et al., 2007a). Furthermore, it has been shown that 

damage to OFC alters ability of ABL neurons to signal cue-outcome associations 

necessary for normal performance on reversals (Saddoris et al., 2005). This suggests 

that OFC is necessary for facilitation of flexible encoding in ABL through its ability 

to signal outcome expectancies. Interestingly, lesions to both OFC and ABL had no 

effect on reversal learning, suggesting that other regions (such as striatum) support 

reversal learning (Jog et al., 1999; Setlow et al., 2003; Schmitzer-Torbert and Redish, 

2004; Yin et al., 2004; Yin and Knowlton, 2006; Takahashi et al., 2007). Lesions to 

striatum confirm this role, as performance is impaired after lesions to VS and DS 

(Ferry et al., 2000; Ragozzino et al., 2002). 

 After cocaine exposure, neurons in OFC failed to develop cue selectivity that 

predicted the outcome where control rats showed robust cue selectivity developing 

for both sucrose and quinine and to the cues predicting these outcomes (Stalnaker et 

al., 2006, 2009). Further, ABL neurons in cocaine rats showed inflexible coding 

during reversal tasks, failing to reverse cue-selectivity after reversals (Stalnaker et al., 

2007b, 2009). ABL neurons in control rats developed selectivity to each odor cue and 

this reversed after reversals, suggesting a flexible encoding mechanism in this region 

(Schoenbaum et al., 1999; Saddoris et al., 2005). The striatum also showed subtle 
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changes in reversal performance after cocaine exposure (Takahashi et al., 2007). Cue-

selectivity was less flexible in the VS of cocaine rats, and there was an overall 

decrease in cue encoding. The DLS of cocaine rats did not show any significant 

differences compared to controls, suggesting that cognitive inflexibility after cocaine 

may arise more from functional changes in the OFC and ABL compared to striatum. 

 These results fit with my results showing that overall there were significantly 

lower numbers of neurons responsive to the odor cue in the NAc or VS in our task. 

Although we do not have recordings from OFC or ABL after cocaine exposure in the 

task in this dissertation, we can speculate from the reversal learning results about the 

impact on the circuit overall. If OFC loses the ability to signal expected outcome 

value and ABL loses the ability to flexibly encode cue associations, we would expect 

this to impact downstream areas such as striatum. Specifically, I would expect NAc to 

lose the ability to signal predicted outcomes based on cues, which has been shown in 

NAc after OFC lesions (Cooch et al., 2015). Indeed, we observe significantly fewer 

odor- and reward-responsive cues and diminished value encoding in reward-

responsive neurons that remain in the NAc of cocaine rats. 

 The loss of important and relevant cue and outcome information would impact 

signaling in even further downstream areas, such as the DLS, that is more closely 

related to control of behavior. Indeed, I show evidence that DLS is impacted both by 

lesions to NAc and cocaine exposure. Loss of NAc increased S-R encoding in DLS. 

However, cocaine increased R-O associations in the DLS that were removed from 

selected actions, suggesting that the DLS was signaling the location of a preferred 

outcome regardless of whether or not actions were taken to obtain it. Taken together, 
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from these studies focusing on decision-making tasks, whether reversal learning or 

our odor-guided delay/size task, it is evident that cocaine alters many regions 

throughout the reward circuit that are critical for normal reward-guided processing 

and decision-making. 

 

Future directions 

 Further work needs to be done to specifically determine the role DA plays in 

decision-making after drug exposure. Reward prediction errors signaled by DA 

neurons are thought to modify decision-making by updating neural representations of 

reward value in NAc. Past research has shown that sub-second DA release increases 

and decreases in response to events that are better and worse than predicted, 

respectively. It is still unknown how prediction error signaling by the DA system is 

disrupted after chronic exposure to drugs of abuse and how this may lead to abnormal 

decision-making. To address this issue, future studies should focus on DA release 

patterns in complex decision-making tasks such as the one used in these studies after 

cocaine self-administration. 

We have shown that rats bias their behavior towards reward that is more 

immediate or larger than expected (positive reward prediction error, increase in DA 

firing) and away from rewards that are delayed or smaller than expected (negative 

reward prediction error, decrease in DA firing). We, and others, have shown that rats 

chronically exposed to cocaine exhibit abnormal behavior during performance of 

tasks that manipulate reward size and delays to reward (i.e. delay discounting; 

intertemporal choice).  An underlying hypothesis is that that these changes in 
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behavior are due to cocaine-induced disruption of reward prediction error related DA 

release in VS. All aspects of prediction error encoding could be examined with fast-

scan cyclic voltammetry, a recording technique that allows high temporal precision in 

recordings of neurotransmitter release. It has been recently shown that DA release 

specifically during cue sampling is severely disrupted after cocaine exposure 

(Saddoris et al., 2016b), and we show that significantly fewer neurons in the NAc 

were responsive to odor cues (Chapter 2). Further studies could be done to rescue 

disrupted prediction error signals via optogenetic manipulation in TH-CRE rats by 

stimulating DA release in NAc at precise time points during performance of our task. 

 More specifically, after training on the task rats would be implanted with 

catheters for cocaine self-administration, chronic electrodes in NAc and DLS, and 

bilateral virus/optical fibers in the VTA to stimulate DA neurons. There would be 

four main groups: two groups will self-administer cocaine and two will self-

administer sucrose pellets. Within the cocaine and control group, you would have a 

viral expressing and non-expressing group to serve as a control for optogenetic 

stimulation. After recovery from surgery, rats will go through the same self-

administration protocol and withdrawal time described in this dissertation. 

 Once recordings start, a blue laser would be used to activate the virus in DA 

cells specifically during odor cue sampling on forced-choice trials. This activation of 

DA neurons would mimic naturally-occurring DA transients found to be altered at the 

time of cues in the NAc. Bilateral implantation of optical fibers would allow you to 

stimulate either bilaterally or unilaterally, to look at overall behavior or neural 

signaling in the same hemisphere that was stimulated, respectively. Specifically, after 
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activation, you could examine neural activity from recording electrodes in the NAc 

and DLS and behavior to determine if neural signals and behavior improved. 

 I would predict that repairing these DA signals in NAc after cocaine-exposure 

would improve performance on forced-choice trials in our task and make rats less 

sensitive to manipulations of size and delay on free-choice trials. I would also expect 

that rescued signals in NAc would affect downstream signaling in DLS and eliminate 

enhanced R-O correlates seen in our study (Chapter 3). The ultimate goal in these 

future studies is to improve our understanding of how neural signals in learning and 

decision-making circuits are altered after drug exposure. A more complete 

understanding of the normal and abnormal function of these circuits is critical in 

aiding the development of more effective treatments for those suffering from 

addiction. 
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