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Chapter 1: Introduction

1.1 Introduction to PEM Fuel Cell Portable Generators

Proton exchange membrane fuel cells are a potenhidicsoto clean power
generation for portable and automotive applications.ir Tdv@ operating temperature
(< 100° C), continually improving power density (> 1 Wlafimembrane), and
relative compact nature make them a viable option foviging scalable clean power
generation. A potential growth area for PEMFCs, thativates the current study, is
small-scale (< 25 kW) auxiliary power applications (Chu 200%)ough solid-oxide
fuel cells have recently begun to compete in this dhesdr, high operating
temperature, poor transient response, and reliancarocettamic electrolyte
materials, reduces their operability and currently tlegyire further development to
provide the efficiencies and range of operation thandeasible for PEMFCs in this

size range.

PEMFCs, however, have the drawback of strict waterag@ment issues due to
the need to maintain membrane hydration for adequatedonductivity to support
the electrochemical reactions. Even slight dropsambrane humidification can
significantly increase voltage losses due to the deeliedbe availability of water
molecules for proton (hydronium ion) transport (Berg 200£Q04; Yan, Soong et
al. 2005) and the associated rise in membrane resistittyhe TPB if water
removal is not handled properly, water can build up andifthbe GDL. This can
lead to voltage losses associated with the inablligas to reach the catalyst layer.

To add to this problem, small-scale auxiliary power uAf3U’s) often require



completely autonomous operation, and must maintain hgdrb& capturing water
produced from the electrochemical reactions. Theserfatrce the design of the
stack and integrated system to produce, use, re-use, aaskrtdie proper amounts of
water to protect the membrane and maintain optimabpeeince under all

conceivable conditions.

Another factor which can significantly affect thetesabalance of a PEM system
is whether or not the fuel feed is based on a refagyipiocess. The need to store a
compact energy dense fuel for small-scale APU applicatidrere portability is
critical, has lead developers to use liquid hydrocarbotisavuel reforming process
to convert the hydrocarbon to a-Hch reformate stream. The reformate stream is
either purified partially through the combination of wagas-shift and preferential
CO oxidation reactors (Ahmed 2002), or completely as iohpi¢he current study,
through H membrane separation. Depending on the fuel reformirgepso likely
auto thermal reforming (ATR) or steam reforming, watérbe required for
autonomous operation, and thus it is critical to undeddtia® nature of water

transport and management within the PEMFC stack foesysperability.

Identifying a safe range of operating conditions is imguartor maximizing the
lifetime of the PEM fuel cell stack and system. lis tiegard simulation tools are
important to determine how the fuel cell responds tgingrconditions so that its
operation within the context of the entire systemvedi understood. Modeling tools
such as the one presented in this study, as well &vwevin other references

(Kristina Haraldsson 2003), provide that understanding to pneeiformance with



respect to operating conditions and variations withoaitrigk of expensive hardware

integration first.
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Figure 1 Fuel cell channel diagram

Figure 1 shows the channel geometry of a single memiketacgode

[

[— e

e

assembly (MEA) with channel flow feeds. The chasmditribute the reactants{H

for the anode and Qor the cathode) that are necessary for distributeccuand

power density. The fuel cell flow channel itself haeny considerations that must be

studied to create the most effective fuel and oxidantetglthrough the anode and

cathode gas diffusion layers to the catalyst layetse direction of the fuel and

oxidant flows, for example, can significantly affeetl performance (Ge and Yi

2003). Providing the optimal cathode and anode channel peessam also affect

system performance. For example, system penaltiesiated with operating at a

high pressure may outweigh the benefit of a higher stalthge. These tradeoffs

are difficult to evaluate without detailed system letetl®s. Some groups have



already to build a knowledge base of such tradeoffs inHemitiponent simulations

(Ahmed 2002; Bhargav 2006).

Although no optimization has been done to date in thidys the ultimate
goal of this research is to use this model with a rafd@OP component models to
achieve a optimized 5 kW APU that can perform under ruggeditams, and in
unfavorable environments. The subsequent chapterdesdribe a 2-D model along

the channel and through the cell, which will be extlaiga to a multiple cell stack.

In the early 1960'’s scientists at GE used a polymer memalas the
electrolyte in fuel cells, having improved on earlectnologies. Although the idea
of a “fuel cell” was not new at this point, this wae first time a polymer was used
for the electrolyte to transport ions effectivelyween electrodes. NASA picked up
the technology when a reliable long-term power genems required to replace the
batteries in its Gemini flights (2006). Work continuedrave next 30 years
improving on earlier designs, and providing power for nicigsions and
applications. Cost and limited,lBupplies, however, prevented PEM fuel cells from
gaining any broad acceptance until recent researchtivets and goals reduced
platinum densities and power losses. In 1993 Ballard, adi2embased company,
demonstrated the first ever fuel cell powered vehict®imunction with Daimler-
Benz (2006). This event was indicative of the resurgehtieel cell technology in
the early 90’s, and it helped to bring fuel cell resed@exdk into the mainstream

scientific community.



1.1.1 Overview of PEM Fuel Cell Membrane Electrode Asdem

As illustrated in Figure 2, A fuel cell consists of awad®, a cathode, and an
electrolyte impregnated with a catalyst. The comlamatif these 3 layers makes up
the membrane electrode assembly (MEA). The varidi@iween types of fuel cells
comes from using different MEAs with different transpdraracteristics, and altering

the operating conditions (e.g. temperature, pressure).

Fegons for Model to Consider
(1 Bipolar plate with flow dividers
(2y Anode gas flow path
(3} Anode gas diffusion electrode
4y Membrane-electrocatalyst assembly
(%) Cathode gas diffusion electrode
(6} Cathode gas flow path

T, O, HaD

Pt-based anode electrocatalyst
@ e H2+2Pt—)2H3O +2e + 2Pt

:-‘.-.:-‘-:-*5‘-.%.:-'.-5 TN
Sttt L

ﬁgﬁ;ﬁﬁao F Gt
NTATITEN
@ e Il'\-"‘\‘-ll'\-‘:'\- e '\-lI "\-‘l

e g e e e

Pt-based cathode electrocatalyst
Oq+ 2Pt +4Hs0" +4e 2 2H, O + 2Ft

Figure 2 Fuel PEM fuel cell diagram

Reactant gas streams, typically humidified air and humeiih for the

cathode and anode sides, flow along their respectiveadecchannels and diffuse



through a porous gas-diffusion layer (GDL) which is typyoalade from pressed
carbon particles or carbon cloth. After diffusing tngh the GDL, the reactants
arrive at the electrocatalyst layer where three-phasindaries (TPB) of the
electrocatalyst, electrolyte, and gas phase exigte tyipical dimension for GDL
thickness is on the order of 0.2 mm, for the electedbgtween 0.025 and 0.05 mm,
and, for the channel cross section dimensions, watidsheights vary between 1.0

and 0.5 mm for each.

At the electrocatalyst TPB, the reactant gasesdserbed onto the catalyst,
and charge transfer reactions provide (on the anodeasideimove (on the cathode
side) charges to the electrolyte membrane. For PESVItFHE electrolyte is a proton
conducting polymer. Typically the ionically conducting pody has no electronic
conductivity but, provides a solid acidic matrix for promgttransport of protons

through the membrane.

The H reduction reactions that take place at the PEMFC aawedas follows,

where the electrocatalyst is assumed to be Pt.
H, adsorption: K +2Pt(Pt)> 2H(Pt) (R1.2)
Charge transfer: H (Pt) +9(e)> HsO'(e) +Pt(Pt) + 2¢Pt_b) (R1.2)

where ‘(Pt)’ represents the Pt surface, ‘(Pt_b)’ regmesthe Pt bulk, and ‘(e)’ the

electrolyte bulk.

As stated earlier, conventional PEMFCs use a perfludforsc acid
membrane for the electrolyte, often Nafion, to condhbe transport of protons across

the electrolyte. When this polymer is saturated W0, it allows H ions to diffuse



from the anode to the cathode agHdue to the acid groups. In the polymer matrix

this results in a concentration gradient across gwtrelyte, and because of the
proton flux, a voltage gradient also forms. This grad&the result of ionic

resistance in the membrane to the flow of positichigrged hydronium ions. The

concentration difference drives the flux of water aypdrbnium, against the voltage

gradient that resists the positively charge®H The voltage difference is illustrated

in Figure 3. Therefore, reducing the resistance acressl¢lstrolyte not only reduces

voltage across the electrolyte, but also mitigatesetffect.
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Figure 3 Vertical voltage distribution through the depth of a PEEA operating
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Figure 3 shows a typical voltage distribution across a R at 0.5 A/cm
of electrolyte geometric area. From the anode GDihécanode catalyst layer, there
is a slight drop in voltage due to resistive loss astetwith the carbon paper GDL.
Across the anode TPB interface there is a signifizanp in voltage due to charge
build up in the double layer between the catalyst anéldwrolyte. The voltage,
drops again across the PEM membrane due to resistgeslérom the ionic current
flow. This voltage difference across the membrane against diffusion in the
transfer of HO" ions across the membrane. The final jump acrossath®de double
layer brings the cell voltage up to a value that is@afit for power production.
There is then one final resistive loss from théngde TPB interface to the cathode
GDL. The impact of various voltage losses will be ussed in greater depth in a

later section.

On the air-side channel, the cathode reactions iBvO® reduction on Pt

particles and the subsequent formation of water.

O, adsorption: @+2Pt(Pt)> 20(Pt) (R1.3)

O, reduction/charge transfer: 28 (e) +O(Pt)>3H,0 +Pt(Pt) (R1.4)

Although MEA components for PEMFCs may vary with adtgive catalyst
and membrane materials being developedfuidled cells with Pt-based catalysts and
hydrated polymer electrolytes will utilize the reactmathway described by

reactions, R1.1-R1.4. It should be noted that reactioh Bhot a fundamental



elementary oxygen reduction reaction. Instead, thereeveral elementary reaction
steps involved to sum to the net reaction R.1.4 and theggen reduction reactions
(ORR) are known to provide a substantial fraction efdlierall voltage loss for the
low-temperature (<100° C) PEMFCs. Some researcherdd@ay&ed on enhancing
pure Pt catalyst activity through structure with altaveaPt-based alloy catalyst, but
as of yet no catalyst has been fully identified wigobvide adequate durability and

enhanced activity (Gasteiger 2004).

Catalyst loadings (gPt/cnof electrolyte) are an important issue with
PEMFCs because of their significant contribution tetcaCurrently, the low
operating temperature of the PEMFC (usually < 100° C) reqineg¢ghe catalyst be
composed of precious metals, most commonly, platinunvelDging catalyst alloys
with smaller concentrations of precious metals has lae industry-wide goal for
many years, but for purposes of this research, itsisnasd that pure platinum has
been deposited as a catalyst at the anode and cathedekhiase boundaries

(Gasteiger 2004; Neyerlin 2005).

1.1.2 Overview of PEM Fuel Cell Stack

Each MEA is the basis for a single cell in a fuel siglck. Once the bipolar
plates are added to the exterior of both the anode d@inddsaside, and used to create
flow channels, this single cell can then be inserriemla stack as shown in Figure 4.
Even by using effective headers to properly distribute #md pressure, it is possible
to experience flooding or liquid water build-up in chanrfdlsw rates are not

properly controlled. To counter this problem, it iseafbest to run at high



stoichiometric flows at low current densities to preveondensation and droplet
formation from blocking flow paths. At high current digas these high ratios are no
longer required, as the mass flow rate is much greatkes@the pressure gradient
across each channel is sufficient for driving water mélve channels and out of the
stack. In addition to creating flow channels for thactants, these plates have flow
channels for coolant as well. The coolant, typjyoathter or a water/ethylene glycol
mixture, is run through the flow channels in these pladeregulate stack

temperature. Figure 4 shows a stack assembly of multifge ce

Anode Inlet Cathode Inlet
. TIN=|H T! T TIR=|H TH~=|M T! TIR=|H TN T! T .
1| : T : 1| : TI0(-=10 THE -8 T =W T T8 T =T
. -l + + - +{l|-IW + - +{l|-IW + t .
C:—lthl:ldE OuﬂEt p s l"\ Anude Outlet
0T
40T
Bipolar plate —— —— Bipolar plate
0T
N b
40T

7 ™
Anode Channel / \ Cathode channel
GDL/Catalyst Layer | GDL/Catalyst Layer

Polymer Electrolyte

Figure 4 PEMFC stack diagram
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The flow distributed through the many channels in theynezlls of the stack,
can be arranged in either a serpentine flow path,rougin straight channels. This
flow orientation has been studied in depth, and variousyge@s hold various

benefits.

When the individual cells are collected in seriesMbleage sum and create a
large potential across the combined cells equaddig Veenavg The current at steady
state is the same through each cell evéfifvaries from cell to cell due to reactant

depletion. The large voltage and current produced provide dowte given load.

Issues typically associated with efficient proton exge membrane fuel cell

operation are mass transport limitations, and effestiater management.

There is a delicate balance of membrane hydratidmmat proton exchange
membrane fuel cell. If the membrane is saturated atdnis not properly removed
from the system by inlet gases, liquid water can blogeg&om diffusing to the
catalyst layers, causing cell starvation. If the imeme is not saturated, i.e. the
anode and cathode flows remove too much water, thentweasity decreases as the
availability of water molecules at the anode TPBhm membrane drops. In the end,
it is this critical balance which determines howcedhtly the stack will run. The
key factor which controls this balance is the re@tumidity (RH) of the Hland G

(or air) feeds.

The biggest potential advance for PEMFCs is in high teatpes proton
exchange membranes which require reduced humidificatidhe ktack can reliably

operate at temperatures above 100 °C, then the H20 vagsug@e(> 1 atm)

11



provides better water removal and humidification problanesdrastically reduced.
Having such membranes would also improve the fuel fléyibf PEMFCs as higher
temperatures would allow for more CO tolerant cataly§&t® is a common
byproduct of fuel reforming, and is a poison for typicaMP&atalysts. For purposes
of this work, runs will be done assuming there is noi€the anode flow, and a

Nafion electrolyte is used with temperatures ranging B80r80°C.

1.1.3 Overview of PEM Fuel Cell System

The fuel cell stack itself needs many balance-of-pglamponents to provide
it with the proper flow rates to run. The additionainpdexity of a system with on-
board fuel reforming and Apurification can create significant challenges toesyst
designers. In PEM generators with fuel reforming and waivery, the stack
would be inserted into a system with, or similar e, following architecture. Figure

5 shows the general flow paths for both the anode ahdaa supplies.

12



Sweep Steam Fuel Recirculation

YWGES reactor

Retentate Air ]

m LP Compressor

Reformer

Burner
Exhaust
Condenser

Depleted Air
Air
Fuel —Pr HP Air Compressor

Figure 5 PEMFC system level diagram incorporating fuel refornaind H2
separation for providing fuel flow and a compressor and Gui@idifier for
providing cathode flow (adapted from (Bhargav 2006))

On the anode side, fuel is pumped into a reformer opgratider either auto
thermal or steam reforming conditions, and is seiat ¢ombined water-gas-shift
(WGS) palladium membrane reactor. The choice betawasmthermal or steam
reforming depends strongly on system level parametersasusfater balance, ang H
conversion efficiency. The reactor drivesatross the Pd membrane, while
converting CO and ¥ into useful H and CQ. The permeate side of the membrane
is swept by steam to maintain a strong driving forGece the steam has been cooled
and condensed, this fully saturategidtream is fed, in conjunction with a
recirculating flow, into the anode port of the stackisTarchitecture was originally

presented in Bhargav et al. (Bhargav 2006).
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On the cathode side, a low pressure compressor bringsnibient air up to
operating pressure, and is then humidified, through a gasst@=geG) humidifier,
with the cathode exhaust from the stack. The GTG hfienidi used to passively
recover water from flow with a high relative humidiggH), by running each flow
across a reverse osmosis membrane. Since thiedgewatirely passive it is
desirable from a systems perspective, to minimize parksds, and from a controls
perspective since the driving force, the differencéégartial pressure of water
vapor between each flow, will not cause the gas beingjdified to take on liquid

water.

In the system modeled in this work, these two flowkhei simulated by a
fully humidified pure hydrogen stream, and a flow of humidiér through the GTG
humidifier and low pressure compressor in Figure 6. Heztagmgers are reduced to
simple assumed heat losses to reduce the computatiothalTbe system then

reduces to the following architecture.

Hydrogen Supply Anode

Purge
G

Air

LP Compressor

Figure 6 Reduced PEMFC system level diagram modeled in current study
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As mentioned above, the humidifier is particularly impattfor determining
the system level effects of cathode inlet RH ledelsng start up, and under ramping
conditions. Inlet RH is an important water managerpanameter for both the anode

and cathode, and is very close to 100% under ideal conditions

This architecture is what might be seen on a comptdsgirogen system,
where fuel supply is easily regulated. These componenikiee realistic for a

system that did not have the complex addition of fuelrneihg and H separation.

While the stack contains many of the important opeggtarameters, the
system as a whole must be taken into account to facparasitic loads, cost,
volume, and weight. This optimization is not the gddh® particular study, but it is
vital to the success and applicability of a model to wstded the exterior factors

which affect the system.

1.2 Modeling PEM Fuel Cells

There have been many different modeling approachemtdasing a PEMFC
which vary greatly in detail, and purpose. The majarftsnodels to date have been
steady state, although some transient simulationsbbeare developed. Haraldsson
and Wikpe (Haraldsson 2003) give a good overview of such maithlsnodel
classifications from 0-D to 3-D. Although it is nottlamn the scope of this work to do
a comprehensive overview of PEMFC models, due primarithe vast number of

publications in recent years, a brief look at differtigpes of models varying in scope
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from the MEA to the entire system with BOP composenmill provide a background

for the approach taken in this work.

1.2.1 PEM Fuel Cell MEA modeling

Many steady state MEA models of varying degrees of rigenmess have been
developed which assume a certain concentration or ntratien gradient along the
length of the anode and cathode channels. In some tteesehannel length and mass
flow rates are not accounted for. Instead zero-D rsaatel developed around the
Nernst equation with voltage losses from ohmic restgtand Butler-Volmer based
overpotentials. Xue and Dong (Xue 1998) developed a 0-D modelimmize system
design based on functional performance while Mann éMann 1999) developed a

general steady state 0-D model incorporating membrang mgmnfluxes.

Springer et al. (Springer 1991) developed a 1-D steady st#tensal model
to better understand water and hydronium flux rates. Woig was a basis for much
of the electrolyte modeling techniques of present wdkphlett et al. (Amphlett
1996) developed a 1-D transient 5 kW model incorporating heeadfér to look at
heat loss as a function of time for a Ballard Markt&ck. This model in particular
has much in common with the current study, althoughisnvibrk, system integration

and a more refined method for handling reactions at B2 has been undertaken.

1.2.2 PEM Fuel Cell Stack Modeling

Since the aspect ratio of the channel is large fgifgl cell channel studied,

the majority of researchers have developed 2-D chammé¢ls, similar to the model
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developed here, to predict cell behavior. Some of tbiegbes use detailed CFD
calculations to better understand flow distribution amatent depletion in three
dimensions through the 2 dimensional channel flow paithjrdo the GDL layer

(Um 2000; Berning 2002).

Several channel models have been developed to mode&gapdrt, which
take a similar approach to that taken in this modelg BePromislow et al. (Berg
2004) studied the effect of flow orientation, gas composisboichiometry, and inlet
humidity ratios in their channel flow model. Cherakt(Chen 2003) varied inlet
velocity, channel geometry, and operating pressure inghannel study. Fuller et al.
(Fuller 1993) developed a 2-D channel model investigatingticargin the flow
channel with special attention given to water managem@ruijicic et al. (Grujicic,
Chittajallu et al. 2004) optimized channel dimensions énddithode using a 2-D

channel model.

In addition to mass transport and single phase heatdrassme models have
investigated two phase flow. You et al. (You 2001) developeddel to investigate
the effects of two-phase flow in the cathode chanfiglet al. (You 2001) also
developed a two phase model, which investigated liquid watesport in the

channels Ballard stacks.

The similarity between these codes and the currerk gtops at gas
transport, as the strategy for handling the TPB reastmd voltage calculations is

different from previous models.
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1.2.3 PEM Fuel Cell System Modeling

Several studies have looked into the effects of BOFpooents of fuel cell
system operation. El-Sharkh et al. (EI-Sharkh 2004) dpgdla systems level model
investigating the added transient effects of a compresgba power conditioning
unit on system performance. Stockie and Promislow Kg&903) developed a finite
volume model using similar numerical techniques to thoed imsthis study. Using a
BDF method to solve the stiff set of equations, theyeaable to predict transient cell
response and assess the effects of varying inlet eomglitAhmed et al. (Ahmed
2002) developed a systems level model with consideratiods foabalance of plant
components. Their system includes a fuel processorcédlledtack, water tank, spent
gas burner, and radiator. This approach is similaré¢mtte being developed in this
UMD group, albeit with fewer BOP components in thelfgystem simulation. Xue

et al. (Xue 1998) optimized a fuel cell system for cosetham a 1-D MEA model.

The model developed in this work is a 2-D, along the aflanodel with
systems level integration for BOP components. The hedended previous studies
with detailed handling of the electrochemically actiegion at the
catalyst/electrolyte interface. It lacks some ofdkéails of other 2-D and 3-D models
developed previously, specifically regarding the isotheamdlsingle phase
assumptions, however it has built in sufficient physicpredict system level effects
on stack performance, is well integrated with CANTER&ware, and has more
versatility for studying various stack parameters, antesysonfigurations than

many of the models developed to date.

18



1.3 Context and Objectives of Current Research

To accurately define an optimal systems level desighngcessary to assess
the effects of system operating conditions on stackweh The objective of this
research is to provide a tool for understanding thetsffgfooperating pressure, inlet
gas composition, and relative humidity on the overafigperance of the fuel cell
stack. Water balance is also of interest in thigysbecause the addition of a
reformer unit to the system requires the retentioprofluct water for a water gas

shift, or steam reforming process.

This model has the built in variability to study théeefs of integrated BOP
components with the fuel cell stack. Ultimately tiaisctionality will lead to an
overall system simulation encompassing all of the comapts identified in Figure 5.
In that context the fuel cell model will contributedgstem level trade off studies

improving on previous work (Bhargav 2006).
Overall objectives of this work include:

* Develop a transient 2-D channel fuel cell model thathmincorporated

into a larger system simulation for future optimizatsudies,

* Incorporate adequately detailed physically based sub-madeigtore
and assess the effects of fuel cell geometry, surfaamistry, and gas

transport,

» Study the effects of pressure drop and operating pressat/eel

humidity and stoichiometric flow rates on fuel cell peniance,
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* Explore the transient response of the fuel cell stattknespect to

changes in load requirements and flow supply.

In the subsequent chapters model development and simulesigits will be
discussed in detail. The general system architecturbenid out followed by an in
depth discussion of the assumptions made in the model andlithty of those
assumptions. Results will be discussed in relatiomtalation objectives and a

conclusion with recommendations for further researititbe/presented.

Chapter 2 will focus on the development of constituttyeagions in the
various regions of the fuel cell MEA. Gas transpamnt the approach taken to handle
interactions at the TPB of both the anode and catheilde discussed as well as

model validation using Ballard test data from a Mk902 5 kW dattlstack.

Chapter 3 will focus on steady-state simulation resalset on the Ballard
Mk902 stack parameters and an evaluation of the validityese results, as well as a

simple sensitivity analysis of critical model parametsill be discussed.

In chapter 4, transient simulation results both froadllprofiles, and varying
stochiometries, which the stack may see as a refldolh@ response times of other
system components, will be shown. Catalyst surfaazions, and bulk
concentrations in the electrolyte, will be showrctorespond directly with variations

|n Vce||.

The final chapter summarizes model results, discussetusams and of
knowledge gained from these simulations, and finally recenas improvements

that should be implemented in the future.
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Chapter 2: Model Development

2.1 Introduction to Model Development

Several key principles were employed at the beginningoafeidevelopment,
to determine exactly what type of model was neededisistudy. 1) Because the
model is intended to be placed within a larger simulatio&ycomplexity of the
simulation must not cause excessive computational derBafithe model must
capture the necessary physics of channel flow, temperaand pressure, to
accurately calculate concentration gradients for propkage, and mass flow
calculations. 3) The model must have adequately detailethedbis to evaluate
different catalyst surface chemistry, various MEA gewieg and a range of flow
conditions such that design assessments of MEA and atelukecture can be

undertaken.

With those guiding principles, it was decided that a 2-Ddattichannel flow
model, with system level architecture be developed. M¥H was chosen for the
main coding environment, and CANTERA was used for hagdhermodynamic and
electrochemical calculations as well as surface @tgyrand electrochemical
reaction rates (Goodwin 2003). CANTERA permits these patiensito be defined in

an input that is provided to the model.

2.2 MEA Model Development

The membrane electrode assembly contains the nyagdribe inner workings

of the fuel cell code. The electrolyte, TPB, and Gidintain the critical state
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variables which determine fuel cell efficiency, and podensity. Each of these
regions will be examined in depth. The overarching agans made in this model

are as follows:

* Flows are treated as ideal gases and there is no liqted tuald up in

either the anode or cathode flows

» The fuel cell is adequately cooled such that it is runisiothermally

* Flows through the porous GDL matrix are approximately ih-fthe

direction perpendicular to the membrane surface

* There are no gas phase reactions in the MEA or chiéows

* The flow is modeled as incompressible

» Linear gradients exist within the bulk electrolyte phlaseveen the anode

and the cathode

* Modeled channes are straight, not serpentine

These assumptions will be discussed in the differentmegibthe MEA, as

well as how these assumptions impact the constituguatens.

For cases studied in this work, a straight channel flatk will be assumed,
although the flexible nature of the code allows fopsatine studies. Only minor
adjustments are needed to approximate a serpentine chasadlon a linear channel

model

For the purposes of this study, the x and y conventishags/n below. The z

direction is arbitrarily defined as positive into thg@aas there is no z channel to
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channel communication. Data from one channel israed to represent all channels
throughout a given cell, and further throughout the stackmaddel this behavior, we
begin by assuming the cell layout shown in Figure 7andfstite variables. The
cell is divided into multiple sub-modeled regions in thergation with state

variables specific to each region.

Inlet algebraic variables Channel variables Outlet algebraic variables

: > > !
oy, e ™My vy ™y TPm!
. > v >
Y.T,P, @
— Interface variable
) Y V_ ___________
£ Yo T.P.,m,p  — GDL variables
y . AN
Y. T,P.m, 06, |—

I C,.0r'Cr.01 e | Electrolyte Variables

Figure 7 Fuel cell channel cell diagram

Under this geometry, the user is able to specify anyorumf points both in
the x and y directionY,, Ck (kg/m3),™ (kg/s),P (atm),op (V), T (K), and®y,
constitute the state variables used to describe thensysThe y direction
discretizations divide the GDL for more accurate diffedsehavior. However,
because the system includes multiple components, edtimwitiple points, limiting
the number of discretizations must be done to reduce catignal time. In the
channel, pressure, temperature, and mass fraction®agd at the cell centers, while

mass flows are stored at cell interfaces.
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2.2.1 TPB Modeling

The three phase boundary is the interface betweegld@tiolyte surface, the
gas phase, and the carbon-supported catalyst-loaded G4 is Tie most critical
region of the fuel cell stack. To provide a path forrdectants and products on the
anode and cathode, the catalyst particles, diffused getamnés and membrane acid
groups must all be in contact. The carbon particlegshadupport the platinum
catalyst and form the GDL structure, are necessargrtoriding a path for current
flow out to the bipolar plates, the electrolyte creagath for the proton flow
(H30"), and the catalyst particles facilitate reactionsiath lower temperatures. It
is in this region that much research has been dobetter understand the behavior of
catalyst particles and the contact geometry of thetrelgte in order to minimize
catalyst loadings though various deposition/fabricatichrigiues. The assumptions
and boundary conditions used for this region are listem\helnd the assumptions

will be discussed.

» TPB reactions take place along well defined edge wheratiayh
catalyst particle comes into contact with the gasehasd the electrolyte

interface
* There is no pressure loss from the channel to the TPB

* Fluxes between both the TPB and electrolyte, and THBZDL, are

balanced at each interface.
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* There are no horizontal diffusion fluxes around the TPBe x direction

» Effects of gas phase expansion are handled by forcmgofld of the TPB

into the GDL

» Mass flow is defined as positive towards the membnaties TPB

Calculating diffusion into the TPB from the GDL is impant for providing

accurate time scales in this transient simulatiommAFick’s law:

—_ 2D (Cy o ~ Cy rps)
ot (9oL t Orps)

1

whereg is this porosity of the carbon cloth TP®;p. is the thickness of the GDL,
dtpe IS the thickness of the TPB, and i€ the concentration by mass. The effective
diffusion coefficient is calculated as an average betvwee Knudsen diffusion
coefficient and the binary diffusion coefficient. @ioing the binary diffusion term
from CANTERA based on thermodynamic data, and by takiag<nudsen diffusion

coefficient as:

2r.. [8RT
D - por
k3 N
2
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The effective diffusion coefficient becomes:

2

1 r
+
DKn,k ‘ED

Deff =

m,k

3

By using a finite volume approach, and by usingaiasv from the GDL as
an inlet boundary condition, we define the congsmeequations within the TPB.
We assume there is no diffusion in the x directigthin a TPB region. This is not an
unreasonable assumption based on the aspect fatie cell thickness to channel

length, and the relatively small number of disaaions done in the x direction.

Gas phase mass continuity with the catalyst suria@etions acting as the

source term in the TPB region gives the followiogi&tions:

Dd_'o:

dt n“ln,GDL + Wk AgeoSTPB

4
where

STPB = AcatSTPB + Aelecselec + ITPBSI,TPB

5

The surface production rate at the TPB is sumefptioduction term from the
TPB reactions, the catalyst surface reactionstlamelectrolyte surface reactions.
AcarandAgec are dimensionless areas per geometric ared;and the length of TPB

per geometric area shown below in Figure 8. Thigtle will be discussed and in
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great depth in subsequent sections as it has a stramgnicdl orVe, and is not well

known.

This TPB interface is set as the lower bound forTtR& volume, leaving

do
mass flow rate towards the membrane #Hdin the GDL as unknowns. By

assuming that pressure equilibrates instantaneously,atiel s isothermal, and the
flow is an ideal gas. From this the derivative ofittesal gas law gives the following

equation where the second equality is based on the is@hassumption.:

@W pdﬂ PV_Vd—T pdﬂ
do_dt ., dt _ dt __ dt
dt RT RT RT? RT

6

Instantaneous equilibration of pressure is a reasoaablenption, because

with respect to other variables, pressure equilibratésre of magnitude faster.

dw, do
From the definition of molecular weight we can derivgg and obtain dt

using the ideal gas law:

gy, /dt |
do, __ P ; W,
dt RT| (gey, Y
7
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To close the set of equations, continuity of speci€zartesian coordinates

shows:

dy, : dy,
d_tk =-00, +sW, _p(vyd_)ll(j

Discretizing the spatial derivative in the y directputs this equation into a

DAE form for the MATLAB DAE integrator.

dv,

i 1 (. : 5
dtyj = @{my,j—llz (Yj—l -Y, )+ A\:at[‘]k,j—llz + S tps ~ Yk j iZ:l:Sk,TPBjJ

9

do
Assuming that the pressure increase associated yyitforces flow out of the

TPB into the GDL, the mass flow rate out of the T2 be determined. Without
eliminating the effects of pressure waves througitiae cell, the set of equations
would become more computationally demanding withaelting significant

increases in accuracy.

There are various approaches to handling surfactioes at the catalyst
layer. Although the catalytically loaded regionttwl PB extends for some depth at
the electrolyte/GDL interface, the thickness isagalty limited to less than or equal
to 20pum. Calculating the distribution @f andeeiecin such a thin layer as in Springer
et al. (Springer 1991) is beyond the scope ofdgihisilation, and thus this region was

not discritized, but rather treated as uniform iniits depth. At the TPB, surface
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fractions of the catalyst, and surface fractiondefelectrolyte interface were

calculated as follows:

d ek cat _ Sk,cat

dt r

cat

10
dg,

k,elec Sk,elec

dt r
11

elec

The catalyst site densit¥cq;, is assumed to be equal for both the anode and
cathode catalyst layers, although it is likely that enplatinum is deposited on the
cathode to reduce the large activation overpotentiacéged with the oxygen
reduction reaction. The site density between tharelgte and TPB/ e, are not
well known, but were set high th&g,: based on the assumption that reactions
between the TPB and electrolyte are not rate ligtifhis value was set equal for

both the anode and the cathode TPB layers.

It should be noted that for reactions at the TPB,ti@ag include the transport
of species from the surface into the bulk phases (elesinto platinum, or

hydronium and water into the electrolyte bulk).

In both equation 10 and 11 the surface production rate indbdé&sPB
reactions rates as well as surface reactions defimeghth interface. The electrolyte
surface, for example, has electrolyte bulk reactiomr&ldhition to reactions along the

TPB.
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For the model created in this work, the complex TP&rfate was defined by
combining a catalyst interface and an electrolyterfate into a lumped object
discussed subsequently as an “edge”. The edge containsemiitgses including a
catalyst surface, catalyst bulk, electrolyte surfalsetmlyte bulk, and a reactant gas.
Though it is difficult to visualize, Figure 8 shows two preed interaction

geometries at the TPB.

H;

Three Phase Boundary|

Figure 8 - Proposed models for geometries of a PEM anode TPBhejnTersection
of the gas, electrolyte, and catalyst phases in arlieége. b) A configuration in
which gas interacting with the catalyst and electeylgiffuses first through a film of
electrolyte.

Figure 8 a) shows this active region as a linear mterbetween the catalyst,
electrolyte, and gas phases. Figure 8 b) shows a scéenaiiich gas diffuses though

a thin coating of Nafion to reach the active regidncw is better defined as an area.
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Though both of these situations are likely to occurtherpurposes of this model, we

will assume a linear reaction region.

By defining these phases as a lumped edge object, reanbioldsbe specified
which involved many phases. The phases involvedeim#B region include the
catalyst bulk, electrolyte bulk, gas, electrolyte surfarel catalyst surface. In this
lumped object all phases are available for reactid¥kile the catalyst/gas phase
kinetics were assumed to follow the mechanism definddifiyemo et al. (Rinnemo
1997), to be discussed shortly. R2.1-R2.3 are the assumeadnsaaking place at
the TPB. Although there is debate as to the true merhahrough which protons
move across the polymer electrolyte, R2.1-R2.3 are thergy accepted principle

reactions at each TPB/catalyst interface.

Reaction A (mollcm2s) P Eax (I/mol)

R2.1 H(Pt) + HO(e)« Pt(Pt) + {Pt_b) + HO'(e) 5.00E+12 0.5 12000
R2.3 &Pt_b) + CX(Pt) + HO'(e) — OH(PY) + HO(e) 5.00E+12 0.5 12000
R2.4 &Pt_b) + OHPY) + HO'(e) < H,O(Pt) + HO(e) 5.00E+12 0.5 12000

Table 1 Charge transfer reaction rates at the TPB

Though these reaction rate coefficients have beeewbat arbitrarily
defined, they are quite reasonable, and have been saini#vwbh reported values.
These parameters are not well reported in literatufmdimg some validation was
somewhat difficult. After some rigorous work, Neyedinal. (Neyerlin 2006) fit an
exchange current density of 2.47® some oxygen reduction reaction kinetic data.
The exchange current density is the rate at whicliretdgemical reactions proceed in

one direction, but is not the net rate. Using CANTEBAalculate either the
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creation rate or destruction rate of electrons at O&M by using the fitted values of
Itpe.an@ndltpg caln this work, it is possible to calculate the exchangeent density
predicted from this model. This model predicted a value4#2&°. Though this
shows a disagreement of greater than an order of magnitudiebe shown from
Figure 23 that the sensitivities lafs anandlps caare relatively high, and may not be

properly represented in the model.

Reaction rates are based on Arrhenius expressiohe @dltowing form:

The mechanism for Pt/gas phase reactions, developemtgrf et al.

(Rinnemo 1997), is summarized in Table 2.
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Table 2 —Surface chemistry mechanism used for reactions oatRlyst on both
anode and cathode electrocatdlyst

A or stick
coef. Beta E act

Reactions (mol/cm2s) - (J/mal)
Adsorption/Desorption Reactions
H2 + 2 Pt(Pt) => 2 H(Pt) 4.46E+10 0.5 0
02 + 2 Pt(Pt) => 2 O(Pt) 1.80E+21 -0.5 0
2 H(Pt) => H2 + 2 Pt(Pt) 3.70E+21 0 67400-60000H(Pt)
2 O(Pt) => 02 + 2 Pt(Pt) 3.70E+21 0 213200 — 60006®O(Pt)
H20(Pt) => H20 + Pt(Pt) 1.00E+13 0 40300
02 + 2 Pt(Pt) => 2 O(Pt) (Duplicate) 230E-02 O 0
H20 + Pt(Pt) => H20(Pt) 7.50E-01 0 0
Reversible Surface Reactions
H(Pt) + O(Pt) <=> OH(Pt) + Pt(Pt) 3.70E+21 O 11500
H(Pt) + OH(Pt) <=> H20(Pt) + Pt(Pt) 3.70E+21 O 17400
OH(Pt) + OH(Pt) <=> H20(Pt) + O(Pt) 3.70E+21 O 48200

% Non-Charge transfer reactions adapted from Rinnerab @innemo 1997).
Reverse reaction rates taken from equilibrium rateteots derived from
thermodynamics of surface species

Although this mechanism was developed for catalyticigmiat higher
temperatures, it is sufficient for the gas phase raactiothis study. In selecting a
mechanism for Pt, another mechanism developed by Mimadesnd Vlachos
(Mhadeshwar 2004) was originally used. Unfortunatelyrehetion rates of this
mechanism caused instabilities within the code. dtillsnot entirely understood why
this mechanism caused these instabilities, althouglbélieved that deficiencies

with the DAE integrator in MATLAB may have caused samenerical error.

Table 3 — h® and 8 of Pt surface species at 298 K
Surface Species h’® @298 L @298

kJ/kmol kJ/kmol*K
Pt(Pt) -1.0221E+03 2.2514E+01
H(Pt) -6.5324E+03 1.7082E+01
H,O(Pt) -3.6343E+04 -3.9050E+00
O(PY) -1.4668E+04 3.3979E+00
OH(Pt) -2.9111E+04 -5.4811E+00
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In after selecting the kinetics for these reactiovesdefine the
thermodynamics of each species within each objetitatadhe chemical potential of
each species can be calculated for given pressures goer&tures. These potentials
are used to calculate the voltage across each TPBgakehase thermodynamic
data was taken from the NASA JANNAF polynomials, wtiiile thermodynamics for
the catalyst surface species were taken from Rinn&inonémo 1997). For the
anode, the net reaction is defined as:

H,+2H,0 - 2H,0" +2¢”
13
At equilibrium, the following is satisfied whereis chemical potential and F

is Faraday’s constant:

Hiogy T 2Hn 200 = 2/1H3o+(e,) +2F@,, —2Fg,

14

LUH 29) T 220y ~ 2’uH30+(eI))
2F

AR =@~ =

15

Using these expressions with both the anode andatifde, while assuming
the chemical potential terms are those of the haseat open circuit conditions, the
open circuit voltage (OCV) at zero net current barcalculated across both
electrodes as the sum of these potential diffeendée total cell OCV which is
equal to the sum of the cathode and anode OCVde&und using the change in

chemical potential associated with the global dgassp reactions. Since the current is
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zero at OCV, resistances due to ionic or electromipenit flow need not be calculated

or factored in as voltage losses.

For voltage calculations, CANTERA assumes that thigities of H;O" and
H,O are equal to their mole fractions within the elelgte bulk. Treating the
electrolyte as an ideal solution is a reasonable gggumbecause the water and
hydronium are treated as liquids. Total cell voltage s&ctbe anode double layer can

then be calculated as:

— 2
a
o0 =0p° - R noes
nF (aHZO,eI,a) I:)Hz(g)

16

where R andF the universal gas constant and Faraday’s number ragggcti

n is the number of electrons in the reaction (2 ime¢hse), T is temperatura, is
activity of species k, an®, is the partial pressure of species k. Mole fracti@nscc

replace the activities in the log term above, but thege left as activities to maintain

a general expression.

The same analysis can be done on the cathode side.
0502, +2H,0"(e) +2e” - H,0+2H,0(e)

17

0'5/‘102(g) + 2”H3O+(e|) +2F¢el,c _2F¢C = /'IHZO +2/'1H20 (e)

18
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(_ 0.5#02(9) - 2/jH 30" (el) + ﬂH 20 + ZﬂH 20(e|))
2F

AR =@ ~ Q. =

19

2 1/2
w _w - Aw ° 4 RTIn aHSO,eI,a I:)Oz(g)
C el,c C nF

2
(aH 20,e|,a) aH 20(9)

20

The thermodynamic polynomials for the hydronium @ for liquid phase
water, were taken from the database of Burcat @wWw006). Since the hydronium
data was in a gas phase it was necessary to sufptnaicthe enthalpy term the heat of
hydration and to alter the specific heat term ghel it matched closely with that of
water. The heat of hydration of an® ion was taken from Dang (Dang 2003) who
reported a value of -481000 J/gmol. For this woink, heat of hydration for
hydronium was set to -921000 J/gmol to obtain bettgilibrium reactions of charge
transfer reactions. This is not unreasonable denag the addition of polymer acid
groups would tend to increase the heat of hydratiad this value is not reported in
the PEM literature. In addition, the entropy temas fit such that the distribution of
voltages across the catalyst/membrane interfaleldske to expected published
data[ref]. This entropic fit does not affect the \DGr operating voltages however,
because the voltage drop across both the anodeddfee and cathode/electrolyte
double layers (As indicated in equations 14 andl d®end inversely on the

hydronium ion chemical potential. Thus the overall voltage difference is
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independent of the hydronium ion chemical potential ermiodynamic properties,
and the entropy value is just a reasonable fit to keepdhage drops within a range
less than the total drop as indicated by Figure 3. TheaB made such that at OCV,
the voltage increase across the anode double layeappasximately half of the cell

voltage.

Voltage in the TPB region is calculated differently both the anode and
cathode sides. For the anode, voltage at the TPRcidat@d based off of a resistive
loss between the anode GDL and the cathode TPB, fraseraspecified current

density.
0= 401 _¢j+l - IceIIRa,j
21

On the cathode side, however, voltage is calculateditmaseharge build-up
across the cathode catalyst double layer. An assurpeditance stores charge as the

double layer equilibrates.

dt C, dt

d%,TPB _ (SelectronTPBF - Icell) + d¢c,TPB_eIec

22

S.ecrontee 1S the net production rate of electrons at the TPidh@n the

electrochemical reactions found in Table 1, whilgis specified by the user as a
desired current density. This voltage is dependent oagelt the electrolyte side of

the cathode double layer. In the left-hand-side massxndafined for this DAE, this
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equation creates an off diagonal element. The impatisobn the numerical solution

will be discussed subsequently in Section 2.5 which discasgesrical techniques

2.2.2 Electrolyte Modeling

The electrolyte handles the mass flux of hydronium foms the anode TPB
to the cathode TPB. The following assumptions are nadelater justified,

regarding the membrane:

» There is a linear gradient in hydronium and water canaBons, as

well as voltage across the membrane

« The total concentration of#@" can increase or decrease despite

having a fixed number of acid groups, and a constant volume

* The electrolyte resistance is a function only ofevaiontent and

temperature

* Expansion of the electrolyte due to variations in watecentrations

is negligibly small

Membrane concentrations of® and HO" do not show sharp changes under
various loading conditions, and thus to capture transesponses of membrane
properties with time, 10% of the membrane volume is usethé storage volume of
the concentrations in the near-surface conservatjoations of the electrolyte on
both the anode and cathode sides. Although the regséanass the electrolyte
varies slightly with HO content in the membrane, its dependence is weak Isaich t

the gradients in concentration as well as voltagesadtte membrane can be assumed
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to be linear. This avoids significant discritizatiomghin the bulk phase of the

electrolyte membrane.

Capturing variations in the membrane concentratiGag, Chso+, Can be
critical for assessing the operability of a particalandition where dryout or flooding
of the catalyst is concerned. While these issues wat specifically addressed in
this study the current technique offers a good approximafiomlembrane conditions
with time. In reality membranes will tend to swehen humidified, and can cause
significant expansion problems when placed in compresaeklss Springs are often
designed into a stack to reduce the stress of this meenbsgansion on the GDLs
and channels. Since expansion, however, in gendeakithan 5 % [ref], these
expansion effects are negligible, and thus conservatjaations folCy20 andCgzo+
in the near-surface bulk phase are governed by a constante analysis as follows:

de - A\elec(wk Sk,elec + 'Jele(;k)
dt 5TPB

23

where A, . is the membrane area in contact with the TPB fgiven cell,

S

eeck IS the molar production rate of species k per unit aréiaeaglectrolyte d.; is

the thickness of the volume near the TPB region @ek'in this study), andl ., is

the flux of species k across the membrane (Defined sisveofrom the anode to the

cathode). For the wate;, includes condensation/vaporization which behave like

an adsorption/desorption reaction and is modeles] ggpresented below in
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equation 32). The condensation or vaporization of water from the electrolyte
near the TPB, likely dominates other possible surfeeactions” at the

electrolyte/gas-phase interface.

Predicting J e. 1.0 and Jg..1i30. With respect to operating conditions is

necessary to obtain the correct voltage predictionsglaperation. The membrane
can show significant drops in flux and increases irstasce, if it is not properly
humidified. However, it is difficult to obtain an accweatiffusion coefficient for
hydronium and water species in the electrolyte. Ingetigese coefficients will be

strongly influenced by the water content of the memdbraBerg (Berg 2004) has

used the following relations to express the variatiotihése coefficients whei@, is
the diffusion coefficient of hydroniun®),, is the diffusion coefficient of watew,, is
the effective water content of the membrane, antl dpand d, are temperature

independent pre-exponentials (Berg 2004).

D, (A,,,T) =d, exp(-1683T)A,,
24

D, (A, T) =d,, exp2436/T)A,,
25

The coefficientsd, =16x10°m*/s andd, = 21x107"m’ /s were obtained

from empirical data for a Nafion membrane (Berg 2004).

These diffusion coefficients are used as the basm tffusion mechanism
across the saturated acid membrane following Fick's |aWe counteracting force of

this diffusion, is the electro-osmotic drag. When hypilrm ions migrate across the
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PEM membrane, they drag a number of water moleculesseas well, causing a
historical dry out of the anode side of the membraltee reduction of membrane
thickness in recent years has reduced this effect fmpwing the relative strength of
the concentration difference-driven flux. Severake¥ch groups have developed
relations for mass flux terms across a PEM (Yan 2008) Be04). Berg et al. (Berg

2004) proposed the following mechanism for representingrbafis flux terms:

dC
Jho = (_ D0 ﬁ + ‘JHBO(N(/‘) _1)j
26

The electro-osmotic drag coefficientA)(i.e. the number of water molecules
being dragged across the membrane peph| is based on the saturation level of the
membrane itself. The electro-osmotic drag coefftaea function of water content
in the membrane. Values reported by Berg vary fromIL4qBerg 2004). In this

study it is assumed to be constant at 1.

The flux of hydronium ions also has a counteractingefor€he voltage
difference across the membrane, shown in Figure 3tsdbe concentration
difference-based flux. Berg proposed the following retat@account for these two
processes (Berg 2004):

dy RTOCo ay

] _ [_ D dcH3o+ F do

27

The use of each of these flux relations, combined thithsource terms from

the surface reactions at the catalyst/electrolyefece provide the basis for
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understanding the production and transport of ions in tih faEl cell as well as the

primary source of voltage generation across the MEAeds

Since membrane hydration is such a critical elenmetita operation of a fuel
cell, it was necessary to develop a vaporizationioglathich could account for
changes in membrane water content with varying gasdikes. Using relations
developed by Ju et al. (Ju 2004), a vaporization and condensalation was

created.

H,0O activity in the membrane can be calculated as (Ju 2004):

WherePsat 120iS the saturation vapor pressure at the membrane tetmngeia
Fromay2o, the membrane water contenat equilibrium from an empirical relation,

associated with the calculated saturation pressure (Ju 2004).
A =043+1731a, , -3985a, ,° +36.0a,,’ for0<a,, <1

29

A=14+14(a,, -1) for 1 <a, ,<3

30
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It is assumed that for 3 &, ,, 1 equals the commonly reported super

saturated value of 23 (Mann 1999). The valug,dfom 24, and 25 is found as the

average betweenA on both the anode and cathode sides.

Once A has been determined, it is possible to calculate whetier
molecules condense or vaporize from a sticking probalgliation. Given a

collision rate scaling factor for condensation rdi@sed on a sticking probability of

o,
oP,
K — H,0
4/941400r
31
the condensation/vaporization rate as:
Scond = K(Cw,memcalc - Cw,mem)
32
C..memiS the current water concentration in the membrawkisarelated ta
by
C _ pdry,menﬂ
w,memcalc m
33

Ju et al. (Ju 2004) reported the dry membrane density =2008, legiththe

membrane equivalent weigi .., = 1100 kg/kmol of sulfate ion sites.
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The voltage calculation at the anode electrolyte flterplays a strong role in
defining the overall cell voltage. The voltage jump asrtbss interface is the result of
charge build upon the catalyst side of this boundary, amtve&a@alculated by
balancing the current densities at the TPB. Assumingeszapacitance associated
with the charge build up between the electrolyte andysatayer, we solve for
voltage on the electrolyte side of the anode TPB inhnthe same way as in equation

22.

d¢a,TPB_eIec - _ (I cell — SeIectronsTPBF) + dwa,TPB

dt C, dt
34

The dependence here of voltage on another state easaidndled by

creating off diagonal elements in the mass matrixisfDAE.

Next handle the voltage loss across the polymer membrislann (Mann
1999) proposed a relation for resistivity of Nafion dgrection ofi, T, and.. The
total resistance across the membrane can be tholighthaving both an electronic
and protonic component. In generalefRoniciS sSmall and is assumed to be zero here.

Roroton CaN be calculated based on empirical relations asvel{Mann 1999)

r..o

— elec”mem

proton
Ageo

35

where gecis the electrolyte resistivity to ion transpod,., is themembrane

thickness, and\eo is the geometric area. The membrane resistivitypeafound as
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wherei is the current density in A/dmand T is the membrane temperature.
Finally, using Ohm’s law, the voltage drop acrdss ¢lectrolyte is found through

following algebraic equation

'Ageo".j H,O" RProton

H,0"

O = qac,TPB_eIec - qaa,TPB_eIec -
37

The assumption of a linear voltage drop acrossrigmbrane is reasonable
given the thickness of the membrane and the asslimeed concentration gradient of

both water and hydronium species in the electrolyte

2.2.3 Gas Diffusion Layer Modeling

The GDL acts as a support for both the catalydigies and the flow
channels, facilitates the diffusion of reactantsh® TPB, and acts as a low resistance
path for electron flow to and from the current eclbrs. The boundaries of the GDL
are its interface with the TPB, and the chann&l fimth. The following are

assumptions made regarding the GDL.
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* Fluxes between both the channel and GDL, and TPB anda&®
modeled using an effective Fickian diffusion coefficieasdd on an

average Knudsen and molecular diffusivities.

* There are no horizontal diffusion fluxes in the x di@mt within the GDL

» Effects of expansion are due%lrt3 =0 are handled by forcing flow out of

the GDL into the channel
* There are no reactions or condensation on carboacgsrfn the GDL

* A fully-developed flow with a Sherwood number of 3.5 isuassd in the

channel to model the flux into or out of the GDL/chalnnterface

* There is no pressure loss through the depth of the GDL

As in the TPB region a finite volume approach was usédeirGDL with no
diffusion in the x direction. This assumption is basedhe fact that the aspect ratio
of the cell thickness to channel length is quite snfadir the runs with 4 channel cells
discussed later in the thesis, the aspect ratio ofeogjth to GDL thickness is
approximately 800:1. As in the TPB, where it is assunwed i8 only in the vertical

y-direction:

19

dt v.j-12 my,j+l/2
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The mass flow rate in is used as a boundary condigaming mass flow rate
% -
out towards the membrane a v in the GDL as unknowns. As in the TPB, from

the ideal gas law, and the definition of molecular weitte change in density with

respect to time is found as in equation 7.

To close the set of equations, continuity of speci€zairiesian coordinates:

% _

=00 +d)kv_v—p(v dYkJ

y d_y
39
Setting this equation up in MATLAB requires discretizatiohshe spatial
derivative in the y direction. Assuming there is narse term in the GDL,

continuity of species follows as:

dYkJ 1

dt = e (my,j—llz(Yk,j—l _Yk,j )_ my,j+1/2(Yk,j _Yk,j+1))_ Jk,y,j+1/2 + Jk,y,j—1/2
GDL

40

With the convention shown in Figure 7, mass flowd #uxes are defined at
cell interfaces, with mass fractions, temperatused, pressures defined at cell
centers. The upper bound for the GDL is definethkychannel/GDL interface and

will be further discussed with the set of chanmglagions.

Voltage drop in the GDL is based on user specti@gdent. A simple resistive

loss defined by an algebraic equation is used ltulede voltage. On the anode the
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reference voltage is at the interface, but on theock side, voltage is referenced
from the TPB catalyst layer.

0=¢ -9, - 1Ry
41

The first cell into the GDL from the channel is bded by the GDL/channel
interface. Using Fick’s law the flux across the GDiakenel flow interface follows
as:

EDgq (Ck,int _Ck,GDL)

a_GDL
42

‘Jk,ch -

whereg is this porosity of the carbon cloth GDigp, is the thickness of the
GDL, CkinrtandCyapL are the concentrations by mass and the interfatteemter of
the first GDL cell. The flux between the GDL and ffeB was already discussed in
equation 1. The effective diffusion coefficient is cédted in the same way as in the
TPB, using CANTERA to obtain the mixture averaged difasioefficientDy, and

by taking the Knudsen diffusion coefficient as:

_2r,, [8RT
3\ /w
43
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The effective diffusion coefficient becomes:

Deff =

2.2.4 Channel Flow Modeling

In a few of the transient models that have beerldped it is assumed that
there is a constant species concentration alonghéuenel (Pukrushpan). This
assumption may hold for short channels with reddyinigh stoichiometric flow rates,
but by discretizing the flow field in the x and iyetttion, it is possible to obtain a

more accurate assessment of channel conditionsghra finite volume approach.

The following assumptions were made about the addorsimplify the
conservation equations which follow. Each assuwnpuvill be justified later in the

discussion.

Effects of expansion are handled by forcing flowvddhe channel

The flow in the channel is in the laminar regime

There are no surface reactions, or condensatientsfin the channel

A Sherwood number of 3.5 is assumed in the channel
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Mass continuity in the channel:

d,o _ :
dt mm c2 T e T My a0

45
The mass flow rate in is used as a boundary condigaming mass flow rate

out and% in the channel as unknowns. The mass flow ratleeiry direction is

governed strongly by the surface reaction rate at Bi& TAs in the TPB, from the
ideal gas law, and the definition of molecular weigh¢, ¢thange in density with

respect to time is found as in equation 7.

To close the set of equations, continuity of speci€zartesian coordinates

shows:
dy, N dYk dy,
—=-00, +aWw, - oV +V, —
dt |:]k a)k k p( X dX y dyj

46

Setting this equation up in MATLAB requires discretizatiohshe spatial

derivative in the x and y directions.

dy, . 1 /. : i
dkt’ - P (m—1/2(Yi—1 - )_ M.y (Y| _Yi+1)_ mj+1/2(Yi _Yy'jﬂ))

47

As in the GDL, the channel/GDL interface is usedh&sboundary condition

in the y direction. From the above derivation vae@again obtain the conservation
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of species equation. This upwind differencing scheme exawifto work well for the

cases studied.

We have so far defined fluxes between the TPB and GELGDL and
channel, but have not discussed in depth the assumptialesregarding these
calculations. The interface between the channett@&DL, as shown in Figure 7,
also contains state variables for this systemhaigh it is possible to calculate an
effective diffusion coefficient which accounts for tt@ncentration gradient between
the center of the channel cell to the interface, the interface to center GDL cell, it
is good to calculate these values and store them toahbetter picture of where
transport is limiting in the y direction. Since coatree mass flows drop out of the

species equation, mass fractions at this interface wadculated as:

dYk,int _ 'Jk,ch - 'Jk,GDL

dt pint 5

48
Where,J chis the flux from the channel to the interfadegp. is the flux from

the interface to the GDlg;, is the density at the interface, aht an average length

between the interface and each cell center.

Although we assum%tE =0, this does not mean that pressure cannot drop

due to frictional losses in the channel. Depending en sgecified operating
conditions, pressure loss may be calculated in the gtiireas an algebraic equation.
For the channel size and approximate flow rate, thya®&és number (between 50
and 500 for both flows) puts this flow in the laminar negjiso the Darcy friction

factor is assumed to be equal to 64 over the Reynolds numbe
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Since there is no pressure drop in the y direction, exjudfl, governs the
pressure in the channel, GDL, and TPB.

Voltage calculations begin in the anode channel whepldte voltage is set
to zero as a reference.
dwplate

dt
50

=0

An interfacial resistive drop across the anode Gbannel interface is
calculated from ohms law. In the cathode, this issa voltage drop in the opposing
direction, due to the change in current flow o@ioin. Based on user specified
current, we use a simple resistive loss definedrbggebraic equation to obtain a

voltage distribution across the interface.

O = qoa,int - qoplate =1 currentRa,int
51

O = qoc,int - %DL - I currentRc,int

52

Taking the cathode interface as the overall cdlbge we can calculate power

and begin to optimize the operation of the celingknto account efficiencies and
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power output. Since voltage is a function of position dtvenchannel, and because

we assume the same behavior throughout the stackptatal can be found as:

nx,div

P = ncellsﬂchannels Vcell,i I ceII,iA
i=1

53

2.2.5 Heat Transfer and Coolant Flow Modeling

The coolant flow in the fuel cell is assumed to remal/ef the heat
generated at the TPB regions. Although the model ismlyrieothermal, the
temperature of the coolant has been included as a leainadach channel cell for
future improvements to the code. Mass flow rate ofatater/ethylene glycol mixture
,which will likely be the coolant used in the portatpserator, would be assumed
constant. Significant improvements and correctionbenmodel’'s heat transfer

equations would be needed before accurate non-isotheasgs could be studied.

Detailed mechanistic fuel cell models which investigssees such as two-
phase flow and membrane behavior, rely heavily opingutemperatures in their
studies (Senn 2005). Though these studies involve detailedat@mm, conduction,
and vaporization relations, they do not necessarilgigré&arge thermal variations. Ju
et al. (Ju 2004) developed a detailed heat transfer modei ptadicted thermal

gradients as low as two degrees Celsius from the PEM MEAO the channel flows.

The largest effect temperature has on PEMFC operatpanf from
membrane activity, is in its coupling with the reattgas humidity ratios. In both

the anode and the cathode, inlet RH values have baed fo significantly affect cell
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performance. Since the RH values vary with temperatbeecamount of water that
can be taken out of the cell also varies with tempeeatWhat is typically done in
the fuel cell industry is to set the inlet temperatureath the anode and cathode to
slightly lower than the fuel cell operating temperatwrigh 100% RH. As the gas
enters the channel, it slowly heats up allowing ferphrtial pressure of water to
increase, and the RH to decrease. As the gas proceedgladchannel, it picks up
the water produced from the net reaction all while tammg an RH of close to
100%. This strategy limits condensation, dry out, andrqdtablems early

researchers struggled with during fuel cell operation.

Since two-phase flow is beyond the scope of this systevel model, and
since this effect is well-understood, an isothermsliaption can be made without

strongly affecting model accuracy and range.

2.3 Fuel Cell System Modeling

The remaining system components in this particulaofssimulations are the
compressor and the gas-to-gas humidifier. Each of thedels use simple
assumptions to handle flow calculations, and will evdiytba used to calculate
overall system variables (i.e. efficiencies, weiglaiume, cost). All the equations in

these BOP components use algebraic equations to calel&tant properties.

2.3.1 Low Pressure Compressor

The low pressure compressor model calculates temperatuease in the gas

flow for a given isentropic efficiency. Currentlyshncrease is neglected and
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temperature is arbitrarily set to the fuel cell inlnperature since no heat exchanger
model has yet been developed to cool this flow. Ruac#&yoperating conditions,
assuming an isentropic efficiency of 70%, an adiabatigpressor pressurizing air
from atmospheric pressure to 2.0 atm absolute at 30° G muads flow rate of 0.004
kg/s, the power demand is approximately 310W with a tempenaseref 80° C.

hZS _hl

n. U
h2a _hl
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Using CANTERA to set and calculate enthalpies here, sne&leulating

temperature rise and work trivial.

2.3.2 Gas-to-Gas Humidifier

The gas-to-gas humidifier calculates water cross owven the cathode
exhaust flow side to the cathode inlet flow side wigir@-determined efficiency of
transfer. This creates a steady state operating Rid tiggher than that of the
ambient air. An interesting effect of operating thizdel under real world conditions
is that the model predicts real world failures. Durimyugation, if we assume an
inlet RH less than 100% in the anode and cathode, andmag zero current density,
the code is incapable of reaching steady state as w@tanually evaporates and
leaves the membrane. This effect is real, and ysstdcks are not run at OCV,
especially without humidification. For this reasomudations were always done

with inlet RH values of 100%, unless otherwise notede {dile-determined water
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cross-over was set to 5% regardless of inlet RH, hewéw ensure that the

humidifier was capable of providing humidification for larggstem simulations.

In future simulations, these two components will plagda roles in fuel cell

performance, as they will alter channel inlet condsifor transient loads.

2.4 Numerical Techniques

To simulate this system it was necessary to developwst component
integration scheme to effectively connect the iatad outlet flows between
components. Since the system layout can change dealtyathased on new
reformer technology for example, having an easy alettod of inserting and
removing components became necessary for identifyegldal system. Without
delving into particular code structure and layout, it casdie that such fluid
integration can be done with very little effort. &elis a flow diagram illustrating
the general code structure. Phases are defined asoilowes or sinks; the
atmosphere or a compressed tank of hydrogen may be thafueght phase.
Connector variables link flows such that the inletd autlets of components are

properly defined.
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| ode15s, fsoh | i Call MATLAB solves :

¢ :L_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_:I

TQG Function | =-----Zo---o- i

| Component |4->| Connectr |4->| Component |<-)+ Connectc |<->| Component |

|Connectc | Connectc | Connectc Connectc

[Fas ] [Phes |

Figure 9 TQG System Diagram and code structure

Another benefit from having this setup and architecisitkat components
can be set to run in counter-flow or co-flow modesis Dption can be of great
importance, especially in the fuel cell, membrane sgparand GTG humidifier if a
study regarding the performance with respect to flow tatem is desired. Ge et al.
(Ge and Yi 2003) found flow orientation to have significaffitcts on cell

performance in fuel cell stacks.

Controlling the inputs of these various components masitant to prevent
any conflicts of assumptions between models. Two agp&@UIls were written to
provide a user with a method for making model calls, angrioviding a clean

display format.
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To model the transport and electrochemistry of theesygomponents,
MATLAB and CANTERA, a program developed principally by Dravid Goodwin

at the California Institute of Technology, were useadlii@ overall system simulation.

CANTERA is object-oriented software for chemicatyacting flows which
was used for thermodynamic data, thermodynamic calcotasiod electrochemistry
within the model. The use here of object-orientethsa® drastically simplified the
code. The most important benefit of using CANTERAn& imodel is in the
calculations of chemical reaction rates at the tpteese boundary of both the anode
and cathode. An object defined as an “edge” within ¢iftsvare allows for a
multiple interface object containing gas, surface, ankl jplidhses. The power of the
edge object comes from being able to calculate altioracates at this complex
boundary with one line of code. CANTERA was also useall thermodynamic

calculations, as well as transport properties assdoiate the gas objects.

MATLAB was used to write and run both the transient stecdy state
versions of the TQG code. Since the set of equatihich defines the system is
composed of both algebraic and differential equationssiawe the system is stiff as
a result of the large range of time scales, odel5s wddarsgansient simulation.
The combination of these equations requires the usenata matrix to handle the
DAE integration of the form

Mt y)y=Tfy)
55

y=M(@ty) " f(ty)
56
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An option of ode15s allows for the use of such a matriodlit sparse or
solely diagonal. Unlike ode45, odel5s dnesuse a Runge-Kutta integration
scheme, but rather numerical differentiation formulase model is currently solved
using a numerical Jacobian. In future work it would gre@tduce runtime to

develop a user defined Jacobian.

For steady state solutions, fsolve was used. For $maje systems like the
one considered in this work, fsolve uses a subspaceégish method based on a
Newton Method to solve the set of equations. In roases due to the non-linearity
of this set of equations, and the difficulty of choosapgropriate initial conditions,

fsolve was unable to solve the set of equations and odedbased.

For general system runs, the following parameters wsgd to control

odelb5s.

Table 4 —Odel5s operating parameters

Variable Value

Relative Tolerance 1.0*10
Absolute Tolerance 1.0*10
Initial time step 1.0*182
Maximum time step 0.05

After some time, there became clear boundaries reggsthible tolerances
and time steps. If tolerances were chosen too tighigycode would not be capable
of advancing, if tolerances were too loose, the rfiaas would at times run
negative. Thus refining these operating conditions avelalekey model values

improved the code stability over time.
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Two parameters found to strongly affect stability weRB thicknesses, and
stoichiometric ratios. If the thickness of the T&Beither the cathode or the anode
was chosen smaller than 10% of the GDL, sharp istighce equilibrations of the
catalyst layers could cause large unstable changes iydedssimilar problem
occurred when running very low flow rates through thenobls. Because the flow
rates in a given channel could be quite small numerj¢altlyDAE solver did at times

test negative flow rates, causing some instability.

Once these parameters identified and operating tolerarsresidentified, the
code became stable and capable of running the tracases that will be discussed

in chapter 4.

2.5 Model Testing and Validation

Once the model was constructed, it became importashiad@acterize and
define typical operating conditions to maximize its @ffeeness. Since the model is
a component in a much larger system, it was importaréduce computational load

on the solver as much as possible.

The number of x and y discretizations in the GDL aona@lthe channel is the
most important factor for determining run time of tloele. If these two parameters
in particular could be minimized without reducing accuraogould greatly improve

the speed and functionality of the overall code.

By default there are two y discretizations. The Gl and the TPB cell

both contain state variables which provide a distrdsuaf mass flow rates, mass
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fractions and pressures in the y direction. The atitjaestion becomes, how much
does adding GDL cells and channel cells increase theacof the code, and how
does this affect code stability. To answer this qoastie examine 3 cases for x

discretizations and 2 cases for y discretizations.wiWa@ssume that, for the y cells,

the same number of discretizations is taken in the@aod cathode gas diffusion

layers.
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Figure 10Voltage vs. Current density for multiple y-cell discratians, in a single
channel cell
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Figure 11 Voltage vs. Current density for multiple channel calid a single y-cell
discretization

As can be seen from both Figure 10, and Figure 11, theot & significant
change in cell voltage with an increase in the amotidiscretizations in each
direction. As we increase the number of x discratnatdown the channel we find
that the earlier cells predict higher voltages thahénone cell case, and the later
cells predict lower voltages. This is a result of hg\a more accurate distribution of
mass fractions down the channel, and shows the £fiéceactant depletion near the
channel exhaust. With this understood, we can usedbdelwith 4 or fewer x

discretizations, without compromising the model’s validit

The number of y discretizations that should be takeweler, is less clear.
Although Figure 10 shows small variations in cell voltagié respect to y-cell

discretizations, the number of y cells was limitedstability issues, associated with
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transient fluxes and mass flow rates into and out aflsmlumes. The more
discretizations that are taken, the smaller each @glon becomes. It is possible
that discretizing further in the y direction could yieldne significant results, as a
finer reactant distribution would tend to cause largersrart losses at each TPB

region.

In addition to understanding the relative loss in accyricyalso important
to examine the computational penalty in time that id foa adding these additional
cells. For each additional GDL discretizations apprakéty 20 additional variables
are added to the solution vector. Channel cells iserd@& number of variables by
nearly 100. Figure 10 shows an approximate relationshipelatgolution vector
size and computational time. Computational time wasitakehe average of run

times at each computed current density, for a varietasés.
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Figure 12 Computational time vs. the number of solution vectoiates

Although this trend is not taken with a large number ¢é g@ints and likely
varies greatly depending on various parameters, toleraao@dnitial conditions, it
shows significant increases in run time when the nambdiscretizations is

increased.
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Chapter 3: Steady State Simulations

3.1 Simulation Objectives

The variation in cell voltag¥.eywith current or current density(A/cnt)
defines the basic performances of the fuel cell stagl; is proportional to the work
done by each FHmolecule, and the electrical efficiengyac cleOf the fuel oxidation

process in the fuel cell is defined by the following egumat

= VceII /2 I:AﬁcombH 2

,7 reac,elec
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Figure 13 Power density vs. Current Density for the VI profifedcgure 14

SinceVe drops with increasingthere is a tradeoff between efficiency and
power density and beyond a certgipower density decreases from a maximum

intermediate as indicated in Figure 13. The tradeoff betvinghV.e and high
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power density becomes even further complicated wiki@rsystems level analysis
when parasitic loads associated with BOP componentsdaled and further impact
net power output and efficiency. Since so many paramaffact theVe-i
relationship, detailed parametric studies, like the ongepted here, are needed to
understand performance trends, and develop efficient opgsdtategies based on a
Veelri relationship. Geometric parameters (membrane thesldpeyn, GDL porosity

g, tortuosityr, channel lengthetc.), physical characteristics (catalyst area per
geometric area of membraAg,, polymer membrane equivalent weidyiie,,
electrolyte ionic resistivityeec €tc.) and operating conditions (pressirehannel
flow stoichiometric ratios SR, relative humidity Rkt will all play important roles
in determining power output and stack efficiency, and ovgysilem efficiency.
Although a sensitivity study has not been done on tpaatof all variables, a study
of significant parameters and operating conditions wploeed to determine their
relative impacts on steady state voltage for a naremge of operating temperatures

expected for the motivation application of a portableegator,

3.2 Model Predictions at Baseline Conditions

Model validation was performed with Ballard data for a Mk26Zell 5 kW
fuel cell stack (Hearn 2007). Although, more advanced strekeginning to be
introduced into applications by Ballard, the Mk902 is a wedlerstood and
documented stack technology that is referenced by indaistiyn the literature (Berg

2004). The physical parameters of this particular stack wsed as the baseline
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geometry, and set of parameters for all simulationsepted here, unless otherwise

noted.

An adequate set of data for the Mk902 stack — as provided biydhick
Hearn at Ballard Power Systems (Hearn 2007) — to chawsctbe model described
in chapter 2, is highlighted in Table 5 along with a detiadlet of baseline operating
conditions in Table 6. Unless otherwise specified foflowing parameters were

used as baseline values for the—i relationship.

Table 5Baseline fuel cell parameters adapted from propertidsedBallard Mk902
stack. *Parameters are approximate and do not reflact ealues used in
simulation due to their proprietary nature

Porosity TPB (Ca)etpb,ca 0.8
Porosity TPB (Ankpb,an 0.8
Porosity GDL (Ca}gdica 0.8
Porosity GDL (An)egdi,an 0.8
Number of x discretizations 1
Number of y discretizations (An) 1
Number of y discretizations (Ca) 1
Electrolyte thicknesSmem *0.05 mm
GDL thickness (AnYgydi,an *0.2 mm
GDL thickness (Cadgdi,ca *0.2 mm
Channel width (AnWeh an *0.5 mm
Channel width (Ca)veh ca *0.5 mm
Channel height (Attkn an *0.5 mm
Channel height (Ca)ch ca *0.5 mm
Thickness of TPB (An)dipb,an 0.02 mm
Thickness of TPB (Ca)dipb_ca 0.02 mm
Length of TPB per geometric area (Tg)ca 4e4 ntt
Length of TPB per geometric area (Agp,an 4e4 ntt
Channel lengtl, * 600 mm
Electro-osmotic drag coefficieit(4) 1
Tortuosity (An)zan 4
Tortuosity (Ca)ca 4

Area of catalyst per geometric area (AQ): an 300
Area of catalyst per geometric area (B&yca 300
Area of electrolyte per geometric area (AQ)c.an 10

Area of electrolyte per geometric area (Ba)c ca 10
Double layer capacitance per geometric area @)y, 10uF/nt
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Double later capacitance per geometric area Ggia)  10uF/nt

Hydraulic diameter of the channel (Athyd,an *0.4 mm
Hydraulic diameter of the channel (QG#)d ca *0.5 mm

Site density on the catalyst layer (T3):ca 2.7063e-9 molich
Site density on the catalyst layer(Afik an 2.7063e-9 molich
Site density on the electrolyte layer(Afikan 2.0e-7 mol/crh
Site density on the electrolyte layer(Afikan 2.0e-7 mol/crh

It should be noted that the specifics of stack paramaterproprietary, so for
the purposes of this published document, approximate dimsrenohparameters

will be used.

Table 6 Baseline fuel cell operating conditions used in the madelin the Ballard
test data provided for model validation

TQG Model Ballard Mk902 Data

Panode 2 atm abs 1.3-2.1 atm abs
Pcathode 2 atm abs 1.5-2.3 atm abs
Temperaturd 338.15 K 333-343K
Stoichiometric ratio (An) ~2 2-32
Stoichiometric ratio (Ca) ~2.5 1.8-16
Relative humidity (An) 100% 100%
Relative humidity (Ca) 100% 100%

Table 6 shows the operating conditions used to validatentidel, as well as
the operating conditions under which the data was geder&ased on limitations of
the model, certain parameters, which Ballard ramp, dtesigng could not be

properly accounted for in this simulation.

The assumption of isothermal cell operation is a sagmt difference
between the model and validation test conditions. Rewen general fuel cell tests
have shown variation i of no more than 2-3° C over an MEA (Ju 2004). While

such variations can be important under conditions ofihmgere HO condensation
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can impact cell performance, at the moderate and lowszd in the validation where

single-phase D assumptions as in this study may be valid approximations

Experimental results for the Mk902 performance for geasfi and
operating conditions provided the validation test forrtloglel, given data in Table 5,
and Table 6. It then became necessary to test thel. miodaoth the modeling and
validation experiments, the cathode and anode massdkas, were ramped linearly
to follow i, although under actual test conditions, changes in noagsvere slightly
non-linear. This ramping is done to maintain a $§ela@nough to prevent transport

losses throughout the entire range of operation.

Figure 14 illustrates the 3 important regions of a fuehmdlhge vs. current

curve.
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Figure 14 VI curve illustrating the 3 regions of voltage loss agded from
activation over potentials, ohmic loss, and lossattants
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Region 1 is often referred to as the activation paéon loss region. This
section shows voltage loss due to limiting reactioe sé¢ps. The second region
represent the loss associated with the electronipartdnic resistances increasing
with increasing current, and is often approximated asearl voltage loss with a
slope of membrane resistance. The final region shbeveffects of transport losses
as the reaction rates of hydrogen and oxygen are difflisied. In general, the
second and third region losses have been controllegdoging membrane thickness

(resistance), and improving the structure of the diffusiedia.

In order to accurately predict performance of the Mk90ZXstsmme uncertain
physical parameters were used to fit Yhg-i performance curves of the stack. These
parameters involved the catalyst properties which ddmite rapid voltage drop at
low i in the activation polarization region, and also inctutlee electrolyte properties
which influenced the ohmic loss region whereVWhg-i relationship is nearly linear.
The transport loss region of the-i curve at very high current densities (as shown
in Figure 14) was not studied here as the lack of two phass transport modeling
makes this area less predictable. Furthermore, tisrés generally beyond the
peak power density condition and represents an operatimger@diich is generally
avoided for PEMFC applications. This particular projed foa@ther shown the
importance within the system context (Bhargav 2006) drfitaaingi <1.0 A/cnf, in
order to maintain high system efficiencies. Findlhg data provided by Ballard did

not extend to the large current densities which defiiseatrea.
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The lengths of the TPB per unit geometric area of mangon both the
anode and cathode sidégs(an lipb,cy), Were fitted to match the activation polarization
drop region. These two parameters influence the cheagsfér reaction rates at the
TPB between the catalyst and electrolyte interfabesvn in section 2.2.1 equation 5.
There is some debate within the PEMFC community akdéwalidity of the term
“length”. It could be argued that the “length” is in fact area based on the geometry
of the three phase interaction region. Figure 8 shbe/én#o geometries most likely
defining the physical interaction space between adktimhases. Regardless of the
description of this term, it is always unknown, and &sdugs a fitting parameter for
this region. This term is discussed in greater deptlsimplified sensitivity analysis

which follows.

The Ohmic loss region of thée-i curve was fit using a multiplicative factor
of 0.02 onto the calculated membrane ionic resistivitighough this scaled ohmic
drop in the membrane is drastically lower than thgimal correlation would suggest,
the membrane in this study is more than 5 times snthéa in the Ballard MkIV,
and the Mk902 membrane itself underwent an additional 10 geaedopment in
DuPont labs. These factors may explain why the peslictsistive drop is so low.
Since the true membrane, interface, GDL, TPB, an@ pé&gistances are not well
reported, and can be difficult to isolate in measureménssnot unreasonable to fit
the nearly linear decline in voltage over this regidime relations discussed
previously in equations 35 and 36 in section 2.2.2 were sl tes capture andTee

dependences. Scaling this parameter is not unreasoasibgann developed the
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relation for membrane resistance from empirical ff@t@ a much older Ballard

Mark IV stack (Mann 1999).

Another parameter that was adjusted to provide a mosemahle fit, is the
tortuosity of both the anode and cathodg ¢.5) GDL layers. Varying these terms
was used to better approximate the transport loss refite V.o -i curve. Although
Qgdl,an, Pgdi.ca 8Nd TanTca are reported in literature, the values following the
compression of the stack, and after repeated cyclingyadneecessarily well known.
This adjustment was the least critical of the thrgarpaters since the transport loss
region is not apparent at the lowewhich was the focus of this study due to the
model’s inability to capture liquid water build up at high podensities. Increasing
7 on both sides of the electrolyte caused a slight drdgeinat high values af(0.8

Alcn? and higher), which showed better agreement with teat da

In Figure 15 below, Ballard data shows good agreement hetmbdel,
particularly in the ohmic region. The inconsistenctyhe activation overpotential
region of the fuel cell can be explained, at least i, jbg a leakage current
experienced in any real world application. Leakage cugrexist due to minor shorts
caused by fabrication flaws within a fuel cell stadihese small currents can lead to
significant voltage drops causing unexpectedly low OCV valu€ke Ballard data
would suggest an OCV of 0.993 V. Depending on operating tempesatypical

PEMFC OCV values are between 1.19 and 1.18 V.
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Figure 15Model validation with data from a Ballard Mk902 fuel cetlct

It may in some cases make sense to build in a leakagsnteren at OCV
within the model to account for this physical proceBle danger in this approach is
that there is no good way of determining how much oflifierence in the activation
overpotential region is due to leakage current, and how maudtke to errors in
previously assumed thermodynamic parameters such asatheflgdration

discussed in 2.2.1 TPB Modeling.

Although this effect is not modeled, it is importanitae that fuel cells rarely
operate at < 0.1 A/cn, especially during systems operation wherein BOP
component load requirements maintain a certain amouwgross-power out of the
stack regardless of load. The substantial parasiticlezéds, at idle, prevent fuel cell

systems from running at such low current densities.
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3.3 Model Predictions of Performance

Oncelyp,an ltpb,ca Rmem andt, were adjusted such that the model showed
good agreement with experimental data, it was time goldesting the effects of
operating at different pressures, with pressure drops, dhdlifferent
stoichiometries. Breaking down the total cell voltagg into various losses is also
of interest for determining whether or not the voltdggribution associated with the

Veelrl cUrve shows agreement with values reported in literature

3.3.1 Voltage-Current Relationships

PEMFC model results will generally be presented for ctirdensities of <
1.0 Alenf. In the first two regions of thé.e-i curve shown in Figure 14, different
effects cause the drops\Wg. Figure 16 shows the large losses associated with
anodic and cathodic activation overpotentials occuest lw current densities. The

ohmic region of the cell shows nearly linear loss®svould be expected.
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Figure 16 Voltage Losses vs. Current Density

An important note here is the contribution of membregsistance to overall
cell voltage. Even at high current densities ohmisdenly account for
approximately 10% of total voltage loss. This emphagizesmportance of reducing
activation overpotentials at the anode and cathodenfmoving efficiency. It also
shows the vast improvements made in membrane tegydioth in the reduction of

thickness, and resistivity in recent years.

Another important point from this plot is the largesiegen in the anodic
overpotential. In actual fuel cell operating the vasjomty of these losses in the
activation overpotential region of the fuel cell asmially inyacica This indicates that
current preliminary charge transfer surface chemisisytbo rapid a ©reduction

charge transfer reaction, and too slow.aétluction rate. Further studies on
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chemistry exist in literature (Mhadeshwar 2004) and furéffferts on this project

will focus on making the activation overpotentials foth electrodes more consistent
with the literature. Because detailed microkinetic mobaige not been validated for
these electrochemical reactions, the initial reacthechanism here must be refined
through significantly more comparisons with fundamenrtdteochemical and non-

electrochemical Pt catalyst characterization..

3.3.2 Effects of Operating Pressures

In PEM fuel cells with their thin polymer membranpsgssures on opposing
sides of the MEA must be well controlled to ensure meiclal integrity of the MEA
structure. However, small pressure differences inubkckll can be used to drive
water across the electrolyte to the anode, if thizeneficial for water recovery
processes. The pressure differential across the meenbhauld not exceed one half
of a bar, to prevent damaging the membrane itseljh Hiessure differentials across
the membrane create undue stress that can cause pimhotasks in the membrane

which eventually leads to cell failure due to gas cress.o

Operating pressurds,, andP., furthermore play a role in determinige at
OCYV as indicated by equations 16 and 20 in section 2.2.1, afi@éating transport
overpotentials during operation. From a systems perspettiprovements in
voltage from high pressure operation are generally outedigl parasitic loads
from the various compressors within the system. tide-off between increased
parasitic loads and improvéde from altering flow conditions is a constant

challenge in determining operating conditions for théesys To understand these
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trade offs, the model was run for a rang®gfandP,, although no pressure

differential was applied.

To prevent any ramping effects it was assumed that iharstep increase in
pressure in both the compressor and hydrogen sourcend-cases of pressure drop,
it makes more sense to run multiple cell cases torohtanore accurate distribution

of pressures along the channel.
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Figure 17 Pressure drop in the anode along the channel operatinguatent density
of 1.0 A/cnf with varying inlet stack pressures
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Figure 18 Pressure drop in the cathode along the channel operafanguarent
density of 1.0 A/crhwith varying inlet stack pressures

Pressure drop in both Figure 18 and Figure 17 is referencedHeoimet
pressure on both the anode and cathode. Since presdefieesl at the center of a

cell in this simulation, even the first cell in eadiannel experiences a loss.

Ballard data does not entirely agree with these presisaps. Ballard test
data shows pressure drops approximately 2 times largethrcbannels at 1.0

Alcn?,

The larger measured channel pressure drop comes fronifeetse The first
is that the channel flow pressure drop associated hgthe¢ader at both the inlet and
the outlet of the stack is not accounted for in thisleho This would increase the

drop slightly. The second effect, is the inaccuraahefDarcy friction factor for use
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in the fuel cell model. Darcy friction factb= 64/Re which in the baseline flow
condition gived values of 0.668 and 0.138 for the anode and cathode flows
respectively. Ballard reports significantly larger &astfrom empirical data. Taking
pressure drop at 1.0 A/érand correcting it with the proprietary Ballard pressure

drop factor yields a drop within 10% of reported Ballard data.
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Figure 19 Pressure effects on a 4 cell case with pressure drop
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Figure 20High current density region of 4 cell pressure drop run

From Figure 19 and Figure 20 we can see that there issgnificant effect
of Por AP onVc. While the partial pressure of the gases at the imfeBace are
proportional toP, the high SR do not permit a significant drop in regqgpantial
pressures and the logarithmic changeg.in with reactant partial pressures
according to equation 20 in section 2.2.1, remain smatoOise for higher i, and/or
lower flow SR on the anode and/or cathode dti@puld have an even greater effect
onVee. Even without transport losses, Figure 20 shows thegasing pressure does
impact voltage on the order of a few mV. Anotheeiasting result is the voltage
drop between the inlet and outlet of the channel. cbmebined effect of lower

pressures and lower reactant concentrations neahdmael exit can cause up to 25
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mV of loss. This effect would be even more signifiagathe stack was run at even

higheri.

3.3.3 Temperature Effects

While the model is isothermal, temperature still hagféect on the different
overpotentitals and in particular thg.:a andacte. Other operating parameters such
as pressure drop and relative humidity are also gredtigmntfed by temperature
pressure, relative humidity, and membrane saturationveMer, since the
microkinetic thermochemistry model expressed in TalaladL Table 2 still needs
further improvement, the model was only fit for runnatgone temperature 65 °C.
Rather than force fits at other temperatures, no teatyre studies were done here
and it is recommended that such studies be done upon campméthe validation of
the surface chemistry and thermodynamics. Furtherrtizgegctivation of the heat
transfer sub-model will also help to more fully evaludue effects of temperature

upon the reactor performance.

3.3.4 Effects of Stoichiometric Ratio

In addition to examining pressure effects on cell volté#ge important to
investigate the effects of operating the cell at vargtochiometric ratios to

determine the magnitude of transport dropg.i.
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Figure 21 Voltage vs. Current Density for a single channelaadle with varying
stoichiometric flow rates
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Figure 22 shows that at high current a voltage drop of 10sneXperienced
by the cell where stoichiometric ratios vary byyomlsmall amount. This trend
suggests that much more significant losses would likesbeciated with running

the fuel cell stack at increasingly low flow rates.

3.4 Sensitivity Analysis

In developing this model there have been several pagasnehich were not
well reported, or well known in literature. At diffeteperating conditions these
values have the potential to significantly affect &gé predictions even with a
detailed electrochemical model. Figure 23 shows thesgbles and their relative

impact onVeey.
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Vcen has the highest sensitivity coefficient with resgedtpg anaNddmem Omem
affectsVce by impacting the equilibrium membrane concentrationsaiér and
hydronium from the flux equations, and by altering theral/eesistive drop as a
function ofi. This thickness, however, is well known for the Mk9OEA and will

not impactVee for the cases studied here.

Itpe,an has the highest sensitivity coefficient and this satggihat the anode
charge transfer reactions are very important in deta@rgnthe overall performance of
the cell. This is not in agreement with what is gelhepresented in the literature
wherein the cathode ®eduction reactions are assumed to be rate limitingt&iger
2004). This sensitivity result suggests the need for funtiq@ovements on the

surface chemistry model before this model is implenteimtéurther PEMFC design.
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Determining which variables strongly affééi is important for making cell
design decisions, and for validating the model. As disduyssaviously, the
inconsistency in the rate limiting step in the anoni® @athode TPB electrochemical
reactions, shows that the surface chemistry needsvwaprent. Without having done
this type of analysis it would be difficult to ascertainether or not the overall cell
voltage resulted from the expected overpotential dropshether the adjusted
parameters were creating a disproportionate voltagegeafibss the MEA. In
system level design, this can lead to incorrect coioeclasand decisions if the anode

and cathode flows cause inaccurate variatioNsdn
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Chapter 4: Transient Simulations

4.1 Introduction

Transient operation of the fuel cell stack becomey wgportant when the
stack is placed within the context of an entire systaarticularly when some of the
BOP components, such as liquid fuel reformers or hydrogaiicption systems,
may have much slower response times than the statfk ifhis may result in slow
increases and decreases in feed flow rates, operatipgtatures, or other desired
operating conditions. Within the context of a poal#®nerator where power
demand may change rapidly, it is important to understandthevuel cell will

respond.

This chapter presents some initial transient respstuskes of the baseline PEM
fuel cell stack to ramps (as defined by the parametefalnie 5 and Table 6), and
step changes in operating conditions to evaluate theierdrperformance. Fuel flow
rate is ramped with changes in load to maintain aiveblatconstant stoichiometric
ratio in each channel. These transient response stoelie do not necessarily
represent realistic transient scenarios for the prgenerator application which
motivates this study, but rather provide a basis foluatiag the effectiveness of the
model in assessing transient performance and furthemfierstanding key variables

that may deviate from quasi-steady behavior withirRBMFC stack.
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4.2 Stack Response to Ramps in Load

The fuel cell system model was run to observe trahsgsponse to load
profiles for a constant fuel and air flow. Within tbentext of the model, it was
necessary to provide initial conditions for a given r@mce in the stack will always
start-up from an open circuit condition, OCV values wesed to initialize the load
ramp. From OCV, load profiles can generate data oredponse time of system
variables such as membrane concentrations, gas phasdractions, and pressure

distributions.

The load profiles placed on this system for the casekesl here, are not
typical of portable generators. In general, generatmmdhave significant power
demands and harsh load profiles which a fuel cell syst@mapable of handling.
However, in the product development underlying this modslingy, it has been
assumed that a hybrid battery system will be used toategalirrent and voltage such
that load demands on the stack can be simple rampsdike tbund in the following

simulations.

Figure 24 shows a load profile response for membrane eatens of water
and hydronium ionsCy20 andCrszo+ are shown because the membrane
concentrations are two of the slowest responding qieamitit the fuel cell due to the

large storage capacity of the Nafion membrane.
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Figure 24 Load profile for transient response simulations, widmhbrane
concentrations of hydronium ions and water.

Ch20 andCyzo+ are defined at the near surface region of the elgt#roh

both the anode and cathode sides. These concentregioimsve a strong effect on
Veel, s the water concentration will affétenfrom equation 36, and the membrane
species diffusion coefficient3430+, Dr2o from equations 24 and 25 in section 2.2.2.
These concentrations will also determine the agtofteach species, which affect
voltage directly in equations 16 and 20 in section 2.2.1. FRAushows no sharp
transitions in concentration with changing load. T$igseful at the systems level, as
it shows that, at least for the case with a rampow fate, there are no severe drops
in membrane hydration which might cause a drog.dnunder a non-ideal operating

condition.
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Because fuel and oxidant stoichiometries vary during iganhiiel cell
operation, mass flow rates were ramped with currentitgets account for changes

in flow with respect to time.
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Figure 25Mass flow rate variations in the cathode and anoé¢sinvith respect to
changes in current density

Figure 25 shows the equivalent ramps in flow rate used t@@ppate
stoichiometric variation. The relations are appr@tid as linear, although true fuel
cell operation would use a more sophisticated relatipriehimaximum efficiency.

In typical fuel cell operation at very low current déesi it is not possible to
continue operating at a stoichiometric ratio of 2. &mse stoichiometric ratios are
proportional ta, flow rates in both channels at low current dergigration must be

increase to provide adequate pressure drop to drive liquid d@ater the channels
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and out of the stack. Maintaining clear flow pathssseatial for uniform current

distributions and long stack lifetimes.

Ramping flow rates and current densities, as showrgir&i25, results in

transient fuel cell voltage.
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Figure 26 Voltage following a ramping load profile
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Figure 26 shows voltage is very responsive under a loadhdtuthere is a

relatively large time delay in returning to a true O@ndition. This effect can be

attributed to the catalyst surface on both the anodeatihode equilibrating with the

electrolyte following a load. These residual electemaical reactions generate

enough current to cause a sizeable voltage drop, creangrédicted OCV values

until longer term equilibrations take place. Figure 27 sti@t/these equilibrations

in surface fractions on the cathode directly corresporitie slow recovery of voltage
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observed in Figure 26. Because surface sites stronglyligdoogen on the anode
TPB, variations in anode site fractions are muchdessre, and the anode surface,
almost entirely covered in H(Pt) (>99.9%), shows vemglbvariations in surface
fractions with increasing The response in these two surfaces show thatnitesct

of cathode surface site fractions is what is drivirgMf equilibration.
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Figure 27 Cathode surface fractions and load profile vs. timesfwface coverages
greater than 10%
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Figure 28 Cathode surface fractions and load profile vs. times@mface coverages
less than 10%

Both Figure 27 and Figure 28 also show the impacts of reaigpfetion and
pressure drop on voltage, from a surface perspectiveacmfigure, the @ cell

shows a lower surface fraction of reactants due tovarl gas phase concentration.

Another important case of interest, is in examinimg ¢hannel outlet values
for a ramping profile. Figure 29 shows the exhaust comditimm both cathode and

anode flows under a varying load.
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Figure 29 Fuel Cell outlet variables with respect to time

As current density increases with time, the massidnag of hydrogen and

oxygen in the channel drop from consumption. Mass flte@s ramp up to maintain

the stoichiometric ratio as defined by the user.

Outlet flow conditions from the stack can have a lamg®act on system level

efficiency, and even the efficiency of the stackifits&€he outlet mass fraction of

water is of particular interest because it impactstheidification of the inlet

oxidant flow through the GTG humidifier. In the systeraposed in Figure 6, the

GTG humidifier, is used to bring the RH of ambient aitaid00% as a safe inlet

flow. Although currently this model assumes channelgjase, in some cases,

supersaturated, further developments will enable the pim@abf liquid water and

water vapor from both channels.
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In addition to looking at channel output variables, asiean run like this can
provide insight into variables throughout the depth ofGbBa.. Figure 30 shows the
mass fraction of @as a function of the cathode channel cells in theection and
vertical position in the y direction. Under this gention, the channel is'Yy
location, the interface is thd“3 location, the GDL is the"8y location, and the TPB

is the &' y location. In the x direction thé'tell is the channel inlet.
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Figure 300, mass fraction distribution down the channel and ihteodepth of the
GDL on the cathode side at a)1 b)3 and ¢)10 secondshtI¢ai profile from Figure
26)

Figure 30 shows the depletion of @ear the TPB in the downstream regions
of the channel. The drop in concentration, howedees not lead to a substantial
loss in cathode voltage as the losses in concentsadio not lower the effective
instantaneous open cell voltage for the cathode. iFbiscause the voltage depends
on the chemical potential of.@t the TPB which has a concentration dependency of

In(Po2) according to equation 20 in section 2.2.1.
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Figure 31 H, mass fraction distribution down the channel and ihtodepth of the
GDL at a)1 b)6 and ¢)10 seconds - (with load profile fraguife 26)

These plots show the effects of transport processksling the transport to
and through the porous GDL's of both the anode and thedat At high, the drops
in partial pressures of the reactants due to transpss@docan significantly affe@tey

and thu97e|ec.

4.3 Stepped Voltage

Another transient case that may be of interedejsped increases in fuel cell
power density. In the current study, such stepped changekage were used for
generatingVcei-i curves under some operating condition, as well as malknegtisat,
physically, the transience of BOP components doesamiage or reduce the life of
the stack. Figure 32 shows a load profile, with voltagersdronium concentrations

in both sides of the electrolytd/.e; shows quick equilibration as we might expect,
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and Gyz0+ iIn the membrane diverges as ions build up near the arPBlend are

depleted near the cathode TPB.
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Figure 32VI generation load profile with Voltage and hydronium camtcation

In conjunction with Figure 26, this data shows that $fs¢esn can respond

quickly to changes in load if there is a sufficient amafeactants. In later studies

it would be interesting to observe the lag in cellagéd as a result of fuel or oxidant

deficiencies caused by transient effects of other B&@®Rponents. The palladiumH

separator, for example, might cause a transient deficiarH, supply if large and

relatively rapid load fluctuations were imposed on théesys
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4.4 Constant Load Flow Rate Ramp

Another operating parameter which may impact cell gelta the
stoichiometric flow rate. It is clear that runningtaichiometric ratio close to 1 could
have severe impacts on voltage due to transport ldaseis,is also important to
examine its effects in much more likely bounds. Figursl&8vs a plot of voltage at
its steady state condition, as well as under a consiadhtof 0.5 A/cm2 with a

ramping of flow rate.
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Figure 33 Voltage response to ramping flow rates with a condteaat and no
pressure drop at a current density of 0.5 Afwiith otherwise baseline conditions

The mass flow rates clearly impagt, substantially in this transient, even at
high stoichiometric ratios. A difference of nearlyrhy separates an SR on the
anode side of both 3 and 5. Having transient data regavgingith respect to

changes in flows is important for understanding the reapgings that must be placed
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on other components. The stack shows rapid respodanges in flow rate, so it is
critical that the system not draw more current fromgtack at a given time than the

flow rate can safely provide.
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Chapter 5: Conclusion

5.1 Summary of Results

A 2-D transient systems level fuel cell model has lareloped with
minimal BOP components to simulate a 5-KW fuel celteysfor use in a portable
generator with liquid fuel reforming and;ldeparation. The architecture has been
created such that integration with more complex BOPpoom@nts is possible, and
can be changed readily for exploring system designs suble és/out shown in
Figure 5 (Bhargav 2006). This model, which utilizes a DAKesan MATLAB to
solve a highly non-linear set of differential and alg&bequations, can handle
various flow compositions under a range of geometriew, fates, pressures, and
temperatures for a given load profile. Detailed surfaeemiochemistry is
incorporated at the anode and cathode TPB regions wderians are
simultaneously solved. The integrated PEMFC model usdgpauwliscretizations in
the along-the-channel x direction and through-the-MEH#gction. In this work, the
PEMFC is used as a component in a system with a lossre compressor, and a
GTG humidifier. In choosing the appropriate number anma y discretizations,
runtime and accuracy were evaluated. A study was dorsyimg the number of
discretizations in both the x and y directions andais found that as few as 4 along
the channel cells adequately captured depletion behanmigsafew as 2 discritized

GDL cells could capture accurately the behavior. lukhbe noted that even with a
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single GDL cell, there are essentially 2 discretizegim the y direction, as a result of

having a TPB cell near the TPB interface.

5.1.1 Steady State Results

Model validation has been demonstrated with data frénk\&/ Ballard stack.
Although the model over predictge at low current densities, these voltage drops
are likely the result of leakage currents which canecadequately quantified to
merit a thoughtful correctioMhe parametensps ca |1rs,an Releo @andtepL Were all

adjusted to better follow thé.-i relationship shown in Ballard test data.

The model has shown that operating pressure does inflaethe®ltage, but
not by a sizeable amount. This voltage differencewshn Figure 20, suggests that
the increase in parasitic loads on the system incloyegberating at higher pressure
will likely outweigh the benefits of running a more eiffint stack. Pressure drops in
the cathode and anode channels have been shown éspmamd well with Ballard
data. Although the Darcy friction factor calculatiordanpredicts pressure loss by
nearly a factor of 2, by using the proprietary empirfigetion factor that Ballard has
obtained from test data, drops were predicted within 108éspivalues. This
capability is important for system simulations asghessure drops will influence
compressor loads which generate a significant portigradsitic losses within the

system depicted in Figure 5.

Variations in stoichiometric flow rate in both cimats have been shown to

have a sizeable effect 8., especially at low SR where transport losses throlgh t
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GDL are significant. As a result, system level congmis will need to be capable of
providing adequate flow rates in the anode and cathode alhHanmaintain a desired
power density. Special attention should be given in fugimelations to the
relationship between power and efficiency, as thesefeof load placed on the

stack for a given flow rate will effeét.e), and therefore stack efficiency.

A simplistic sensitivity analysis has been done atesy variables likely to
strongly impacWVcei. Membrane resistance ahgg snwere found to be the most
critical in determining cell voltage, and were each ddpisuch that the model
agreed with Ballard data at similar operating conditiohdjustingl+pg andoes not
impact the accuracy of this model, as this parametar imknown, without reported

values in the literature.

5.1.2 Summary of Transient Results

From the load profiles applied to the system, importaotination regarding
the time scales of several variables, was found. sliface fractions on the cathode
catalyst layer appear to have a significant affedherrecovery time o¥. to OCV
following a load. The hydrogen surface coverages werstnongly influenced by,
as the rate of Hadsorption was sufficiently fast to maintain a surfe@eerage of
H(Pt) close to 1.V.e responds quickly to changes in load, and will likely noabe
factor in system response time. It is more likebt ttesponse times within the
portable generator will be limited by other componesiigh as the hydrogen

reformation and purification processes discussed in chapiére load profile placed
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on the system, while not overly demanding, demonsttatgdhe model was

sufficiently stable for the cases run.

Both from the steady state and transient simulatg&teg;hiometric flow rate
was found to have a sizeable effect\@g even at safe ratios. System variations in
the stoichiometric ratios of flows entering the foel stack have a potential to affect
stack efficiency and therefore, power density, and meigiroperly controlled in a

larger system.

5.2 Recommendations for Future Work

Although this model has many features already builtitntdnich allow it to
perform a wide range of simulations, it does lack sews@brtant features which
could improve performance, and accuracy. Fully implenghiaggoverning energy
conservation equations for 2-D temperature profilesalldiv for an assessment of
how the non-isothermal assumption affects cell perdmea. Although the
isothermal simulations in this study are sufficientdgstem level performance at low
i and a limited range daf, the model must incorporate the effects of temperature
distribution for assessing higland highefT operation where there are significant

variations in the cell with slight changesTin

The version of the code presented in this study couldib&oen increases in
computational speed. One way to significantly decreas®uatational time would be
the development of faster methods to calculate thebidactmatrix. The exisiting

version of the code does a full numerical Jacobianlzdion without using sparse
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matrix techniques to speed up this process. Such techeigulesincrease code

speed dramatically and should be implemented in the futuie developments.

It would be useful for this model to have a more robtesidy state solver.
The “fsolve” routine in MATLAB did not show adequate cenyence for reliable
solving of the steady-state simulations for many efdases studied. In the future,
using another solver such as fmincon or some othetidumio accomplish this would

be useful to get a faster convergence of the system.

The robustness and computational speed of simulations alsalthenefit
from an improved transient DAE integrator outside th&text of MATLAB, such as
LIMEX. Although the MATLAB environment has beerosim to be simple and
relatively reliable, certain instabilities arose dgrvarious development phases
which were believed to have been a result of theideies of the MATLAB
integrator odel5s. In the current version of the maitaljlations run where the
volumes of channel cells, GDL cells, and TPB celsabee increasingly small,

instabilities arose which may or may not have lseessult of odel5s.

Finally, creating a larger set of BOP componentsudinf the addition of a
PD/membrane and reformer, would provide results of istécethis project.
Understanding transient effects of generation and use could contribute to a robust
logic for system level control. This will be a @l feature on a fuel cell system that
can be quite delicate if operated under non-ideal conditi@astinually improving
and streamlining the BOP integration scheme shouldgaakin further studies to
ensure that the goal of system level design of a pertighbid fuel based generator

can be accomplished in the most efficient mannethodigh the architecture

105



currently allows for such detailed component integratioamputational speed and
stability may become an issue once complex composantsas the reformer,

condenser, or membrane reactor are incorporated irefaimulations.
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