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ABSTRACT
End-to-end encryption in popular messaging applications relies on
centralized key servers. To keep these honest, users are supposed
to meet in person and compare “fingerprints” of their public keys.
Very few people do this, despite attempts to make this process more
usable, making trust in the systems tenuous. To encourage broader
adoption of verification behaviors, this paper proposes a new type
of authentication ceremony, incidental incremental in-band finger-
print verification (I3FV), in which users periodically share with
their friends photos or videos of themselves responding to simple
visual or behavioral prompts (“challenges”). This strategy allows
verification to be performed incidentally to normal user activities,
incrementally over time, and in-band within the messaging appli-
cation. By replacing a dedicated security task with a fun, already-
widespread activity, I3FV has the potential to vastly increase the
number of people verifying keys and therefore strengthen trust in
encrypted messaging.
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1 INTRODUCTION
End-to-end encryption (E2EE) guarantees its users confidential-
ity and integrity of their communication by relying on public key
cryptography. A critical challenge of deploying such systems is
deciding how users discover each other’s public keys. Applications
like iMessage and WhatsApp have achieved massive success in us-
ability and adoption of E2EE by utilizing a central server, operated
by the service itself, which stores and manages all public keys for
the service’s users. A necessary property of this setup is that the
key server is trusted; otherwise, it can lie to users when answering
key lookups. Specifically, if Alice wants to send a message to Bob,
she will ask the server for Bob’s public key; the server can lie by
providing a different public key—its own. Then, when Alice sends
Bob the encrypted message, the server can intercept it, decrypt
and read it, re-encrypt it with Bob’s real key, then send it along.
If this meddler-in-the-middle attack (MITM) occurred, Bob would
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be unable to detect it. Such attacks are an ever-present threat on
currently deployed E2EE services due to the risk of server compro-
mise as well as recurring demands from law enforcement agencies
around the world, who are interested in weakening E2EE guaran-
tees through techniques such as “ghost users” [9], despite the risks
this entails [1].

One way to keep the server honest and prevent such attacks is
for Alice and Bob to get together in person and make sure that what
Alice believes to be Bob’s public key really is his key (and vice versa).
For example, Alice can read her version of the key out loud while
Bob listens carefully for any differences. In practice, rather than
comparing the full-length keys, it suffices to check shorter strings
derived from the keys, known as fingerprints. Many programs that
implement end-to-end encryption allow their users to perform
fingerprint verification. One often-implemented improvement is
allowing users to scan QR codes displayed on each other’s phones,
as a substitute for reading numbers out loud.

Even with this enhancement, few people perform fingerprint
verification, for a number of reasons [17, 47, 48, 51]:

• Verification requires the two parties to be physically together,
which is not always possible.

• Verification is not automatic: it requires time, effort, and
focused attention from the user.

• Verification needs some motivation for the users. i.e., people
want to understand why they are being asked to perform
this ceremony. This is complicated by the fact that:

• Understanding verification requires some grasp of the con-
cepts of end-to-end encryption. However, this is advanced
knowledge, and applications have achieved success precisely
because they do not need to explain these ideas to their users.

• People trust their service provider.
• People do not care enough about the privacy of their com-
munication to incur the costs of verification.

The goal of the present work is to design a verification procedure
that addresses some of these pain points and would be used by the
general public. This paper proposes incidental incremental in-band
fingerprint verification (I3FV), which features the following user
experience: as part of their normal app usage, a user shares a selfie
video or photo with their friends; similar to popular apps such as
TikTok or Snapchat, the user’s post includes a snippet of music, a
visual “filter,” or another type of prompt that the sender interacts
with in some way (e.g., singing along to the song). Importantly,
not all such “challenges” are available to every user each day—
instead, their availability is determined by the user’s key fingerprint.
Therefore, which challenge someone completes reveals a small
portion (e.g., one bit) of their fingerprint. To perform validation,
recipients are asked a simple question to disambiguate which of
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the day’s challenges the sender completed. As this process repeats
over time, the full fingerprint is gradually verified.

The core idea of this new process is that fingerprint verification
can be: (1) incidental, (2) incremental, and (3) in-band. A crucial
innovation of this design is that, instead of users explicitly engaging
in the task of comparing fingerprints, the verification can take place
largely incidentally to other actions the users perform. Concretely,
users complete “challenges” by interacting with topical audio or
visual features, analogous to those already popular on apps such as
TikTok and Snapchat. Examples might include prompts the sender
can respond to, songs they can lip-sync to, or augmented reality
features that add objects or effects to captured images.

Another novel characteristic is that, rather than a one-shot inter-
action, fingerprint verification can take place incrementally, with
the relying party gaining confidence over time that the key obtained
from the server matches that of the recipient.

Finally, the challenges can be completed in-band, i.e., through
the same app users need to verify keys for. While, theoretically,
this would allow an attacker to subvert the verification process, the
probability of being detected is high and is compounded at scale.

The remainder of this paper is dedicated to exploring the ideas
of incidental incremental in-band fingerprint verification. It begins,
in Section 2, by reviewing currently available trust models and the
research that exists about them. Section 3 presents the concept of
incremental verification in greater detail, with Section 4 outlining
the resulting end-user experience. Section 5 analyzes the scheme’s
security properties, with Section 6 discussing additional deploy-
ment considerations. The proposed process offers a wide latitude
of implementation details; Section 7 characterizes this design space,
while Section 8 discusses how the concepts could be explained to
end users. Finally, Section 9 discusses the open questions that this
new model raises and potential avenues for investigating them.

I3FV represents a fundamentally new paradigm for obtaining
trust for end-to-end encrypted communications. All previous ap-
proaches, both fingerprint verification and the even less popular
Web of Trust methods, require users to dedicate themselves to the
security task—which is one-shot, all-or-nothing. This is a funda-
mental limitation, as it requires users to have the needed knowledge
and contribute the necessary time, effort, and attention; many years
of deployments have shown that these are not forthcoming. In con-
trast, the I3FV approach only asks users to continue what they are
already doing—sharing selfies and engaging each other creatively.
It does not require any of the involved parties to know anything
about security, nor do they even need to know the security reasons
behind their tasks. As a result, I3FV significantly simplifies the
process of key verification and has the potential to vastly increase
the number of people who perform this security-critical task. If
successful, this approach could keep widely deployed end-to-end
encrypted systems more honest and may be applicable to other
domains where trust is currently centralized.

2 BACKGROUND AND RELATEDWORK
While end-to-end encryption is now widely deployed, many users
lack a complete and accurate mental model of how it works [2, 3, 52].
One of the areas where gaps exist, though it may be possible to
bridge them with proper explanations [6], is regarding the root

of trust in these systems. Unger et al.’s SoK on secure messag-
ing [44] provides a comprehensive overview of trust establishment
approaches available to messaging applications. These include:

• Opportunistic (optional) encryption
• Trust-on-first-use
• Key fingerprint verification
• Short authentication strings (read out-loud during calls)
• Mandatory verification (fingerprint verification is required
before communication)

• Authority-based trust (centralized, in which a central server
is fully trusted, or decentralized, relying on Certificate Au-
thorities and other elements of Public-Key Infrastructure)

• Transparency logs (e.g., CONIKS [30])
• Web of trust (such as that used by PGP [43])
• Posting keys publicly on established social networks (as in
the commercial product Keybase [24] and some research
prototypes [46])

• Identity-based cryptography
• Blockchains

All of these approaches have trade-offs, and most of them have
seen limited deployment, except for fingerprint verification. If
messaging platforms implement systems like CONIKS [30] or the
recently-proposed Key Transparency with Anonymous Client Au-
ditors [53], this may obviate the need for humans to verify key
fingerprints. However, for the time being, this remains the only
widely-supported trust establishment mechanism.

The problem of comparing hashes for authentication dates back
decades and goes beyond secure messaging. While certificate au-
thorities and associated public-key infrastructure allow trust to be
bootstrapped for most data obtained over the Internet, there are no
ways to verify that the root keys stored on devices are authentic.
The proper solution, as pointed out by Perrig and Song in 1999 [33],
would be to compare the fingerprint (i.e., hash) of a locally stored
key with a reference, out-of-band: “Since the user does not trust data
downloaded from the network, the reference fingerprint needs to be
passed over another channel, for example printed in a newspaper
like the New York Times.” Even if newspapers were in the business
of publishing root keys, users would face the unexciting task of
comparing 36 fingerprints, each consisting of 32 characters, letter-
by-letter. Since “human limitations” would prevent most people
from succeeding at, or even attempting, this task, Perrig and Song
proposed an alternative: Random Art, a visual representation of the
hash, which would allow users to compare images rather than text.

Since this first proposal, researchers have invented and evaluated
a variety of new methods for performing this “authentication cere-
mony.” Hsiao et al. [19] studied several different hash comparison
techniques, using different types of images besides Random Art, as
well as text with characters from different East Asian languages,
which they evaluated with 400 participants, including some from
Japan, Korea, and Taiwan. Kainda et al. [23] focused on verification
behavior rather than modality, evaluating compare-and-confirm,
compare-and-select (a string from multiple-choice options), and
compare-and-enter (the hash into a text box to verify it).

More recently, Tan et al. [42] tested eight different textual and vi-
sual fingerprint representations, notably including auto-generated
pictures of unicorns. Their study found that the representation can
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have a significant effect on the success of authentication: the best
configuration allowed attacks to succeed 6% of the time; the worst
72%. Other researchers have focused specifically on text-based fin-
gerprints, with Dechand et al. [12] finding that people are prone to
errors and suggesting sentences as the best representation.

Visually comparing hash representations is not the only way of
performing fingerprint verification. In 2005, McCune et al. [29] pro-
posed using the camera on one phone to scan the screen of another
one. Today, essentially all encrypted messaging applications allow
users to verify keys by scanning QR codes on each other’s phones.

Because authentication ceremonies are now built into encrypted
messaging apps, researchers have been able to study them in situ.
Vaziripour et al. [47] performed a user study of fingerprint verifi-
cation in three apps: WhatsApp, Viber, and Facebook Messenger.
They found gaps in user understanding and awareness, as well as
discoverability issues that resulted in success rates that were as low
as 14% in some cases. Due to the various usability issues uncovered,
Vaziripour et al. [48] and Wu et al. [51] sought to redesign in-app
messaging and explanations in Signal’s authentication ceremony;
while they achieved increased understanding, many participants
were still confused about the concepts involved. Most recently,
Fassl et al. [14] tried to improve the verification process through
user-centered design, including collaborative design workshops,
selecting viable candidates, iterative storyboard prototyping, and a
mixed-methods online evaluation. Despite these efforts, they noted
that “the quantitative comparison of our prototypes did not re-
veal usability or user experience improvements.” Similar outcomes
across various research led Herzberg et al. [17] to conclude that
“secure messaging authentication ceremonies are broken.”

Though not widely adopted, alternatives to existing authenti-
cation ceremonies have been proposed; many of them fall under
the umbrella of the more general problem of secure device pair-
ing [15]. Besides visual-based techniques, there are also audio-based
approaches [16], which researchers have compared against alterna-
tives in user studies [25, 26]. Other novel approaches include shak-
ing devices to securely pair them [28, 41] and exploiting correlated
magnetometer readings for authentication [22]. Such techniques
generally require the two devices to be near each other.

A technique that does not require physical proximity is “Short
Authenticated Strings” [45]. In it, users read words, generated from
their keys, out loud during an audio call. This was implemented,
for example, in the ZRTP VoIP protocol [54]. In addition to being
a distraction from the primary reason for the call, this method re-
lies on the parties knowing each other’s voices and being able to
recognize attacks through imitation, which creates some security
risks [34, 36]. Nonetheless, this method directly inspires the I3FV
approach. I3FV also shares some features with the work of Dab-
bour and Somayaji [11], who investigated the possibility of in-band
authentication by seeing whether people can distinguish friends
from attackers entirely through their texting style.

By relying on the attentiveness of human contacts for verifica-
tion, I3FV shares similarity with social authentication, which is
another trust establishment method [4]. Proposed primarily as a
solution for last-resort authentication [20] (e.g., recovering a lost
password), the core idea is for a user to designate several “trusted
contacts” who have to verify the user’s identity in order for account
access to be restored [7]. While this scheme can be resilient to

social engineering [35], it has seen only limited deployment [13],
and user studies have uncovered drawbacks in its convenience
and efficiency [27]. However, in these prior versions of social au-
thentication, the security task (i.e., the authentication ceremony)
is the primary activity, and it typically must be performed out-of-
band [37]. In contrast, I3FV aims to do away with these limitations.

3 IDEA DEVELOPMENT
This section describes the rationale and advantages of I3FV by
examining design goals, alternate approaches, and detailing the
final design.

3.1 Design considerations
The novel verification scheme proposed in this paper has two main
goals. The primary one is to maximize adoption of verification be-
haviors. Counter-intuitively, this may come at the cost of efficiency:
the current solution—scanning QR codes—is already quite efficient,
but people lack the motivation to do so. The second requirement is
maintaining compatibility with the architecture of existing E2EE
messaging apps, to ensure the solution can actually be deployed in
currently popular products. This entails maintaining the reliance on
central key servers for key retrieval and contact discovery, despite
the limitations of this model.

There are also two non-goals—objectives the design does not
aim to meet. The solution does not need to be more secure than
in-person fingerprint comparisons, since those are already optimal.
Instead, trading off some amount of security for adoptability is
acceptable. Additionally, it is not a goal for this scheme to always
be used by all people—but rather that any person could use it,
resulting in more people performing fingerprint verification than
today. As a consequence of these properties, users who require
greater security—for example those who are at a greater risk of
targeted attacks—would be better off continuing to use traditional
authentication ceremonies. (In practice, however, at-risk users
often face extraordinary time and resource constraints [49], so they
may benefit from incidental authentication.)

With these goals as a starting point, the following requirements
guide the design:

(1) Users should not need to be physically present to perform
verification. For many, meeting up in-person is not feasible.

(2) The verification process should not prevent, interrupt, or
delay normal communication through the app. These actions
would hurt usability, annoy users, and hinder adoption.

(3) Users should not need to understand encryption or other
cryptographic concepts, as this sets too high a barrier for
participation.

(4) Users should want to perform the verification process even
if they do not prioritize privacy, since many do not. Ideally,
the verification process would be intrinsically motivating.

3.2 Design development
Let’s begin by considering some strawman approaches, before ar-
riving at the final design.

Approach 1. Users could read their fingerprints (or an even more
shortened version of the key) at the beginning of a voice or video
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call. This provides authentication, assuming voice and video are
hard for an attacker to spoof. It also addresses the first requirement,
since the two parties no longer need to be physically colocated. As
mentioned in Section 2, the ZRTP protocol used this approach for
encrypted VoIP [54]. In practice, many people do not perform this
ceremony. It contradicts normal phone etiquette (we expect to start
calls with greetings), distracts from the main purpose of the call,
and parties may not be concerned enough about security.

Approach 2. What if, instead of reading the Short Authentication
String at the beginning of calls, each user would record a video
of themselves saying it? This video could be made available to
the user’s contacts, who could verify it on their own time. This
approach would be more acceptable because it would no longer
interrupt normal conversations. Still, there are some problems.
Chief among them is the question of motivation. Whywould people
record these videos? And why would their friends take the time
to watch them? If greater security is the only reason for doing so,
many will not bother.

A novel but growing concern is how easy it would be to fake
these videos. With improvements to computer graphics and speech
synthesis, it has become possible to manipulate existing footage
and recordings to generate completely new recordings of people.
In essence, you can make anyone say anything. This “deepfake”
technology is nascent, but is available and improving [31].

Inspiration. Many people already record short videos and photos
of themselves, which their friends can watch at their convenience.
Popularized by Snapchat, similar features are also offered as In-
stagram Stories, Facebook Messenger Stories, WhatsApp Status,
and Signal Stories [38]. Though typically free-form, apps allow
users to customize them with overlays (referencing current events,
location, time of day, etc.), stickers, and text. In many cases, users
may alter how or what they record based on the planned overlay.
These customizations make each new photo or video distinct and
therefore harder to fake. In fact, some apps already require users
to customize selfies to deter fakes. For example, users who wish to
verify their profile on the dating app Bumble are “prompted with
an example of one of a hundred random photo poses”; they are
then instructed to “take a selfie mimicking that pose” [8].

3.3 Proposed principles
The I3FV idea has a few key components:

Actions over words. Rather than reading numbers or words out
loud, users can record videos of themselves performing different
actions. Like the number or word, the action is deterministically
chosen based on the user’s key. Thus, the receiving party (or, more
specifically, their app) can figure out which action the sender was
supposed to be performing, knowing just their key.

Actions, or “challenges,” aremore interesting for users to perform.
Even basic gestures (“fist-bump someone or something”) can be
more fun than saying words out loud. Actions are also likely harder
for potential attackers to fake. The richer the movement, context,
and interactions in the video, the more effort it requires for an
attacker to reproduce or alter.

Constrained but creative. The more engaging and entertaining
a challenge is, the more likely someone is to complete it and then
come back to perform another one. Challenges should therefore
engage users’ creativity and offer them multiple ways to go about
it. This is subject to one primary constraint: the recipient of a
challenge video should be able to confirm to their app that the
sender performed the intended action. Thus, completely open-
ended challenges (“do something unexpected”) will not work, but
more constrained ones can be good candidates (“perform a dance
move”), as long as there are no similar challenges that they can be
confused with (“pretend you’re in a ballet”).

More and shorter, not one longer video. To securely represent
a fingerprint as a single challenge video, either the number of
potential challenges would have to be very high, or the user would
have to perform a series of challenges back-to-back. I3FV is based
on the hypothesis that, instead of a single long video, people would
prefer recording multiple shorter ones, over a longer time span.
This has a number of advantages:

(1) Each video can be dedicated to a single challenge.
(2) Users can choose when theywant to record videos andwhich

challenges they want to complete.
(3) Verifiers only need to watch one short video at a time, which

reduces the effort and commitment required.
(4) Whereas staking verification on a single video would give

attackers a single target, multiple different videos requires
repeated and ongoing effort from attackers.

App integration. I3FV could be a feature added to existing apps
like Snapchat. When users go to take a photo or record a video,
they have the option of viewing the day’s challenge. (The challenge
is derived from their key and today’s date, and thus is different
from many of their friends’ challenges.) They can complete it, if
they so wish, by performing the stated actions.

As with all other photos/videos in the app, a challenge video
can be sent to specific friends directly, or passively posted for any
friends to see if they click on the user’s profile. (Note that, with
all apps, there is an indicator when one of your friends has new
content available, so a friend would not need to guess whether a
video is available.) A friend watching the challenge video could
confirm to their app that the user performed the correct challenge
by answering a simple question (yes/no, or multiple choice).

4 USER EXPERIENCE, DETAILED
The final user experience of I3FV may resemble the following.

A user opens their messaging app and decides that they want to
share a photo or video of themselves with their friends. Importantly,
their motivation for doing so is sharing content with their friends;
any security properties of what they are about to undertake will
happen incidentally.

When the user opens their app’s camera mode, they can swipe
(or otherwise interact with the screen) to see which customizations
they can apply. For example, swiping once may overlay a banner im-
age celebrating today’s holiday (“National Honey Day!”); swiping a
second time may turn on an augmented reality lens that transforms
the person’s face to look more like a bee (see Figure 1); and so on.
Apps such as Snapchat already provide these customization options,

4

107



Incidental Incremental In-Band Fingerprint Verification NSPW ’22, October 24–27, 2022, North Conway, NH, USA

Figure 1: A Snapchat lens (source: snapchat.com) showing
a sample face manipulation. To make it an I3FV challenge,
this lens would need to be available for a subset of the user
base, based on their public key.

and, again, the user’s motivation for choosing a specific lens or
overlay is just whatever they consider most fun and entertaining.

However, possibly unbeknownst to the user, not all possible lens
options were available to them when they were swiping through
the options. The “bee” lens was only shown because the user’s
public key ended with a 1.

Once the user records themselves using the lens and posts the
photo or video, it becomes available to their friends for viewing,
on their own time. This is fully analogous to how many current
apps have a “Stories” feature that allows users to view their social
connections’ posts until those disappear after 24 hours.

An I3FV implementation changes the user experience of viewing
others’ posts in only one small way. Transmitted with each post
would be a piece of metadata, which indicates whether this post
represents a verification challenge. If it is, the recipient’s app can
use its version of the sender’s public key to compute which chal-
lenge it expects that post to be. Then, when the user has viewed the
post, the app can prompt them with a simple question, for example,
“which animal did the sender most resemble: alpaca, bee, cassowary,
or dingo?” If the user’s answer matches the expected value, one
bit of verification is complete. This aspect of the user experience is
new and not incidental to everyday usage—fingerprint verification
is the only reason for its existence. However, it is low-effort (so as
to be minimally annoying) and happens automatically, so the user
does not need to remember to make a security decision.

5 SECURITY ANALYSIS
This section analyzes the security aspects of I3FV compared with
existing fingerprint verification techniques.

5.1 Threat model
This analysis assumes the same threat model used by end-to-end
encrypted messaging apps. Namely, the server can perform active
attacks on key lookups and the communication itself, if it has the
necessary keys, since all content passes through the server. Clients
(i.e., the messaging apps installed on end-user devices) are assumed
to be trusted, with each one having a distinct public key.

Caveats about trusting clients. In today’s real-world deployments,
client apps are developed and distributed by the same entities that
operate the servers. Thus, if a service turns evil, they could distrib-
ute a malicious version of the application, rather than performing
any machinations on the server. This is a fundamental limitation
of today’s deployments that I3FV does not address. Traditional fin-
gerprint verification also suffers from the same problem. However,
there are classes of attackers that can only target the server; adding
back-doors to apps is generally costlier and more difficult.

Clients can also become untrusted if the user installs malware
on their phone. If that malware compromises the phone’s operating
system, then nothing is safe anymore. If privilege escalation does
not happen, a locally running app or a network attacker may still
be able to learn some things about the messaging app and the user’s
actions through side channels. Such attacks are out of scope.

Mass surveillance vs targeted attacks. Under E2EE’s strong threat
model assumptions, the MITM attacker may have a variety of ca-
pabilities; however, in practice, any attack comes at a cost. As
discussed in Subsection 3.1, the goal is not to replace one-shot fin-
gerprint verification for those who need or want to do it, but to
engage more people in the practice. Even if each individual achieves
a lower level of security overall, the (hopefully) large scale at which
I3FV can be adopted significantly increases the possibility that a
misbehaving server is caught, thus raising the risk and cost to an
attacker. Such friction is especially important to thwarting mass
surveillance (a priority that has been identified by popular apps
such as Signal [50]), which relies on MITMing a population as a
whole, rather than targeting individuals.

5.2 Entropy
Traditional verification authenticates the entire fingerprint at once,
while I3FV validates only a few bits at a time. How long does it
take to verify the entire fingerprint using the new approach?

Signal and WhatsApp’s “safety” and “security” numbers consist
of 60 (base-10) digits (see Figure 2). Because the safety number is a
combination of the two parties’ keys, one person’s key accounts
for half of those, or 30 digits. Correspondingly, the number of
possible fingerprints is 1030. If 10 challenges are available each
day, it will take 30 days to verify a fingerprint with equivalent
entropy. (Verification need not happen back-to-back, so those 30
days can be spread out according to the sender’s convenience.) If
fewer daily challenges are available, e.g., just four, verification will
take somewhat longer: log4 (1030) ≈ 50 days. At a maximum, if
only two challenges are available every day, then verification will
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Figure 2: Signal’s screen for verifying a safety number

take log2 (1030) ≈ 100 days. Where in that range a service lands is a
tunable parameter; its main determinant is a service’s capacity for
generating unique challenges, a question that is discussed shortly.

These calculations represent an upper bound for how long verifi-
cation can take. In practice, high levels of assurance can be achieved
with fewer challenges because, as more and more bits of a key are
verified, the probability that only the remaining unverified bits have
been spoofed becomes increasingly lower. (The exact likelihood
depends on the structure of the key space and the ease of find-
ing near-collisions.) Furthermore, even a small number of failures
might be strongly diagnostic of the presence of attackers and could
trigger more explicit full verification on that basis.

5.3 Blocking and replay/ordering attacks
One of the distinct aspects of I3FV is that verification is done in-
band. Strictly speaking, this is not necessary: a user could perform
verification out-of-band, across different services, for example by
posting challenges verifying their Signal keys to Instagram. Realisti-
cally, though, the need to support both sender and recipient actions
makes cross-app verification cumbersome and unlikely to be im-
plemented. If verification is in-band, then the challenge recordings
are being sent through a potentially malicious server, therefore
presenting it with an opportunity to tamper with them.

One action a malicious server may take is blocking messages
containing challenges from being delivered altogether. Such a de-
nial of service attack could effectively prevent verifications from
happening. However, implementations of I3FV could mitigate this
by taking advantage of “read receipts”: these features are present
in most messengers and social media applications and allow a
sender to see when their messages have been delivered or read.
If users notice that none of their completed challenges are being
viewed, this might arouse suspicions. Even without this feature,
this attack would break down at scale, if the user base were to
notice—through conversations and anecdotal observations—that
their messages failed to be delivered. Since the goal, as discussed
previously, is to thwart mass surveillance, this may offer a reason-
able degree of protection.

If a service utilizing I3FV reuses challenges, an adversary may
attempt to take advantage of this by significantly delaying verifica-
tion messages. Ideally, each day would bring a new, unique set of
challenges; however, these require effort to come up with and en-
code in the app. This effort is furthermore continual, as the scheme
expects the service provider to keep issuing new challenges indef-
initely into the future. To simplify their work, service providers
may therefore find it compelling to reuse challenges. However, this
opens up an avenue of attack: if a user completes one challenge,
but the MITM attacker’s key is associated with a different one, an
attacker might withhold the delivery of the user’s recording, and
then send it at some point in the future when that challenge is
appropriate for the MITMed key. (They may similarly attempt to
replay already-delivered recordings, in the hope that the recipient
does not spot the repeat.)

There are a few options for dealing with this attack. One possi-
bility is to not provide any special defenses and leave the protocol
as-is. This is not unreasonable, as users may be expected to flag
occurrences of reordering because they are naturally suspicious: if
a message is delivered much later than it is recorded, the sender
may now have a different haircut or physical surroundings, and
some recipients are likely to pick up on that. To defend against the
attack more directly, apps could ask senders to somehow mention
the date (or current events) when challenges are repeated; this may
make the content less natural, but would solve the problem. A way
to address the issue without direct user involvement would be to
incorporate a timestamped watermark into the recording, either
overtly or through cryptographic means [10].

5.4 Impersonation
In addition to interfering with verification by blocking or reorder-
ing messages, an attacker might try to tamper with their contents.
The interference can come in two ways: (1) modifying verification
messages or (2) creating new ones altogether, in which the sender
is being impersonated. The success of these attacks depends on
two intertwined factors: the susceptibility of the verification chal-
lenges to alteration (referred to, going forward, to as “forgeability”),
and the effectiveness of technical tools for creating deepfakes or
otherwise impersonating an individual.

The forgeability of challenges is a spectrum of difficulty. On the
easier side are basic visual overlays (“filters” or “stickers”); these
can vary from a border around the edges of the photo or video to
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more complex images that cover up only parts of the frame, with
varying opacity levels. An attacker wishing to attack a filter-based
challenge could possibly overlay one filter with a different one, or
attempt to remove or otherwise alter the overlay.

This possibility need not eliminate filters as a challenge cate-
gory. People might (and should be encouraged to) engage with
them in creative ways, such as making a face, pointing, or incor-
porating them into their pose. Users might also refer to them in
a caption, which occludes some of the image. All of these will in-
crease the complexity of altering the image, if slightly. Most simply,
filters could spark a conversation between sender and recipient. To
succeed, an attacker would therefore need to not only carefully con-
sider and modify the original message in a custom way, but would
have to monitor and potentially act on the entire conversational
context. This very likely could not be done in an automated way,
requiring individualized human attention. Thus, while modifying
filters could be plausible as a targeted attack, doing so at scale, as
necessitated by mass surveillance, would be prohibitive.

This speaks to an important dimension of the forgeability of
challenges, which is how much engagement they generate with
the user. As was just discussed, post-hoc interaction (i.e., starting
a conversation between creator and verifier) is good for security,
since an attacker risks discovery if it is not managed. Still, the
primary dimension of engagement is the degree of involvement in
the challenge by the sender. If they completely ignore the content
of the challenge and take a regular selfie, or even a photo without
themselves pictured, this represents a total lack of engagement. In
contrast, a maximally engaging challenge would result in content
that the sender would create only for this challenge and under no
other circumstances, so that it cannot be used in other contexts.

The reason engagement is important for security is due to the
threat of manipulated or synthetic photos or videos, especially
ones created using machine-learning based techniques (deepfakes).
Since they first became known in 2017, deepfakes have been widely
created and studied [31], becoming increasingly complex and be-
lievable with continued advancements in the technology. Moreover,
similar techniques have made it possible to synthesize fake speech
as well [21]. Current deepfakes are subject to limitations, such
as struggling to handle non-frontal poses [5] (hence the emphasis
above on full-bodymotion in I3FV challenges). Unfortunately, these
constraints are likely to be overcome with time.

Along with improvements in creating deepfakes, research has
also produced advancements in detecting them [31]. These too con-
tinue to evolve and could eventually be built into messaging apps
(which are trusted under the E2EE threat model) to scan incoming
challenges automatically and flag suspicious occurrences.

Another defensive strategy apps can use is varying the influence
of different verification types. For example, if a certain challenge
is harder to spoof (e.g., a video versus a photo, or an activity that
requires engaging with the surroundings versus standing still), it
could count as a higher-certainty verification. Fewer of these may
be required to reach the goal of full key verification.

The coming years will undoubtedly see improvements in deep-
fakes, and, if the technology is perfected, it would threaten the
reliability of in-band verification. Nonetheless, I3FV may remain
viable in the foreseeable future. For deepfakes to completely negate
this verification method, first, there would need to be sufficient

audio and video and data to synthesize them for every person using
the platform. The synthesis task becomes even harder if the actor
needs to interact with the environment. The attacker would need
to ensure convincing surroundings, which requires knowing where
the sender is and providing a plausible and dynamic background,
including features such as weather. Similarly, they might get caught
if someone notices that the target’s clothes do not match what they
were wearing in other videos that day. There might also be subtle
communication cues that give the attacker away [11]. Since many
people will be performing the same challenge, another cause for
suspicion would be if all the synthetic content looked too similar,
for example if motions and gestures in different videos all looked
the same. Finally, all of these deepfakes would need to be generated
on-demand and in near real-time, since users will notice if there
is a delay in reaching their audience. After all that, if the attacker
succeeded in one particular instance, they would need to do this
repeatedly, day in and day out, without arousing suspicion, as long
as the user was continuing to perform challenges. They would also
need to overcome potential countermeasures, as discussed above.

Accounting for all this complexity, it might be still be possible
for a targeted attack to succeed, in select circumstances, though
it would not be easy. But, at scale, when even a small amount of
detections can raise red flags and lead to investigations of the server,
pulling this offmay be cost-prohibitive. Recall that the aim (outlined
in Subsection 3.1) is not to fully eliminate the possibility of attacks or
replace traditional verification, but to thwart mass surveillance by
getting more people engaged in checking the server, so if something
suspicious does happen, they can revert to traditional fingerprint
comparisons. Therefore, while impersonation certainly presents a
challenge to I3FV, it does not preclude the system meeting its goals
if deployed in a real, widely-used service.

6 DEPLOYMENT CONSIDERATIONS
Beyond any theoretical security properties, the success of a system
depends on whether it is implemented, used, and supported.

6.1 Adoption incentives
Whether a system gets deployed is driven in large part by the
incentives surrounding its adoption.

Platform adoption. Why would a platform adopt incremental
verification? After all, doing so would harm their ability to carry
out MITM attacks, which they may want to perform due to gov-
ernmental pressure or commercial advantage. However, the same
exact pressures, coupled with control of both the clients and the
server, weigh against a platform’s decision to adopt E2EE in the
first place. Yet many still do.

Behind such decisions are a variety of factors. Platforms want
to win users’ trust and demonstrate that they are on the side of
users and their privacy. Ensuring that data is encrypted also limits
the ability of hackers to access it. Many also do not want to deal
with government requests, since complying with them requires
considerable resources, especially if they need to be handled across
many jurisdictions. Compliance may also lead platforms to suffer
reputational damage, if the handing over of private user data is
publicized. All of these pressures that incentivize offering E2EE
may also lead to the adoption of I3FV.
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Furthermore, if some messaging platforms adopt I3FV, this could
create competitive pressure on others to do the same. This is par-
ticularly true if completing the verification challenges turns out to
be—as hypothesized—fun and self-motivating; then, implementing
this feature would hold the promise of an increased user base for
those who choose to adopt this technology.

Platform support. Deploying incremental verification carriesmore
than a one-time cost; the scheme requires ongoing upkeep and sup-
port. One specific limitation that may affect the deployment of
I3FV to real systems is the cost of curating challenges. A service
may require hundreds of challenges, and while reuse is possible
(as discussed in Subsection 5.3), having fresh ones would be bet-
ter. This is inherent to the method, but it need not deter adoption.
First, ideas can be crowdsourced; for example, Snapchat already
allows users to contribute filters [39]. Second, many E2EE services,
such as WhatsApp and iMessage, are operated by profitable entities
(Meta/Facebook and Apple are, as of 2022, both valued at hundreds
of billions of dollars or more [32]), which are likely able to afford
to spend a small amount of money to generate challenge ideas.

As with the choice of initial adoption of I3FV, the incentives
behind funding ongoing support of this feature may include com-
petitive demands, reputational pressure, and the increased user
engagement that these features may drive for the app. In contrast,
if the scheme turns out to have very few users in practice, then it
is likely also not meeting its security goals. In this particular way,
therefore, the incentives of apps and users may even be aligned.

6.2 Limitations
In addition to the security properties that make I3FV different
from traditional fingerprint verification, this method has a set of
particular challenges and limitations, which are worth considering.

First and foremost, I3FV is dependent on people completing
challenges, i.e., sending photos and videos of themselves based
on specific prompts. Whether this will happen depends on two
questions: will users send photos and videos of themselves? And
will they alter them in response to “challenges?” The ideal way to
study these questions is empirically, but intuition suggests affir-
mative answers to both. Social media applications like Instagram,
Snapchat, and TikTok have amassed hundreds of millions of users.
While they host a variety of content, and exact data about it may
not be publicly available, it is commonly understood that photos or
videos of the users themselves represent a significant fraction of
content being shared. Similarly, the viral spread of memes on Tik-
Tok and the popularity of filters on Snapchat (which the platform
even targets for advertising [40]) suggest the willingness of users
to get cues about the content to create from the platform itself.

Section 3.3 emphasized the need for challenges to be creative
and engaging to minimize the risk of impersonation. However,
this involves a certain level of trade-offs: challenges that are more
involved, potentially embarrassing, or complicated (“stand on one
leg while juggling tea-cups”) will be completed by fewer users.

There will certainly be users of any service who are uncomfort-
able sending selfies, recording videos of themselves, or performing
challenges. They will therefore be unable to take advantage of
I3FV. While this is unfortunate, the scheme’s goal is to increase

how frequently authentication is performed across the entire popu-
lation; it is not expected that every single user can or will engage
in it. For such users, E2EE services should continue to provide the
option to perform fingerprint verification using traditional means;
I3FV ought to be strictly additive. In the future, researchers and de-
velopers may come up with additional authentication ceremonies,
which—following the paradigm proposed here—may be incidental,
incremental, and/or in-band. These methods may also be needed
for E2EE services for which the light-hearted nature of I3FV is
not a good fit, such as business messaging and professional social
networks, or anonymous communication tools for whistleblowers,
activists, and other at-risk users.

Another clear limitation of I3FV is that it takes a long time, as
estimated in Subsection 5.2. This means it takes longer to reach the
same security level as traditional verification, and also increases
the risk of abandonment if users stop performing verification chal-
lenges. These limitations are inherent to the method, but any
amount of verification is better than no authentication, which is
the current reality of E2EE messaging for nearly all users.

Theoretically, a challenge may go viral and result in people
completing it even though it does not match their key for the day.
If the server is well-behaved, this should not cause problems, as
the sending app would mark it as a regular post, and the recipient
would not be asked verification questions about it. In an adversarial
scenario, however, an attacker might attempt to leverage this post
to verify their (MITMed) key. This has low probability of happening,
as the video that went viral would have to match the challenge for
the attacker’s key. Moreover, this would only affect a few bits of
the overall fingerprint; success would require this occurrence to
repeat many times over, which is implausible.

In summary, while there are clear limitations, they may not nec-
essarily affect the overall viability of I3FV as a new and potentially
promising authentication ceremony.

7 DESIGN SPACE EXPLORATION
I3FV is a general paradigm, and any specific realization of it will
require the implementers to make a number of decisions about its
details. The aim of this section is to characterize this design space.

7.1 Types of challenges
For the purpose of I3FV, a challenge is some way to customize
a photo or video of the sender that distinguishes it, in a human-
verifiable manner, from others they could have made. There are a
variety of options surrounding what challenges look like.

One simple but consequential design choice is whether verifi-
cation messages are photos or videos. Videos are harder to fake
and thus better for security. There are also more opportunities
for creative expression in a video. On the other hand, photos may
allow for more careful and deliberate self-presentation, which is an
important goal for social media users. Ultimately, either is valid,
and ideally services would provide options for both photos and
videos. Audio-only challenges—including videos that do not show
the face of the speaker—are also an option, but they rely on recipi-
ents being able to distinguish the sender’s voice, while also being
highly vulnerable to synthesis attacks [36]; they are therefore less
secure overall and less ideal as a medium.
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Type Example
Visual overlays A picture of a donut taking up a

portion of the screen. If sufficiently
inspired, the sender could “interact”
with it by pretending to take a bite
out of it.

Lip-sync to music A 10-second clip of some song or
audio clip that the sender sings or
dances along to

Perform specific gestures “It’s Tongue-Out-Tuesday! Stick your
tongue out!”

Act out charades “Pretend you’re a penguin”
Respond to specific ques-
tions

“What is your favorite ice cream fla-
vor?”

Respond to open-ended
prompts

“Talk about the best vacation you’ve
ever had”

Use augmented reality
lenses to modify face

The sender’s face is manipulated to
look more like a bee (see Figure 1)

Interact with characters
and objects projected us-
ing augmented reality

An AR dinosaur is seen walking be-
hind the sender, while they express
fear.

Table 1: Categories and examples of challenges

The biggest question is what the specific challenges should be.
Table 1 lists potential categories for challenges as well as specific
samples. Examples include visual overlays (“filters”), lip-syncing,
movements such as gestures or miming, monologues on provided
topics, as well as interactions in the space of augmented reality.
Beyond those collected here, there aremore categories and of course
many more examples of each type of challenge.

In addition to a user’s key, other factors can help determine
which challenges they get to select from. For example, similar to
how filters work in today’s popular services, challenges could be
location-specific (“You’re in New York City! Pretend you’re eating
a Big Apple!”) or time-specific (“It’s midnight and a full moon!
Pretend to howl like a wolf!”). Any of the currently available
customizations ought to work as challenges for I3FV, as long as
their availability is also somehow influenced by the key hash (e.g.,
there are two versions of each challenge, or it is only offered to a
subset of users at a given time).

Rather than utilizing all known challenge types, services may
decide to make only certain types of challenges available, based on
the character of the app. If filters are popular on Snapchat, they can
retain them and simply add verification questions for some of them.
If TikTok decides to use I3FV, they can focus on musically-inspired
challenges. A hypothetical dating platform could have challenges
where users share something about their hobbies and interests.

7.2 Mechanisms for verification
The discussion so far has focused primarily on senders and the
challenges they must complete; the other half of the puzzle is the re-
cipient: it is incumbent on them to verify the completed challenges.
What exactly does this verification process entail?

The verification step should consist of a simple question asked
after a recipient has viewed a contact’s verification video. This
can take the form of a yes/no question about the challenge being
completed (“Did this video feature your friend pretending to be a
bat?”) or choosing one of several answers (“Which of the following
animals was your friend pretending to be?”).

If the recipient’s answer matches the intended challenge, then a
portion of the key can be considered successfully verified. But what
if there is a mismatch? This could be an indicator of compromise,
though it is generally more probable that it is a mistake either on
the part of the sender or recipient. What are the next steps?

A simple solution is to display a warning about the mismatch to
the user, urging them to use caution, perform traditional in-person
fingerprint verification, and possibly cease communication until
this is done. However, any such messaging would need to be care-
fully designed to account for the fact that false negatives (accidental
mismatches) are incredibly more likely to occur than true negatives
(the server actually being compromised). Because of this, some
implementations may even choose to delay user notification until
there’s a greater confidence in a mismatch (i.e., several failed verifi-
cations). A fully informed solution for this may require data from a
real deployment about how often mismatches occur in real life.

Whenever the app chooses to inform a user about a mismatch
may be the first time they find out about the security purpose of the
challenges: until then, implementations may choose to withhold
the security rationale behind challenges and present them simply as
a fun and playful feature. At this point, explaining the problem and
the context may be challenging, as users are well known to struggle
with mental models of end-to-end encryption [2, 52]. Effective
explanations of I3FV and encryption in general may be topics for
future work, but Section 8 presents an attempt at a metaphor aimed
at explaining I3FV to a non-expert audience.

7.3 Incentivizing engagement
The success of incremental verification depends on both sides—
senders and recipients—engaging in it, repeatedly, for long periods
of time. What would motivate them to do so? One answer is that—
hopefully—they consider it fun: the design of I3FV’s method is
based on the observation that people already perform most of the
actions they need to do for challenges. While specific social media
apps may come and go, the core behavior—sharing photos and
videos with friends and family—is unlikely to ever go away.

The least invasive way to implement I3FV is to make the chal-
lenges available alongside similar customization features (e.g., fil-
ters) and let users discover this feature for themselves. To increase
adoption, apps may choose to add further features to incentivize
participation. For example, they may use streaks [18] and other
gamification features to motivate users to complete verification
challenges. Other examples might include badges, levels, and un-
locking sticker packs or other features once a certain number of
verifications has been achieved.

In general, while senders in I3FV bear the highest user burden—
since they need to record challenges—the intent of the design is that
there is no additional burden on them. If they are already creating
and customizing photos and videos of themselves, then they only
need to continue what they have been doing. If they are not doing
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this, then, as discussed in Subsection 6.2, I3FV may not be a good
match for them, though perhaps some can be convinced through
the gamification features or by observing their friends do it.

In comparison, recipients need to expend less effort—because
all they need to do is answer simple questions—but this effort is
entirely unique to the I3FV user experience. Arguably, recipients
may require less incentivization to answer verification questions,
since they are already likely to watch videos from their friends, and
verification questions can be displayed automatically at the end.
However, here too apps may choose to award points or otherwise
gamify the interactions. Such inducements need to be carefully
considered, however, as poorly designed incentives might lead
people to claim someone correctly performed a challenge—even if
they did not—in order to collect the promised rewards.

For both senders and recipients, an open question about the
design is whether to inform users about the security motivations
of the tasks they are performing. All of the approaches suggested
above can be implemented without revealing this rationale. This
may be preferable from the perspective of simplicity, so as not to
burden users with confusing explanations about the mechanics of
end-to-end encryption.

On the other hand, without some context, users may wonder
why they do not have the same challenges available as their friends.
More prominently, those on the receiving side may want to know
why they are being asked to answer questions about their friends’
videos. Explaining that this is being done to help verify their
identity—without necessarily getting into the technical details—
may be necessary to avoid user confusion.

Furthermore, providing the security background behind the ac-
tions might provide additional motivation, making some users more
willing to perform challenges and verifications. It also unlocks other
potential gamification and user interface options, such as showing
the percentage of the key that has been verified.

Crucially, exposing the security motivation behind the actions
does not negate any of the advantages I3FV has over traditional au-
thentication ceremonies. In particular, the primary task of sending
and watching videos is not being done for the purposes of security,
but because this is how people want to interact with their friends.

The various design decisions discussed in this section are all valid
implementation options for I3FV. Determining the best solutions is
an open research question, which is discussed in Section 9.

8 EXPLAINING I3FV TO END USERS
I3FV relies on senders and receivers performing tasks that are
already largely part of their usage patterns; therefore individual
end users do not need to understand the logic and purpose behind
the tasks they are performing. Nonetheless, there may be times
when explaining the process to non-experts may be helpful or
necessary. For such situations, this section presents a non-technical
metaphor, which could be the basis for explaining I3FV to people
who are unfamiliar with the concepts of end-to-end encryption.

Alice and Bob are two friends who want to exchange
letters and photographs over snail-mail. The postal ser-
vice will reliably deliver any letters (and attachments)
to the address on the envelope without opening it.

There’s just one problem: Alice doesn’t know Bob’s
address.

Luckily, there’s a directory that lists everyone’s ad-
dress, so Alice can just check that. However, Alice is
worried that the directory’s publisher, Eve, may replace
Bob’s real address with her own. Then she’ll get any
mail meant for Bob, read it, and forward it on to Bob,
who won’t know that his mail has been intercepted.

Alice would like to ascertain Bob’s address, but she
can’t just call him and ask because she doesn’t have his
phone number either. Instead, she needs to continue
communicating through the mail (in-band).

There are some things Alice can try to do, which
won’t work. She can write her return address on the
envelope, but Eve can just put the message in a new
envelope. Bob can write his real address in the re-
turn letter, but Eve opens those letters too, so she can
change it when the letter passes by her on the way
back.

But while Eve can alter written letters, she can’t
forge photographs, at least not well. So Alice and Bob
come up with a solution: Bob will send a photo of
himself that includes his address. Their first idea is
for him to take a photo with a piece of paper with his
address, but Eve might still be able to alter that portion
of the photo, since it’s just text.

Instead, Bobwill give Alice a photo-tour of his neigh-
borhood (which, incidentally, he was already planning
to do!). First, he’ll share a photo of himself standing
in front of his house, so the house number is visible.
Next, he’ll send a selfie with the street sign at the end
of his block. And finally, there will be a photo of him
with the “Welcome to . . . ” sign at the city limits.

Each of these photos will feature Bob, so Eve won’t
be able to swap them out for oneswith a different house
or street sign. Therefore, with each new photo, Alice
will incrementally gain confidence that she’s sending
letters to Bob’s real address.

9 OPEN QUESTIONS AND RESEARCH
DIRECTIONS

The biggest question about the proposed verification scheme is: will
it work? Will people complete and verify challenges as required
by I3FV? To answer this, it may help to know what fraction of
the population, or of a given app’s user base, already engages in
behaviors similar to those required for I3FV (i.e., sends selfies).
Another related research question is what fraction of a population
actually needs to perform verification to catch a misbehaving server.

There are a variety of other more specific research questions that
arise from this scheme. Many of them revolve around challenges
specifically, since the choice of challenges and their effectiveness
will be a significant determining factor in the success of the method
overall. How fun do people consider challenges? Are the prompts
and restrictions annoying? Or do they spark creativity? How intrin-
sically motivating are the challenges? Are users willing to complete
challenges without knowing about their security motivations? How
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many challenges do people complete before becoming bored by the
concept? Yet, success of this paradigm may depend on more than
just the challenges. What other factors play a role in adoption and
continued usage of incremental verification?

The role played by challenge recipients raises a different set
of research questions. As discussed in Section 7, these include
how to motivate recipients’ participation and whether to inform
them about the security motivation of their tasks. In addition to
answering verification questions, a more implicit responsibility
of recipients is to spot suspicious verification videos that may be
fake. Subsection 5.4 has argued that, if recipients spot artifacts or
inconsistencies, they will discuss this with the sender. This behavior
is thus a major part of the defense against potential attacks using
deepfakes. However, whether this discussion will actually happen
is an open question that future work needs to investigate.

Another research direction could be investigating, or strengthen-
ing, the security properties of I3FV. How hard is it for an attacker to
forge a challenge video? What additional steps could be added to the
protocol to make this more difficult? Are there anti-impersonation
safeguards that can be added to the app? Also important to under-
stand is the rate of false positives in the system: how many people
will say someone correctly performed the challenge even if they
did not? False negatives—in which recipients incorrectly flag legiti-
mate challenge completions as attacks—also need to be investigated.
Some may be accidental, while others may represent confusion or
misunderstanding. Either way, too-frequent occurrences have the
potential to frustrate or alarm users.

The most ecologically valid way of studing I3FV is to implement
and deploy it with one of the popular E2EE services. A full-scale
deployment is naturally not an easy task; a more feasible alternative
is to perform a small-scale study. However, this has its own difficul-
ties. Since the long-term success of the scheme is a concern, it is
important to conduct a user study in an environment that resembles
a real-world deployment as closely as possible. This necessitates,
at a minimum, the following two requirements: First, people must
be able to use the app over an extended period of time (i.e., not
in a single session). Second, people must engage in interactions
with their real friends (i.e., not strangers recruited for the study,
or researchers). To meet these requirements, there are two major
approaches researchers can take: they could design a custom mes-
saging app that implements the verification scheme, or they could
test the verification scheme “on top of” an existing app people use.
Each approach has its own advantages and disadvantages.

Designing a custom app has several advantages. Researchers get
to control the full experience, which ensures that the challenges
come from the app itself. They can also implement and test various
gamification features. Overall, this results in a much more natural
and realistic user experience. The downside is that this approach
suffers in its ecological validity. A research prototype would lack
the social networks found on existing apps. If participants are re-
cruited individually, none of their existing contacts will be on the
new app, so they will have little motivation to use it. If participants
are recruited in groups, most of their contacts will still be using
other apps, and so there is a significant risk that they revert to their
previously-preferred communication channels, especially if the re-
search prototype does not offer as compelling a user experience.
These limitations put into question participants’ long-term usage

of any prototype app—independent of the authentication ceremony
implementation—which makes it difficult to accurately answer re-
search questions about people’s willingness to use incremental
verification over time.

The other option is to perform research with an existing app.
Ideally, researchers could modify the client of an E2EE messaging
service with additional features, allowing participants to keep using
it for their regular communication, but also experience the new
verification features researchers are interested in testing. However,
due to the tight control most messaging services exert over clients,
at present this may not be feasible. Another approach, which may
work for studying certain research questions, is not to implement
new features, but to ask participants to simulate certain behaviors
in their existing apps. For example, participants could receive chal-
lenges from researchers over email but then share them with select
friends or groups through (for example) Snapchat. This approach
allows users to stay on widely used platforms, which can increase
long-term engagement. There is even the potential for participants
to share their content with a wider circle of friends, not just other
study participants, which some may find more motivating. On the
negative side, such a study needs to be designed with a way for
participants to explain challenge videos to their friends, so as to
address questions that may arise and avoid potential awkwardness.
This approach also makes it difficult to test the recipient side of the
interaction, since recipients cannot verify a video in the app. Addi-
tionally, this approach has a much less natural user experience, does
not provide a channel for in-app messaging or explanations, and
also precludes testing gamification features and other incentives
that services may wish to deploy to motivate participation.

Ultimately, researchers should choose the approach that they
feel is most helpful for answering their specific research questions,
despite the trade-offs it may entail.

Beyond testing the assumptions underpinning the particular
version of I3FV proposed in this paper, future work should also
consider how its principles could be applied to other authentication
ceremonies—either in secure messaging or beyond. In particular,
the method that has been the focus of this paper emphasizes em-
ulating the behaviors of apps like Snapchat and TikTok, which
have become popular predominantly (though not exclusively) with
younger demographics. However, the generalized ideas of inciden-
tal incremental in-band fingerprint verification may yield other
instantiations. Researchers and designers can experiment to dis-
cover what these may be.

This paper has proposed a new paradigm of incidental incremen-
tal in-band fingerprint verification. It represents a novel method for
performing authentication ceremonies and encompasses a design
space with many variables. By subjecting the key servers used by
E2EE messaging to greater scrutiny, this approach would increase
trustworthiness of encrypted communications. However, there may
be other approaches for increasing trust, including other authenti-
cation ceremonies that are similarly incidental, incremental, and/or
in-band; to discover them, more exploration of this paradigm and
research problem is needed.
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