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ABSTRACT

Title of Dissertation: AN EMPIRICAL ANALYSIS OF THE DETERMINANTS OF
INITIAL OCCUPATIONAL CHOICE BY MALE HIGH SCHOOL
GRADUATES

Donald Francis Cox, Doctor of Philosophy, 1986

Dissertation directed by: Dr. Frank Brechling, Professor, Depzartment

of Economics

This dissertation consisted of an empirical analysis of the
determinants of initial occupational choice by male high school
graduates. The approach used was based on the theory of random
utility. According to this approach, the individual selects a
particular outcome from a set of possible outcomes based on both
observed and unobservad characteristics of the individual and the
particular possible outcome. In this analysis, the occupational
choice set contained three possible cutcomes. These possibilities

were civilian sector employment, military service and college

enrollment.

For the empirical analysis, a sample of 1,748 male high schoc!
graduates was drawn from the National Longitudinal Survey of Youths
(1979-1981). The empirical model consisted of a mixed
discrete/continuous simultaneous 4 equation system. Three estimation

strategies were used. The first was a simple two stage



logit/ordinary least squares procedure. The second was a modified

two stage logit/ordinary least squares procedure that corrected for

self-selectivity bias. The third strategy consisted of a modified

two stage logit/ordinary least squares procedure that corrected for

both self-selectivity and choice-based sampling bias.

+

The estimation results indicate that the decision to enlist is mo. ¢t
sensitive to the net income of the individual's family and tne
predicted civilian sector wage. The military experience of the

individual's father and the desire to acquire additional training are

also important in this decision. In addition, the differences in the

estimates across the three estimation procedures illustrate the

importance of correcting for sample biases.



This dissertation is dedicated to the memory of

Joseph E. Cox
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Chapter 1

Introduction and Background Information

1. Introduction and Statcment cf Research

Since the inception of the All Volunteer Force in 1973, a

considerable amount of research has been devoted to the study of

military enlistment supply. For the most part, however, this
research has been limited to the analysis of aggregate level data of

a predominately economic nature. The present research consists of an

empirical analysis of the determinants of enlistment that differs in
both the type of data and analyti:cal approach from most of the

previcus work in this area.

This chapter has several purposes. The following section provides a

description of the present analysis. Sections 2 and 3, respectively,
provide background information on the current Armed Force and

previous research on enlistment supply. The last section is

reserved for an outline of the remaining chapters.

1.1 Statement of Research

While the analysis of aggregate level data has proved useful in

forecasting enlistment supply,1 it has not been able to provide the

1



needed insight into the actual determinants of the enlistment
decision. The present analysis utilizes & micro level longitudinal
data base drawn from the National Longitudinal Survey of Youths
(1979-1981) that is rich in economic, sociological, and demographic
information about the potential enlistee. By the use of such data,
specific hypotheses with respect to the determinants of enlistments,
as well as other initial occupational choices, can be tested. A
potential limitation of the present research is that, unless the
sample size is sufficiently large to permit disaggregation by

service, the analysis will not be service specific.

1.1.1 Hypotheses

The hypotheses that will be tested in the empirical portion of the
analysis center or the effects of individual specific attributes in
the determinatior of initial occupational choice. These hypotheses

are grouped under tne following three headings.

i.) The role of socio-psychological and family-demographic
characteristics in the enlistment decision. These characteristics
include motivation, parental education levels, the number of family
members currently serving in the military, attitudes, marital
status, father's occupation and other characteristics that could be
important to the enlistment decic on as well as other initial

occupational choices.



ii.) The role of economic attributes in the enli=tment decision:
Previous studies have utilized average aggregate level economic
attributes. These attributes are rather imprecise in explaining and
predicting individual behavior. The present analysis will include
economic measures that are more 1ividual-specifie. This will allow
testing the effects on the enlistment decision of acqg:ired human
capital, civilian wages (actual and expected), individual-relevant

un~mployment rates and the a2bility to finance a college education.

i1i.) The impact of recruitment activities on the enlistment
decision: Prior analysis on this aspect of the enlistment decision
has met with limited success. Tt failure cculd be attributed to
imprecise instruments, insufficient variation in the explanatory
variables, or model misspecification. In the current analysi:

recrui tment ac ity will be measur=d by individual contact with a

recruiter, advertising (location specific), and recruiter density.

1.2 Analytical Approach

The analytical aprnroach consists of the estimation of a mixed
discrete/continuous simultaneous equations model of occupational
status for m:'e high school graduates up to one year after receiving
a high school diploma or General ‘ducation Diploma (G.E.D.). The
occupational status choice set consists of three possibilities:

civilian employment, college enrollment or military service. The



sample selection is based upon several considerations. First, during
the period of analysis (1979-1981), high school graduares can be
viewed as unconstrained by military manpower demand considerations.
Secondly, by allowing approximatel} one year to elapse before
observing the individual's occupational status, a more accurate
assessment of the initial career decision can be made. Lastly, this
sample specification will simplify the analysis by excluding
occupational switching, which would complicate the analysis if the

individual were tracked for more than one year.

A major difficulty with qualitative choice models is sample
self-selectivity bias. Various techniques have been developed to
correct for this bias in ©inary choice models. However, very limited
work has been done to extend these correction procedures to the
trichotomous case. The present analysis will include a trichotomous
correction procedure that is based upon the method suggested by Lee

(1982).
1.3 The Data

The data base will consist of a sub-sample of approximately 2,000
observations from the National Longitudinal Survey of Youth,
1979-1981. Approximately 650 of these observations are enrolled in
college, 230 are enlisted in the military and 1,180 are employed in
civilian sector jobs. This sub-sample will be augmented with

locational specific information on economic conditions and

4



recruitment related activities. The military data will be drawn

from the Defense Manpower Data Center's (DMDC) Enlistment Master

Files.2

2. Background Information on the All Volunteer Force

The current commitment to an All Volunteer Armed Force is not a
unique experience in United ites history. Rather, historiecally,
U.S. Armed Services have satisfied their manpower requirements using
volunteers. Only during periods of national emergency has this
country turned to a policy of mandatory conscription to satisfy these
unexpected manpower requirements. What is unique about the current
force is its size. In particular, the current force is approximately

Five times the size of the pre-World War II force (the last pre-draft

era force).3

The first serious movement towards the reinstitution of an all
volunteer force came in 1969 with President Nixon's establishment of
the Gates Commission. The resulting commission report recommended a
return to an all volunteer force accompanied by an increase in
military wages, inproved recruiting activities and the establishment
of a standby draft system.u Almost three years were to elap:se before
the then Secretary of Defense, Mr. Melvin Laird, was to announce the

end of the draft in January 1973.



Since the return to the poliecy of voluntary enlistment, the force has
been periodically subjected to critical commentary about its
continuing viabi]ity.5 Typically, these comments focus on the
Quantity and quality of the incoming recruits. Actual recruiting
performance has lent mixed support to these comments. Table 1-1
Provides a breakdown of actual recruiting trend: for the Army. Army
data is reported because, out of the four services, the Army has had

the most difficulty in achieving its recruitment objectives.6

The first column of Table 1-1 illustrates that, except for Fiscal
Years (FY) 1978-1979, the Army has been able to satisfy its
recruiting objectives. Two measures of recruit quality are reported
in columns 2 and 4. With the exception of FY1979 and FY1980, the
Army has been increasingly able to attract a higher proportion of
high school graduates. To control for general population trends in
educational attainment, the ratio of high school graduate recruits to
18 year old high school graduates is reported in column 3. The data
In this column indicates that the Army had a below average proportion
Of high school recruits for FY1974-F: '50. Howeve ' ever though data
for the percentage of population high school graduates in the most
recent years is unavailable, an overall trend towards a higher
Proportion of high school graduates can be seen. Information on

recent recruiting performance has tended to support this trend.7




Table 1-1: Army Recruiting Trends (non-prior service enlistments)

Fiscal|% of Manpower|% High Soh.'% High Sch.|#% TCAT|% Black|% Blk/
Year Obj. Filled Graduates Grads/Pop |I-IIIA 7 Blk
4 H.S8. Grad Pop
(1) (2) (3) | ] (5) (6)

197U 98.7 50.1 0.66 52.5 27 .2 2.39
1975 100.4 57 .8 0.78 57 .6 23.0 | 2.00
1976 100.1 58.6 0.79 54.8 2.4 | 2.12
1977 100.3 59,2 0.80 34.2 29.4 2.53
1978 97T EEN 0.99 37.9 34.3 2.93
1979 B86. 7T 64 .1 0.87 30.6 36.8 3.12
1980 100.2 54.3 B T5 26.0 29.8 2538
1981 101.0 80.3 1.1 40.0 Tl 2:32
1982 104 .1 86.0 * 5340 46 2.07
1983 100.3 87 .6 61.4 22.0 *

* Data not available.

Sources by column number:

(1), (2), (4), (5) : Data provided by S. Castledine, Department of

(3)

tre Army Personnel Office of the Deputy Chief of Staff for
Military Personnel Accessions (DAPE-MPA) .

Pop % H.S. Grad refers to t! percentage of 18 year olds that
are high school graduates. The Statistical Abstracts of the
United States: 1984, Table No. 255, PpP- 160, Dec. 1983.

The Statistical Abstracts of the United States: 1984, Table
No. 32, pp. 32, Dec. 1982 (for years 1979-1982). Data for
1974-1978 came from The “ratistical Abstracts of the United

States: 1979, Table No. 27, pi 28, Sept. 1979.

#




A second ind: ator of recruit quality is the relative performance of
a group of recruits on the Armed Forces Qualification Test (AFQT).8
The AFQT is a measure of the general "trainability" of a military
applicant. It is computed by combining various subtests on *‘he Armed
Services Vocational Aptitude Battery (ASVAB) and used by all services
to select recruits. The AFQT is a percentile score that reflects an
applicant's standing as comp.red to a particular reference
population. The AFQT percentile scores are divided inte five test
categories with a further division of two of the test categories into

subcategories:

TCAT "QT Percentile Scores

I 9399

17 65-92
IIIA 50-64
ITIB 31-49
IVA 21~30
IVE 16-20
IvC 180=15

v 1-9

By law, TCAT V personnel have alwavs been ineligible for military
eorvice. Applicants who score in the upper 50 percent on the AFQT are

classified into Test Categories (TCAT) I-IIIA and are considered to



be above average in quality.

The decline in the percentage of TCAT I-IIIA Army Recruits during
FY1977-FY1980 is primarily due to a calibration error in the
operational ASVAB used during these years. When the err:r was
detected and corrected norms were applied to the recruits accessed
during those years, the number of TCAT IV accessions rose from 10
percent to 45 percent. In addition, prior to October 1984, all
versions of the AFQT had been normed using the 1944 mobilization
population as the reference population.9 Renorming the test scores to
the 1980 U.S. youth population (18-23 years old) resulted in an
additional, albeit small, decline in the percentags of TCAT I-IIIA
accessions. Even so, the years following the recalibration (FY1981
to present) indicate a steady increase in the percentage of TCAT

I-ITIA recruits.

A third criticism periodically directed to the current force is that
it is disproportionately manned by minorities.1o The information in
columns 5 and 6 tend to support this, particularily for the late
1970's. Since FY1979, however, the trend has been towards a more

proportionate representation of blacks in the military.

In general, the information in Table 1-1 indicates that the Army has
been able to attract a sufficient quantity of recruits, while
upgrading the quality of these recruits (particularily in the most

recent years). The ability of the Army, and the Armed Forces in

9



general, to maintzin this trend in the coming years may become
increasingly difficult.

by Figure 1-1 indicates that over the next decads the eligible

potential recruit pool will decline considerably.

3. A Brief Discussion on Prior Research

R
=
cal

The bulk of reseach on enlistment supply has been of an erniri

nature. What follows is a brief discussion of the theoret.cal
underpinnings and major empirical findings in this area, ]
3.1 Theoretical Background

supply

The economic theory of military enlistments is dominated by

side utility maximization princip]es.12 The lack of demand side

analysis is largely attributed to the peculiar characteristics of

military enlistrment demand. As stated by Brown (1984), "... the

The projected demographic trends illustrated

Armec Forces are neither pure price takers nor pure quantity takers.

Rather, they attempt to fill a predetermined number of positions at a

predetermined wage, with recruit quality varying to equate supply and
de?and."13 This implies that recruits which are deemed high quality
(i.e.- Test Categories I-IIIA) are not demand constrained and, given

the number of high quality recruits, the residual number of lower

quality recruits is determined via a more standard market clearing

process.

10
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The theory of enlistment supply was first explicitly discussed by Oi
(1967) and Fisher (1969). Simply stated, the theory predicts that an
individual will enlist if military monetary compensation exceeds the
sum of civilian mone“ary compensaticn and taste (distaste) f

military service. Or, using Fisher's notation, the individual will

enlist if

(1.1) Wy > wc(1 + b)),

where wm and wC are the respective military and civilian income
streams (discounted to present value) and D is a measure of taste

(distaste) for military service.

This basic framework has been the foundation for most of the
empirical work in this area. Subsequent researchers have focussed on
the more technical aspects of model specification and econometric

estimation.1u

3.2 Empirical Highlights

Previous empirical analyses can be characterized by two criteria: 1:.)
Aggregate or individual (micro) level data ard 2.) time-series or
cross-sectional analysis. With the exception of Brown (1984), Jehn
and Shughart (1977), Ellwood and Wise (1984) and Daula and Smith
(1984), all of the sggregate level studies have also been time-series

analyses. A summary of the major characteristics and findings of

12

s



these studies i presented in Table 1-2. The studies covered in this
summary should not be considered exhaustive of the work done in this

15

area, but merely representative. These highlights are classified

as either economic, recruiter or demographic related.

3.2.17 Economic Findings

The two major economic issues relevent to enlistment supply are the
effects of wages ( irectly) and unemployment (both directly and
indirectly). Most of the studies h.ve found significant and posit. ve
(negative) military (civilian) wage ¢ fects. The range of estimated
wage elasticities, however, is quite arge. This diversity of
findings is partially attributed to the branches studied,
specification of the wage variable, period of analysis, &'d

stratification of the data by race and/or recruit quality.

While these estimates range from very inelastic (Ash, Udis and
McNown) to rather elastic (Dale and Gilroy, Baldwin, et. al. and
Daula, et. al. several underlying patterns have been fairly
consistently reported. First, almost all of the studies that included
race aeffects found higher wage elasticities for whites vs blacks.16
In addition, those individuals deemed high quality had larger

estimated wage elasticies than those of lower quality individuals.!”

The estimated effects of civilian labor market unemployment have been

somewhat less consistent. One would expect significant unemployment

13
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Table 1-2: Summary of Previous Bwpirical Findings

Author(s) Period of Bram:lu_'s1 Elasticities2 Recrui tment Effects) Demogrsphics

Analysis Analyzed Wage Unemployment Recruiters Advertising Race Others
(time-series)
Ash, Udis and 1967 :2- A, N, -.088 to .015 to NA NA Yo N
McNown (1983) 1976 :2 AF, MC  -.994 1355
Cooper (1977) FY71- D .95 to .11 to NA NA Yo N

FY75 1.237 37
Dale and 10/75- A, N, 2.307 8 94 vs? NA Y& oA
Gilroy (1983a) 3/82 AF, MC
Dale and 10/75- A .6 to .69 to vs? NA Y&
Gilroy (1983b) 3/82 2.127 1.3
7 10 1

DeVany and 6/69- AF 1.41 -1.60 YS NA NA NA
Saving (1982) 6/76
Fechter 1958 :2- D .64 to -1.4 to NA NA NA  NA

(1978) 1974 :4 1.57 -2.6%. 10



Gl

Table 1-2 (cont)

: Sutmary of Previous EBmpirical Findings

Author(s) Period of Branches' Elasticities? Recruitment Effects> Dermographics
Anaiysis Analyzed Wage Unemployment Recruiters Advertising Race Others

(time-serlies)

Fernandez 7/70- A, N, -1.36 to’ .65 to YNS NA NA  NA

(1979) 9/78 AF, MC .48 1.4

Fisher 1957:3- D -.464 YNS NA NA NA  NA

(1969) 1965 : 4

Goldberg 1971:3- N ws’ vs12 Ys WS NA  NA

(1980) 1977 :4

Grissmer 6/70- D, A, N, .50 to’-.84 to NA NA Yo A

(1977) 6/75 AF, MC  1.70 1.25

Horne (1984) 1977:2- A 2.707 5 YS Ys NA  NA

1984 :2



Author(s)

Period of Branches'
Analysis Analyzed Wage Unemployment

Table 1-2 (cont) : Summary of Previous bwpirical Findings

Elasticities2

Recrui tment Effect53

Oemographics

Recruiters

Advertising

Race Others

(cross-sectional)

Baldwin, Daula
and Fagan (1982)

Daula, Fagan

and Smith (1982)
c‘Durouzos

(1984)

16

Jehn and
Shughart (1977)

1978

1978

1980-

1981

1973

D 2.307
D 2.307
A -.81 to
-.1617
N -1.69 to
1,964

9413

3.36

.31 to

.qn

.14 to

YS

ys11

YS

YS

y18

yl4

y19



Table 1-2 (cont) : Suwmary of Previous Bwpirical Findings

Author(s) Period of Branches' Elasticitigg_f_ Recruitment Effects> Derographics
Analysis Analyzed Wage Unerployment Recruiters Advertising Race Others

(pooled ts-cs)

Bromn (1984) 1975:4- A 3 o .4 to YS YNS NA NA
1982:3 1.520 .8
Daula and 10/80- A .49 to .28 to Ys YS y18 21
Smith (1984) 6/83 1.897 1.36
L El Iwood and 1973- D .36 to .01 to NA NA Y NA
~Wise (1984) 1982 .6220 .05

1. U = All branches comhined, A = Army only, N = Navy only, AF = Air Force only, MC = Marine Corps only.

2. Only statistically significant estimates reported.

3. Y = Included, YS = Included and statistically significant, YNS = iIncluded but not statistically
significant, NA = Not included,

4, Estimated from the ratio of civilian to military wages.

5. Most estimates statistically insignificant and/or wrong signed.

6., Estimated seperate equations by race,

7. Estimated from the ratio of military to civillan wages.

8. Reported estimates are for the Armwy only.

9. Used a dumy variable to approximate increased recruiter effort between 11/79 to 8/81.,

10, Estimated from the employment rate.

11, Statistically significant, but wrong signed.

12, Elasticity not reported.



81

13.
14,
15.
16.
17.
16.
19.

20,
21,

Estimate based on cyclical change in the unemployment rate. The unemployment rate by itself was
statistically insignificant.

Variables included were southern (<0 and insignificant) and north-central (>0 and significant)
location of residence.

Variables included were marital status (>0 and insignificant), black/hispanic (<0 and insignificant),
south (>0 and insignificant) and north-central (>0 and significant) location of residence.
Estimated seperate equations for 1980 and 1981,

Estimate based on civilian wage only.

Measured as the percentage black residents in the district.

Consisted of the percentage of residents in an urban area (>0 and insignificant), median education
level (>0 and significant) and per capita income (<0 and significant) for the district.

Estimate based on military wage only.

Consisted of the percentage of Republican voters in the district (>0 and significant) in 1980,



rate effects.18 For most of these studies this is not the ca e.
Rather, the estimated effect has been insignificant and/or
incorrectly signed and sensitive to changes in the functional form.
In the studies that found statistically significant effects, the
elasticities have been generally quite low. Comparisons across race
and recruit quality have resulted in fairly consistent differences in
effects. Blacks were less sensitive to unemployment effects than
whites. High quality recruits were more sensitive to the

unemployment rate than lower quality recruits.

A *third economically relevant issue is the effectiveness of various I

military college assistance programs. These programs were the GI 4

Bil! (up to 1977) and the Veterans Educational Assistance Program

- T T

(from 1977 to the present).19 Only Dale and Gilroy (1983a,1983b), p
Brown (198Y4) and Daulz and Smith (1984) have empirically tested the o
effectiveness of these programs.zo With the exception of Daula ind
Smith (1981&),21 the findings of th:se studies generally indicate that 8

these programs have been successful in attracting recruits. Brown's
it
W

results are particularily surprising because the estimated effect of

the VEAP was larger than that of the milit:: vy wage.22

3.2.2 Recruitment Effects

Recruitment activities consist of advertising and recruiter effort.
The analysis of the effectiveness of these activities, while

important to military manpower planners, has yielded generally
19



inconclusive results. Most studies found negligible and/or
statistically insignificant effects. The extreme case is Daula,
Fagan and Smith (1982) who found statistically significant, but
negative recruiter impacts.23 The most consistently significant
(over model specification) estimates are those of Brown (1984),
Dertouzos (1984), Goldberg (1980), Jehn and Shughart (1977) and Horne
(1984). Dale and Gilroy (1983b) found insignificant results when
measuring recruiter effectiveness by the number of production
recruiters. However, by using 3 dummy variable approximation for

recr iiter effort, a significant positive relationship was discovered.

Brown (1984), Daula and Smith (1984), Goldberg (1980) and Horne
(71984) included advertising measures. Brown (1984) and Goldberg
(1980) had generally nonsignificant findings. Brown used both local
and national advertising expenditures. His results indicated that,
at best, only national advertising had a positive and significant
estimated effect. However, this result was not consistent across
equation specifications. Local advertising had no discernable
effect. Goldberg (1980) also found consistently insignificant

effects across samples and functional forms.

Daula and Smith (1984) and Horne (1984) had somewhat better success.
Both of these studies included n:tional and local advertising
measures. Daula and Smith found both of these measures to be
positive and statistically significant. In addition, national

advertising (measured by potential exposure time) was found to have

20



a consistently greater effect than local advertising expenditures.

Horne estimated similar effects for nation=1 advertising, but local

advertising was found not to be statistically significant.

3.2.3 Demographic Effects

The only demographic effects used in the time-series studies

consisted of the estimation of different equations for blacks and
rally indicate a lower sensitivity to

whites. The results gene

changes in wages and unempolymsent rates for blacks in comparison to

whites.

The cross-sectional and pooled studies were able to in-
additional demographic measures due to the variation in demographic

characteristics between individusals and/or local regions. Daula,

Fagan and Smith (1982) and Baldwin, Daula and Fagan (1982) were the

only studiss to utilize individual level data. The variables that
these studies used, however, were restricted to locational and

marital status dummy variables. Their signiricant finding was that
individuals from the north-central part of the country had a higher

probability of enlisting than individuals from other regions.

Jehn and Shughart (1977) used average demographic characteristics of
the recruiting district. Their results indicate that districts with
a higher median education and a lower per capita income have a

higher rate of enlistment.

21



4, Outline of Chapters

The remainder of this research is organized into four chapters. The
following chapter will present a model of occupational choice, as
applied to military enlistment. The relevant econometric issues and

empirical model hypcotheses will also be discussed in this chapter.

The third chapter is used to describe how the data set was
constructed. In order to generate a "feel" for the data, various

descriprive statistics are presented.

The empirical model estimation results will be presented in the
fourth chapter. These results will then be compared with the
empirical findings of prior studies. A summary of the empirical
results and a discussion of potential future research is given in the

last chapter.
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End Notes

1.) For example see Dale and Gilroy (1983a,1983b), Fernandez (1979)

and Horne (1984),

2.) See Chapter 3 for a description of this data.

3.) For more detailed background information on the current

volunteer force see Janowitz and Moskcs (1979) and Bachman, Blair and

Segal (1977).

4.) See The Report of the President's Commission on an All-Volunte-»

Force (1970), pp. 10.

5.) For example see Binkin (1984) or Janowitz and Moskos (1979).

6.) See Holden (1980).

7.) See the Washington Post, Dec. 9, 1984,

8.) The following discussion is based on information provided by

Ms. F. Grafton, Data Base Management Project Leader, Manpower and

Personnel Policy Research Group, U.S. Army Research Institute for the

Behavioral and Social Sciences, Alexandria, VA.
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9.) See Office of the Assistant Secretary of Defence/Manpower,

Reserve Affairs, and Logistics (1980) or Shields and Grafton (1983)

for a discussion of the misnorming problem.

10.) See Binkin (1982).

11.) For a more extensive review of the literature, se: Morey and

MeCann (1983).

12.) Notable exceptions are DeVany anc Saving (1982), Detrouzos

(1984), Ellwood and Wise (198L4) anc _sula and Smith (1984).
13.) Pp. 4,

14.) These issues include the specification of the dependent

variable (accessions vs contracts signed), the appropriate

independent variable lag structure(s) and the appropriate model

estimation technique. See Brown (1984), pps. 3-11 for a discussion

of the first two types of issues.

'5.) For additional examples of empirical work in this area see

Altman and Fechter (1967), Amey, Fechter, Grissmer and Sica (1976),
Burton (1970), Dale and Gilroy (1984), Goldberg and Greenston (1983),
Hosek and Peterson (1984), Kim (1982), Kim, Farrell and Clague

(1971), McNown, Ash and Udis (1980), and Withers (1979).
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16.) See Dale and Gilroy (1983a,1983b) and Ash, Udis and MeNown

(1983).

17.) See Ash, Udis and McNown (1983), Dale and Gilroy (1983a,1983b)

and Grissmer (1977).

18.) This is supported in a survey of Army enlistees by Elig, Gade

and Shields (1982). The results of this survey indicate that over 4o

pPercent of enlistees mentioned that unemployment was a factor in the

decision to enlist.

1l
[
19.) See Fernandez (1980) or Huck, Kusmin and .nepard (1982) for a L%ﬂ
0
. o et
discussion of these progrms. };“
art
] .:«!'Jl
g
20.) Ellwood and Wise (1984) used Brown's formulation of education ‘ﬂaﬁ
il "u’
i
benefits but dropped it due to anamalous results (pp. 14). ”
i
oW
!
21.) Daula and Smith (1984) found, in all but one equation, P
i
i

Insignifi~ant VEAP effects. The only statistically significant

estimate indicated that the VEAP had a negative effect on high

Quality recruits. They did find, however, thar the Army College Fund

(which augmented the basic VEAP as of 1982) had a positive and

Statistically significant effect across all types of recruits.

22.) See Brown (1984), Tables 2 and 3.
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23.) DeVany and Saving (1982) found similar results. However, they
did find that recruiters had a positive effect on the quality of the

recrult.
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Chapter 2

Occupational Choice of High School Graduates:

Theory and Model Specification

. Introduction

The primary purpose of this chapter is to present a microeconomic
model of occupational choice and specify the empirical model
estimation equations. This model will be based upon the theory

Of random utility. A general model of occupational choice :
Presented in the following section. Section 3 will apply this model

to a three choice setting, which is the basis of the empirical

analysis.,

There are several econometric issues that must be addressed prior to

estimation of the empirical model. These issues are addressed in

Section 4. The actual specification of the variables in the

€stimation equations will be presented in Section 5. The last

Section is reserved for a chapter summary.
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2. A General Model of Occupational Choice

The decision to choos2 a particular occupation from a set of possible
occupations will be analyzed in a standard utility maximization
framework. Two initial assumptions will be made. First, the
individual is assumed to face a set of occupational possibilities for
any particular point in time. Secondly, it is assumed that each of
these occupational possibilities has an associated set of monetary
and non-pecuniary attributes. The individual's problem therefore
consists of selecting the ocrupation that maximizes the returns to
these attributes over some given length of time. For an

individual, the utility function associated with these poss:iol=z

occupations is given as

(2.1) U, = U(Y,, X)), for k = 1,2,3,...,K.

Xk is defined as a vector of non-pecuniary attributes associated with
occupation k and Yk is a vector of monetary returns to this
occupation. Initially, it is assumed that both Y, and X,  are
observable and nonstochastic. This assumption will be partially

relaxed in the following section.
This simple utility function is now expanded to include the effects

of individual tastes. Individual tastes are assumed to play a large

role in the determination of the occupational choice. Given
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P ——

Identical observed attributes between two or more possibilities, the

Individual will choose the alternative with the highest taste

Introducing tastes explicitly into the model transforms
This

valuation.
the above utility function into a stochastic function.

transformation is because, unlike pecuniary and non-pecuniary

occupational attributes (which are usually observable), tastes cannot

be observed. Therefore, explicitly including tastes into the model

results in the possibility of an outcome that the observable

attributes would not predict. This randomness in outcome is

explicitly represented by rewriting equation (2.1) as

*
(?.,)) Uk =V x’k' xk) + E;k, for k = 1;2,30---y}",.

The first term in the right hand side of this equation, V(.), is the
non-stochastic measurable portion of the utility function. The taste

effect on the valuation of occupation k by the individual is

*
repre- by £,. Tastes are assumed to be distributed rancomly over

individuals.

This particular formulation of the utility function is an example of
what is referred to in the literature as a random utility model.

Bersh Inroduast 1y Sharstome (1927)’1 this formulation of utility
has proven useful for the analysis of a variety of qualitativ- choice

problems.? Tt is used in this analysis because it presents a

convenient and realistic framework for the analysis of occupational

choice.
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The assumed distribution of the stochastic elements in equation (2.2)
will become important for the statistical specification of the

empirical model. This will be covered in the following section. For

the present discussion, no assumptions will be made as to the

explicit distribution of these elements. Rather, this exposition

will proceed on a more general level.

Now consider the choice of a particular occupation j out of K

possible occupations. Occupation j will be selected if and only if

Uj > Uk for all k = j. Or, in the framework of equation (2.2), j will

be selected if and only if

* *
(2.3) V(Yy, X5) + £y > Vit %) * B

for all k = j.3 By rearranging terms, this can be equivalently

eXpressed as

* *
(2.4) (VJ‘Vk)> (Ck-g\j)'

.»K. This equation states that

where Vi = V(Y Xp), for m = 1,255

only if the observable difference of V; and V. (measurable utility)
* *

exceeds the unobservable difference in the elements £,  and EJ

(tastes) will occupation j be selected.

Given the specification of the utility function in equation (2.2),

the probability that the individual chooses a particular occupation

30



from the set of occupations K can now be expressed. Let P1 represent
the probability of observing the selection of occupation 1 from the
occupational set K. By rearranging the terms in equation (2.4), this

probability can be expressed as

* * * *
(2.5) P1 = pr‘ob(V1 e V2 # 51 > 52 and V] - VE W 51 >t

* *
and Vy - Vg + &y > EK)

* * *
0 - e - 5
e Va-Votgy Vy-Vg+Ey  Vy-Vg*E,y
* * *

¥ * %
£(Eq,8;,---,8g)dEK. .. dE5dE,,

-0 - 00 - -

* * *
where f(£1,£2,...,£K) is the joint density function of the stochastic

*
elements £, (k=1,2,...,K). Similar expressions can be found for the
other occupational possibilities. Once the exact form of the
density function f(.) is specified, this probability is completely

defined.

3. Application of the Model to Military Enlistments

The purpose of this section is to apply the general model presented
in the previous section to the decision to enlist in the Armed
Forces. 1In order to make the present analysis more tractable,
several additional simplifications will be introduced. First, the

occupational choice set will consist of three possible sta.es:
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civilian employment, full-time education and military service. This
simplification is required due to the econometric complexities and
data constrainte that would result with a more disaggregate choice
set.u Secondly, the possibility of occupational switching will not
be considered. Rather, this analysis will focus on the occupational

status of the individual one year after graduation from high school.5

In light of these simplifications, the utility associated with the

three occupational possibilities is represented as

*
(2.6) B = WY %) + &

where k = 0 for civilian employment,

1 for full-time education,

2 for military service.

*
The variables Y, » X, and €y are the same as defined in the previous 4

section. Assume that the observable elements of the utility function
are linear in a vector of unknown parameters. Introducing the

subscript i to denote the individual, equation (2.6) is rewriten as

*
(s ) Uik = Yikak + XikBV + &y for k =0,1,2,

where ay and the vector Bk are unknown parameters.
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In the previous section it was assumed that both Yik and Xik (ke 1,23
were nonstochastic. This assumption is now relaxed with respect to
the monetary returns to civilian employment (Yio) only. It is

assumed that these returns are determined by a set of observable

nonstochastic personal attributes and local labor market 1ditions
that are linear in a vector of parameters. In addition v is
further assumed that a certain amount of unaccountabls randomness
exists in the determination of th- actual observed val of ‘hese
returns. Therefore, these returns are represented as

2.8) Y = 7. + e.

(2.8 Yio = 2i0Y0 * ©j0°
where ZiO is a vector of observable nonstochastic attritut s, NC is a

vector of unknown parameters and eig is a random error t<rm, assumed
v

distributed independently N(O,og).

Note that the monetary returns to the other possible occupations are
still assumed to be nonstochastiec. 1In an ideal situation, it could
be argued that a certain amount of randomness also exists in the
determination of the monetary returns to college <Yi1)' However, in
the present analysis these returns will never be observed. Instead,
a nonstochastic proxy variable will be used to represent these
returns. As this proxy will be both exogenous to the individual and
known with certainty, there is no reason to relax this assumption. A
discussion of this proxy variable is deferred to Section 4.2, For

the present discussion, Ci1 will be used to denote this proxy.
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The initial monetary returns to military service (YiZ) are also both
exogenous to the individual (at the date of decision) and known with
certainty. Initial military monetary compensation is determined
primarily via the Federal budgetary process, with the only real
source of variation due to differences in the individual's number of
dependents. A discussion of the compensation components is given in

Section 5.2.

Given these considerations, the basic empirical model can be obtained
by substituting equation (2.8) into equation (2.7). Or,

(2.9) Uio = Yio% * XipBo * &io»

i1 = Cyqaq * X448y *+ E4q, and

Ujp = Yjpo0p + Xjo8, + &40,

where YiO = ZiOYO' Ci1 is the monetary returns to college proxy
variable and Eik' k=0,1,2 is the reduced form error term. All of the
other variables are as previously defined. To simplify the following

discussion define:

Wio = [Yigs Xi0d

Wyp = [Cqq0 Xyq1s

Wip = [¥42, X55), and
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7 / /
‘Sk = [ﬁk' Rk]‘

The final step necessary to complete the statistical specification of
the basic genesral empirical model is to specify the distribution of

E For probabilistic models of this type, there are two commonly

ik*
assumed distributions of the error terms in equation (2.9) : the
normal and the type I extreme v=lue distributions. The former

distribution leads to the specification of a probit model and the

latter to a logit model. For the present analysis, it will be assumed

that these error terms are distributed i.i.d. type T e "reme value.

Recall from equation (2.5) the general model specification of the
probability of selecting a particular occuparion. The probability of

an enlistment can be expressed in a similar fashion. Or,

(2.10) Prob(Enlistment) = prob(U;5 > Ujq and Uj5 > Ujy)

]

pT‘Ob(WiZ'Sg - inGO > [Eio = 512] and

Wigby = Wiq8q > [E5y - £550).

This expression can be simplified by introducing the following
notation. Define: ny, = (Ej5 = £5p) and nqp = (€54 - £i2). Equation

(2.10) can now be restated as
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(2.11) Prob(Enlistment) = Fj5 = prob(Wijpd, = Windg > rys

and Wip8, = Wiq84> nys).

As noted above, the logit model is based on an assumed type I extreme

value distribution of the error terms E;,, k=0,1,2. This implies

that

(2.12) Pro (g5, < E) = exp(-exp(-[& - al/8)),

where o and B are parameters bounded by -= < a < += and B > 0.6 It

can be shown that the convolution of two random variables that are
independently and identically diztributed type I extreme value is

distributed logistically.’ Therefore, the error terms ng, and Ny5 in

equation (2.11) are distributed logistically.

As a final consideration, note that the utility associated with each

of the various possible occupations (the dependent variable in

equation (2.9)) is never observed. What is observed is the actual

outcome of the decision process. A common convention is to use a
discrete variable, that is assigned a value contingent on the
observed outcome, as a proxy for the underlying utility valuation of

these possible outcomes. Let Ii be such a proxy variable. 1In

particular, define
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I, = 0 if individual i chooses civilian employment,
= 1 for conllege enrollment, and
= 2 for military service.
The probability of observing an enlistment, as given !n uation

(2.11), can now be expressed within the logit model s e:ification as

exp(W;565)
(2.13)} P, pri7; =2) = ,
. Y exp(W;,6,)

where the right hand side term is a cumulative logictic distribution.
The multinomial logit model is a product of a serie: of independently
and identically distributed logistic functions. The covariance
matrix of this model is a (K x K) diazgonal matrix, where the diagnonal
elements are equal to m°/3, which is the variance o the logistic

distribution.

This a priori restriction on the structure of the covariance matrix
is a potential disadvantage of the logit model specification. 1In the
literature, this restriction leads to a property that is usually
referred to as the Independence of Irrelevent Alternatives (IIA). 1If
the model specification imposes IIA, then the relative .d of any
two pcssible outcomes are unaffected by th: presence or introduction

of additional alternatives. A simple demonstration of this property
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can be seen within the context of the logit specif cation of equation
(2.13). Initially assume that the ch»oice set consists of two
possible outcomes (k=0,1). The probabilities f th e outcomes are

given as

exp(W;, 8,)
(2.14) Pik = s FOF K = 04,1,
exp(W;85) + exp(W;,84)

The relative odds of these probabiliti=s are

exp(W;484) ]
Pio exp(wiodo) o exp{wi161) exp(wicdo)
(2.15) So— = =
Piq exp(W;164) ] exp(W; 164)

exp(wiodo) * exp(wi161)

Now consider the effect of the introduction of a third alternative.
The denominator of the right hand side of equation (2.14) will be
expanded to include the effect of this additional alternative. Or,

equation (2.14) becomes

exp(wikék)
- » for k= 0,1
exp(W;q8q) + exp(W;,64) + =xp(W;,65)

However, note that the odds in equation (2.15) are unaffected by the

introduction of this additional alternative. If the alternatives are



Sufficiently different in their characteristics, then this property

ctions on the model. In fact, the

does not impose unrealistic restri

existence of IIA reduces the computational requirements for the

evaluation of alternative impacts.

result if the newly introduced

Counterintuj tive outcomes could

Alternative is chgpacteristically closer to one of the alternatives

than the other(s). Domencich and McFadden (1975) illustrated this
e 8
problem in the context of transportation mode cnolice. They

considered the situation of using an auto or taking a bus for a

one would expect that the introductiorn

Particular trip. Intuitively,

of an additional bus option would affect the probability of selecting

- ¥pe closer substitute) more than that of the

the original bus (i.e.

auto. However, this intuitive OULCORS

assumption of IIA. Instead, the 1IA property results in both

Probabilities being alterec py the same percentage. Therefore,
dependent on how phanacteristjcaliy similar the possible outcomes

are, the imposition of IIA could lead to some rather unreasonable

DPredicted outcomes.

e, Considerations

Y. Additional Econometric COmS-==

If there were complete information on the occupational selection

" 2 T
€Xplanatory variables, then the estimation of the empirical model

pward. However, for the current

39
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analysis, an ideal model cannot be estimated because of three
complications. First, the monetary returns to education are not
observed for any of the individuals in the current sample. Secondly,
monetary returns tc civilian employment are only observed for
individuals who opted for civilian employment. This partial
observance is an example of a self-selectivity bias. Thirdly, the
sample is choice-based: individuals in the military were overly

represented in the sample, relative to the true population

percentage.

The purpose of this section is to discuss how the estimation method
must be modified to adjust for these additional complications. The
following subsection describes how a simple polychotomous logit model
is estimated. The subsequ:nt subsections describe how this basic
estimation method will be modified to correct for the effects of

these further complications.

4.1 Maximum Likelihood Estimation of a Simple ngit Model

By generalizing the specification of the polychotomous logit model in
equation (2.13), it can be seen that this model is nonlinear in the
parameters. An appropriate technique to estimate models of this type
is the maximum likelihood estimation (MLE) procedure. For a
trichotomous logit model with N observations, the likelihood function

to be maximized is given as
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N

oo Pyg. Pys Dy
(2.17) R 1 Pio * Pi1 i2
l=

where Dik (k=0,1,2) is a dummy variable equal to 1 if individual i

chooses occuaption k and equal to 0 otherwise. i

generalized form of the logit specification in equation (2. 13}, Or,

exp(wjdeJ/fexp(Wikék>-

(2.18) ¢, =
ik .

Tn order to obtain the maximum likelihood estimates of t:e mode]
parameters, a set of equations involving the partial derivatives of
respect to these

i

the likelihood function in equation (2.17), with

parameters, must be solved. As these equations are nonlinear in 6k'

they must be solved by using an iterative procedure. The procedure

that will be used for the current analysis is the Newton-Raphson

method.,

4.2 The Non-Observance of Returns to Education

As stated above, the monetary returns to education (Y;;) is not
observed for any of the individuals in the current data sample.

There are several methods of creating a proxy variable for these

unobserved returns.”

One possible method to create an educational returns proxy variable

consists of estimating the education monetary returns equation with
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data for individuals who have already completed college, discounting
A
the estimated Yi1,t+n to the relevant time period, and using the
resulting value as a proxy for these expected returns. The problem
with this aprroach is that these estimates will most likely be biased
and imprecise. One potential bias of this approach is due to these
estimates being based on a sample of individuals that have completed
college, whereas those who are still involved in the 2ducation
process face a non-trivial probability of not completing. Hence, the
estimated income would be upwardly biased. In addition,
determination of the proper rate of discount and differences in the
vector of explanatory variables would further reduce th- accuracy of

this method.

A second method of approximating Y;q consists of estimating wh the
individual would have earned if employed in the civilian sector.
Assuming that the returns to human capital investment are an
increasing function (over the relevant range) of unobservable
"ability", this estimate would create a lower bound on Yiq+. There
are two difficulties with this approach. First, there is no reason
to expect "ability" to have a homogeneous impact across options.
Rather, it is more reasonable to expect the cpposite. This implies
that the observed earnings of those who elected not to enroll in
college could very well exceed the estimated earnings of those who

did, at the date of enrollment. Secondly, the proper context in
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which to view the monetary returns to education is over the
individual's lifetime. Therefore, even if "ability" were
homogeneous, a cross-sectional analysis at the time of enrollment,

would have difficulty capturing these returns.

This discussion illustrates the difficulty in estimating these
returns to education. However, it shoild be clear that some form of
a proxy for these returns must be included in the model. If no
attempt is made to approximate these returns, then these returns are
in effect assumed to have no influence on th¢ decision tc enter
college, an assumption which is clearly incorrect. Rather than
attempting to generate a value for the monetary returns to education,
it has been decided that a cost of college approximation will be
utilized instead. As stated above, the monetary returns to college
are spread out over the individual's work career. The costs of
college, however, are incurred only in the actual education process.
In addition to foregone civilian income, these costs predominately
consist of tuition charges. It is argued that, in conjunction with
estimated (foregone) civilian income, tuition costs reflect, albeit
imprecisely, the lower bound on the monetary returns to education.
Therefore, these monetary returns will be proxied by both civilian

income and in-state tuition rates.
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4.3 Self-Seleotivity Bias

Self-selectivity bias is a common econometric problem in mod-ls with
mixed discrete/continuous dependent variables. This type of | as :s
The only difference is

similar to a standard omitted variable bias.

that the direction of the self-selectivity bias can be more easily

inferred. An intuitive explanation of this bias can be seen by the

following simple example. Consider two individuals (A and B).

Individual A has a comparative advantage in hunting and individual B

has a similar advantage in farming. However, only these individuals

are totally aware of these advantages. In all other respects these

individuals are identical. Left to their own, these individuals

select the occupation where their comparative advantage lies. Now,

let a third individual (who is unaware of these unobserved
comparative advantages) attempt to determine what these individuals

would have earned in the occuaption not chosen (i.e. - farming for A

and hunting for B). Based on the observed characteristics of the

individuals (which are identical), this third person would reason

that A would earn the same as B in farming and B would earn the sams
as A for hunting. However, by not taking into account the
comparative advantages, this reasoning leads to an over prediction of

what the individuals would have earned in the occupations not

selected.

In a more rigorous context, possible bias arises when one or more of

the dependent variables is observed, conditional on the satisfaction
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of a selection criteria. Unless the error terms ol the selection

equation and the other equations are uncorrelated, estimation of

these other eguations, based on the sample of selected observations,

will yield inconsistent estimates of the true model parameters. When

the dependent variable in the selection equation is binary, there are

several computationally simple two stage bias correction procedures

i . ) .
12 However, with a polychotomous dependent variable, bias

available.
correction becomes more difficult. The bias cor-ection procedure
that will be used in the present analysis is bzsed upon the work of

Lee (19?2).13'1u

The nature of the self-selectivity bias can be observed by
considering the 4 equation model given by equations (2.£) and (2.9

in Section 3. Or,

5 .16 - =0.1,2 ¢
(2.19) Ui = WSkt Bike for k=0,1,2 and

Yio = Z10Y0 * ©10°

the dependent variable in the civilian earnings

In this system,

equation is observed only if the individual chooses civilian

employment. Recall from equation (2.10) the condition for the choice

of military service. A similar condition for civilian employment can

be found. Or, the individual will choose civilian employment iff
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(2.20) GO2“02 > Npp and Gp1Tg1 > Mo o where

Goq = ( wio wiz ]v

] = I W

Goy = [ Wyg Wiq 1y
'] - i / 1
"o1 =+ %0 91 L

= - = & o - F.
n:o 5 (512 Elo) and ﬂ_‘yg (—,.11 -,-Lo).
Now, keeping this observance criteria in mind, the expected value of

civilian income E(Yio) can be expressed as
2 an = a =
(2.21)  E(Y;y | 2,4 and I; = 0 are observed)
ZiOYO ot E(eio I GOTWJ1 > n10 and 632"02 > nzo)_

Unless eyp 1s uncorrelated with nqq and Nog» the expected value of
the disturbance term in equation (2.21) will not equal 0 and E(Yio) =
T.Afo. This implies that simple ordinary least squares estimation of
"nis equation will result in biased estimates of YiO’ To obtain
nbiased estimates of the parameters in this equation, the effects of

he correlation between e;, and nyq, Ny Must be controlled for,
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The starting point for obtaining a proper bias correction procedure
is to find a more explicit expression for this bias. Once such an
expression is obtained, an appropriate bias correction instrument can

be created.

The strategy that is used to find an exact expression for the
conditional expection of e;, in (2.21) is the one employed by Lee
(1983). Briefly, this strategy consists of re-expressing the
trivariate distribution of €ip* Mo and Nog in terms of a

distribution with well known properties (the bivariate normal).

To allow the expression of the self-selectivity bias in terms of a
bivariate normal distribution, it is convenient to look at the choice
of occupation within an order statistiec framework. Within an order
statistic framework, the individual is viewed as ranking the returns
to the various alternatives from lowest to highest. This implies
that a particular occupation will be selected only if the returns to
that occupation exceed the maximum returns over the set of
alternative occujpational choices. There is little conceptual
difference betwe:n this order statistic approach and the previously
used multiple binary comparision approach. Bnth approaches imply the

choice of the alternative with the highest associated returns.

Within an order statistic decision process, the probability that
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‘he individual will choose civilian employment (lla) can be expressed

1S
2.22) Pig = prob(Iy = 0) = prob(U;q4 > max Uipr k = 1,2),
where I. is the discrete choice indicator variable as defined in

i
aquation (2.16) above. Recall that wik, k=0,1,2 represents the
observabhle nonstochastic components of Uik and Sk represents the

vector of unknown parameters for the components in wix. Therefore

equation (2.22) can be rewritten as

(2.23) Pig = prob(W;,8, > mﬁX(wiksk * &) ~ Eig)s k=1,2

prod(Winég > ¥ig),

]

K

I
—
n
e
[0}
jov}
©w
w
=5
=
¢}
3
=
—
(o

where ;4 = m§X(wik6k + Ei) ~ Eigo
logistic. A bivariate function in ejg and ¥;4 can now be specified,
Let Bo(eio,wio;po), where pg is the correlation coefficient of €iq
and y;,, represent this bivariate function. Note that as Yig is
assumed distributed logistically, this bivariate funection is not
bivariate normal. A bivariate normal distribution function can be
obtalined by transforming ¥ip to a standard normal random variable,
Or, following Lee (1983), define

*
(2.21) Vig = Jp(¥ig) = ¢ 1 (Fluyg)), and

g _ a1 15
Jo(Wig8g) = & (Fu(W;64)),
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where FO(') denotes the cumulative logistic distribution functions

and 37!

is the inverse of a standard normal distribution function.

As long as the distributions of Yio and wiodo are well defined, this
transformation is possible. Further, as both the standard normal and
the logistic distributions are symmetric around 0, this

transformation will be quite accurate for all but extreme value

probabilities.

“ * *
Based on this transformation of b define Bo(eio,wio; po) to be the
* *
the bivariate normal distribution of eio and wij’ with Po the
% 2 2

correlatinn coefficient of ( e;,5,¥;4) and 06, ox the variances of i
*

and in‘ The conditional expectation of €io in (2.21) can now
be explicitly expressed. Or, by substitution from equations (2.24)

and (2.21),

* * * *

*
—QOOO¢(Jo(wioéo))/@<Jo(inSD))

*
~Pp00¢{JgWig8g))/Fo il 585)

—AO¢(JO(WiOGO))/FO(Niodo),

as oy = 1 and #(Jy(H;80)) = 0(87 (F(W;80))) = FolWin60). ¢(.)
represents the standard normal density function and AO = Pp9p-
Tt should be noted that this expression follows only if the

conditional expectation of eip gi&gn



*
Win is assumed to be 1inear.16

In the most restrictive case, where
@jp 1s also assumed distributed standard normal, AO reduces to

*
ogx (i.e. - the covariance of e;, and ¥;4).

The ratio ¢(J,(.))/Fq(.) is more commonly referred to as the "Mills
ratio". The derivation of this ratio from the conditional
expectation of a bivariate normal distribution function can be found
in Johnson and Kotz (1979).17 Intuitively, this ratio can be
described as representing the effect of the probability of choosing
civilian employment on the civilian income equation error term (ei
Those individuals with the lowest probability of choosing this
occupation would have the largest (uncorrected) overestimates of YiO'
Conversely, those individuals with the highest probability would
have the smallest bias. This is basically what this ratio indicates,
As the probability of choosing this occupation goes to 1, this ratio
goes to 0 and as the probability approaches 0, the ratio approaches

1,18

Now, given the expression for the self-selectivity bias in equation
(2.25), the correctly specified civilian wage equation can be
written. Or, substituting from equation (2.25) into equation {2.20),

Y0 = ZigYy = Ald(Jg(i80))/FalHinbn)] + A

= ZioYo = AoMp * Ao
50
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*
vhere Ay is an error term that is uncorrelated with Vig» With E(Ao) =

0, If AO and MO were known, the value for the self-selectivity bias
could be easily calculated and the estimation of this income equation
would be straightforward. However, as MO is not known, an

appropriate estimate (say MO) must be found.

There are two possible methods for obtaining estimates of My. The
first consists of maximizing the limited information likelihood

function (LIML) based on the bivariate normal density function

* * *
by(eins ¥ins Pp). The second method is to use a two stage
logit/ordinary least squares estimation procedur‘e.1q This second

method is the one that is utilized in the present analysis.

The first stage of this two stage procedure consists of estimating a
reduced form logit model. This will be done by maximizing the

likelihood funetion given in equation (2.17). Or,

Pi1 D

& I l 10,

i=1
where P;, = exP(wikdk)/E exp(wiksk). Using the reduced form
K

parameter estimates obtained from this first stage, an estimate of

A
the Mills ratio (MO) can be calculated. This estimate is given as

A A N
(2.28) My = o(Jg (W 8 ))/F(Wy6,).
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The second stage consists of estimating the civilian wage equation
N
given in (2.26), after substituting My for Mg. Or,

N

A
Once estimates of Y, (Y;o) are obtained, the structural probability

N
model can be estimated. Substituting Ylo into equation (2.18), the

structural probability model is now given as

A A
(2.30) Pip * exp(wikék)/g exp(wikdk) ,
A A
where Wi = [Yik Xik]’ for k = 0,
= [Cik Xik], for k = 1, atd
= = 2.

ink Xik]’ for k

To obtain estimates of the structural probability model parameters,
the likelihood function given in equation (2.27) is reestimated,

A
after substituting Wi for Wy, (k=0 ,1,2) .

It should be noted that the procedure outlined in this section
differs from the procedure found in Lee (1983) in several respects.
First, Lee's procedure assumes that the reduced form parameters are
equal across outcomes (i.e. 85 =8, =6, = §). Here, this assumption
has been implicitly relaxed. It is assumed that this relaxation

will not affect the consistency of the estimators obtained from the

estimation of the second stagisgarnings equation.



Secondly, and more importantly, the procedure outlined by Lee is
limited to the estimation of the earnings equation. The properties
of the estimators for the parameters of the structural probability
model are not discussed in Lee (1983). A formal proof of the
consistency of these structural model estimators would be desirable.
At the present time, however, such a proof does not exist in the
literature, and will not be attempted here. Therefore, the
consistency of these estimators and the regular formula for the

asymptotic VC matrix is assumed.

4.1 Choice Based Sampling Bias

A data set can be d2fined as choice based if the probability of an
individual being included in the sample is contingent on a decision
made by the individual. For a2xample, if a researcher was interested
in the probability of an individual choosing a particular mode of
transportation, a random sample of individuals could be collected,
However, to guiarantee a sufficient number of observations for a
particular mode choice, this sample may have to be rather large. A
less costly approach would be to sample individuals who nave opted
for the particular transport mode. This less costly sampling

procedure is frequently used in qualitative response data collection.

An estimation bias is introduced by a choice based sample as the
sample does not represent the true population distribution of

individuals in the various possi%%g outcome groups. Therefore,



estimation of a qualitative choice model, using this non-random
sample, will yield inconsistent estimates of the true population

2
paraméters.'o

The data used for the present analysis is choice based as the 1979

1 The

interview year NLS sample was merged with a military sample.2
individuals in the military sample were drawn from the military with
a different probability than the individuals in the civilian sample,
Unless the data set is adjusted to reflect the true population
percentage of military enlistees, the model parameter estimates would

predict a higher probability of military enlistment than exists in

the population.

A choice based bias correction procedure has been suggested by Manski
and Lerman (1977). Basically, this procedure consists of weighting
each observation's contributicn to the likelihood function. The
parameter estimates from this weighted likelihood function will be

consistent estimators of the true population parameters,
Now, following Manski and Lerman, define

(2:31) Wi o= Q(3)/H()

to be the choice based sampling weight for the ith individual from

subsample j. Q(j) and H(j) are respectively defined as the fraction
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of the population and the fraction of the total sample in subsample

j. By inspection, it can be seer that this weight correctly

compensates for the over (under) representation of individuals in

subsample j, relative to the population. For highly choice based

samples (where H(j) is large relative to Q(j)), this weight will be

small. In the situation where a choice based sample does not exist

(i.e. - H(:) = Q(3)), this weight will equal 1.

The modification to the likelihood function necessary to correct for

this choice-based sampling bias is rather straightforward. All that

is required is to multiply the observed outcome dummy variable (Dik)
by the f‘ippropr‘iata weight (le) For example, consider the
The choice-based weighted

likelihood function in equation (2270

version of this likelihood function is written as
T_T wij 10 1JD;1 PwijDie
| i=1

Manski and Lerman refer to tnis specification of the likelihood
function as the weighted Exogenous Samnling Likelihood (WESML)

estimator. This 1ikelihood function can then be maximized in the

2
standard fashlon.o 23

Tt should be noted that using the WESML estimator to obtain the first

stage estimates of the two stage self-salectivity bias correction

procedure will most likely alter the second stage civilian income

estimates. As the military is sverrepresented in the sample, the
59



effect of the WESML estimator is to reduce the estimated military
enlistment probability (Pi2). Therefore, as PiO + Pi1 + P12 =1,
A(Pyg *+ Pyq) > 0. The effect on the probability of civilian
employment (Pio), however, is ambiguous. If APiO > 0, the preadict=d
value of the Mil s ratio (QO) in equation (2.28) will be roeduced and
the resulting income estimates (gzo) will be increzsed. This possible
result should not be considered to be a further complication of the

analysis. 1In fact, such a possible effect is thoroughly consistent

wi** what the theory of military enlistments would predict.

‘.‘A
iy
4.4 Estimation Strategy Summary HHE
,l‘
il
1 g
{5
1
s 3 . . Ty gt
Before moving on to the actual equation specifications, the various A h
estimation strategies that will be employed should be summarized. 1 !

==
_-_ e e—

This summary is to make it perfectly clear how the models will be

estimated. Three strategies will be used. L

(i) The Simple Two-Stage: This strategy consists of a.) estimating an
uncorrected civilian wage equation, inserting the estimated wage
into the structural occupational selection equations and b.) then

estimating the structural occupational selection equations.

(ii) The Self-Selectivity Corrected Two-Stage: This two-stage

procedure consists of a.) estimating the reduced form selection
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equations, as given in equation (2.27). The resulting
probability estimates are then used to compute the Mills ratio

(M) in equation (2.28).

b.) Based on the estimates of the Mills ratio, the civilian
wage equation is then estimated. The resulting wage estimates
are then inserted into the structural occupation selection

equations. These selection equations are then estimated.

(iii) The Self-Selectivity/Choice Based Corrected Two-Stage: This
procedure is identical to (ii) above except that the reduced
form and structural selection equations are estimated with a

choice-based weighted likelihood function.

e
L I ETaasE BE S

5. Model Equztions Variable Specification gy
L]

The purpose of this section is to specify the variables that will be 1
used in the estimation of the empirical model. The data set that f
will be employed consists of a subsample of the National Longitudinal

Survey of Youths (1979-1981), supplemented by additional data on

economic and recruitment related activities. The variables are

briefly described in Table 2-1. A nore thorough description of the

data set and the variables is presented in the following chapter. A

summary of the hypothesized variable impacts can be found in Table

2-2. The Discussion in the following subsections will be devoted to
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various aspects of the equation specifications and variable

hypotheses that may not be readily apparent upon examination of

Tables 2-1 and 2-2.

5.1 Occupational Selection Equations:

The hypothesized variable impacts for the selection equations in

Table 2-2 are all logical. There is one point, though, that must be

clarified.

In Table 2-2 there are no variable hypotheses for civilian
employment. This is pecause, to insure that the model parameters are
identified, a normalization constraint must be imposed. There are

two types of normalization constraints. The first constrains a

particular parameter (say 6jk) to sum to 0 across the possible

outéomes.Zu This constraint implies that, for the present

trichotomous model, 5jO = - (Gjl i 6j2)' The second type of
normalization constraint sets all of the 6jk's equal to O for a
partiocular k.22 This constraint is based on the notion that one of
the possible outcomes is the normal state of behavior. The other
possible outcomes are considered to be deviations from this normal
state of behavior. As shown by Avery (1980), either constraint will
yield the identical statistical outcome.26 The second method will be

used in the present analysis as it is considered to yield more easily

interpretive results.
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Given this choice of normalization constraint, the coefficients of
the civilian employment specific attributes are constrained to 0 and
will not be included in the model estimation. Civilian wage effects,

though, will be retained in the model via the other selection

equations.

? The rage Equations

The specification of the civilian wage equation is predominately

based on the theory of Human Capital.z‘ n general, human capital

investment is usually represented by labor market experience, job
28

specific training and educational attainment. For the present

analysis, the education 1level is relatively constant across the

sample (i.e. - all of the individuals are high school graduates).
Therefore, human capital is approximated by labor market experience

and non-high school training programs.

Military wages do not exhibit as much variation as those in the
civilian sector, at entry level positions. For most intents and
purposes, the entry level military wage for non-prior service (NPS)
enlistees is exogenous to the individual's personal characteristics.
The wage for this group is relativelv constant cross-sectionally and
determined by the Federal budgetary process. However, it is possible
to introduce some variation into this wage. The sample covers three

years. This allows the introduction of some variation due to

periodic cost of living increases (COLA) and real wage increases. In
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Table 2=tz Definition of Variables

Variable Definition

ADDT Desires additional training outside of college ( = 1 if
yes, = 0 otherwise).

RLACK Black dummy variable ( = 1 if black, = 0 otherwise).

COLPROG Participation in college preparatory program ( = 1 if
participated, = 0 otherwise).

COSTO In-state tuition rates for the year of graduation (3$'s).

CWAGE Civilian wage rate (annual, in $'s).

DADMIL Father in military during year of graduation ( = 1 if yes, .
= 0 otherwise). ﬁ

EDAD Highest year of education completed by father.

EMOM Highest year of education completed by mother.

ESIB Highest year of education completed by oldest sibling.

HEXP Highes“ year of education respondent expects to complete,

HISP Hispanic dummy variable ( = 1 if Hispaniec, = 0 otherwise),

LADV Local military advertising expenditures ($'s/18-22 state
pop.).

MSTAT Marital status ( = 1 if married, = 0 otherwise).

MWAGE Military wage rate (annual, in 3$'s).

NADV National military advertising expenditures (3's/18-22 state
joo] o BN 8

PSIBS Percentage of siblings in school.
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Variable

REC

TDEP

TFMAFS

TGPROG

TNFINC

TOTHRS

TSCORE

TVTPROG

UNRATE

VEAP

VOCPROG

Number of

Number of

Number of

Number of

Total net

Number of

~___D_ej_iﬁg__ition o

Table 2-1 (cont.)

recruiters per 18-22 state pop.
dependents.
family members in the military.

government training courses completed.

family income for the year of graduation ($'s).

weeks of labor market experience.

Armed Forces Qualification Test score.

Number of

($'s).

vocational/training programs completed.

: Local unemployment rate.

: Veterans Educational Assistance Program maximum benefits

In vocational program while in high school ( = 1 if yes,

0 otherwise).
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summary of Coefficient Hypotheses

Table 2-2: Summar.
Variable Eguation
College Military Cixilian Mi;;;iry
En?oli&ent Enlistment (g;ggﬁl ‘A__‘-Qﬁ@giil
ADDT - +
BLACK = +
COLPROG + -
COSTO - +/2
CWAGE - =
DADMIL =/? +
EDAD + =
EMOM + -
ESIB + =
HEXP # +1%
HISP - v
LADV -/? + +
"
MSTAT % 2
MWAGE =% b
NADY -7% +
PSIBS - 2
REC -2 + *
TDEP
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Table 2-2 (cont.)

63

Variable Equation
College Military Civilian Military
Enrollment Enlistment Wage Wege

___(CWAGE) (MWAGE)

TFMAFS =72 +

TGPROG +

TNFINC + =

TOTHRS +

TSCORE + +/7 +

TVTPROG #

UNRATE 7 + =

VEAP -/? +

VOCPROG +



addition, total military compensation comprises Basic Pay (BP) ang
additional allowances and incentive payS-29 The primary allowances

Consist of Basic Allowances for Quarters (BAQ) and Basic Allowance

for Subsistance (BAS). The amount of these allowances varjes with

the number of dependents. There is also a Federal Tax Advantage (TA)

for members of the military. This tax advantage also varjes with the

numbep of dependents. Inclusion of these allowances and the tax

Advantage will introduce some additional variation to total

Compensation. Special incentive pays will not, however, be included

4S these pays are conditional upon occupational speciality and

location of duty assignment.

Given this exogenous structure of military compensation, the equation

for total military compensation (Yiz) can be expressed as

(2.33) MWAGE = BP + BAQ(TDEP) + BAS(TDEP) + TA(TDEP),

where TDEP is the total number of dependents.
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f. Chapter Summary
In brief, the purpose of this chapter was to:

A.) Present a theoretical framework for the analysis of the decision

to enlist in the Armed Forces. The model presented was based upon

the theory of random utility.

B.) Discuss the econometric issues relevant to the estimation of the

empirical model. The results of this discussion were the choice of 3

logit model specification, the use of the "Lee Approach" for the

correction of selectivity bias, and the application of sample weights

(Manski and Lerman (1977)) for the correction of choice based

sampling bias.

C.) Specify the empirical model equations. The variables specifjed

consisted of various economic and non-economic attitudinal attributes

that were hypothesized to influence the decision of initial

occupational choice. A more detailed description of these variables
(and the data base in general) is presented in the following

chapter.
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End Notes

1.) In a technical sense, Thurstone did not develop a theory of
"prandom utility". Rather, he developed a "Law of Comparative
Judgement" for the analysis of responses to various stim.'{ in a

psychological experimentation setting. An excellent discussion of

Thurstone's model and its' applications in presented in Bock and

Jones (1968).

2.) For examples of the application of this model see Domencicn and

McFadden (1975), Daula (1981) or Hausman and Wise (1978). Additional

example references can be found in the survey article of Amemiya

(1981).

3.) This inequality relationship is assumed to be strict as the

probability of Uk = Uj’ for all k = j is zero, by definition.

4.) For example, a more disaggregate choice set would break down
civilian employment by job type, military service by branch and
education by major field of study and/or type of school (i.e.
-private vs public).

5.) The decision "o exclude non-high school graduates from the
sample is based on the demand constrant complexities that would

otherwise result. This problem is discussed in Ash, Udis and McKnown

(1983), pps. 147 and 154 and in Brown (1984), pp. 4.
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6.) 1In practice, the parameter 8 is usually constrained to equal 1.

If this constraint is not imposed, the variance of the logit

Specification (82n2/3) is no longer kncwn and therefore must be

estimated.

7.) See Dimencich and McFadden (1975), pps. 63-65.

8.) See Domencich and McFadden (1975), pps. 70-71.

9.) Pps. 78-79.

10.) A more thorough discussion of this likelihood function can be

found in Maddala (1983), pps. 35-37.

11.)  3Santos (1981) and Kalton (1982) present a discussion of various

Mmethods of imputing missing values. These methods, however, are

based on the assumption that the missing values are the result or 3

"andom process. This is not the situation for the present analysis.

12.) For examples of the application of a binary choice model

Self-selectivity correction procedure see Heckman (1976,1979), Lee

(1978), or Maddala (1983).

13.) A presentation of this approach can also be found in Maddala

(1983), pps. 275-276.
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14.) Discussions of slightly different correction procedures can be

found in Dubin and McFadden (1984) or Hay (1984).

15.) A computationally simple and accurate approximation of this

transformation is found in Bock and Jones (1968), Appendix C.

16.) See Olsen (1980).

17.) Pps. 112-113,

18.) As the probability of civilian employment » 1, the numerator (a
density function, symmetric around 0) » 0, the denominator (a

Cumulative distributicn) * 1 and the entire ratio =+ 0.

19.) See Maddala (1983), pps. 273-274.
20.) See Manski and Lerman (1978), pps. 1985-1986.

21.) See The National Longitudinal Surveys Handbook (1983), pps.

11-13, for a description of how the military and civilian samples

were obtained.

22.) Pp. 1981.

23.) For examples of the application of the WESML estimator see

Daula, Fagan and Smith (1982) and Daul: and Smith (198Y),
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24.) See McFadden (1976).

25.) See Avery (1980). The identification problem that would result

If some type of normalization constraint was not imposed can be
clearly seen by considering the logit equation specification given in

equation (2.18). From this equation, the probability of the ith

Individual choosing a particular occupation (say occupation 0) is

expressed as

L}

: i Wi194 Wi28>
+ e )

and if the elements in wik are not unique to that outcome, then

1

P
©i0
+ @

* @

e

Therefore, unless one of the coefficient vectors is constrained

(normalized), the estimated coefficients for this particular outcome

cannot be uniquely identified.
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26.) Pp. 1T.

27.) See Becker (1975), Mincer (1974) or Rosen (1977) for a

discussion of the theory of human capital.

28.) See Mincer (1974), Ashenfelter (1979), Wise (1975) :ni Medoff

and Abraham (1980) for examples of empirical estimations c¢i the

~sturns to human capital investment.

29.) See U.S. General Accounting Office report GAO/NSID-84-41 (1984)

for background information on military compensation.
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Chapter 3

The Data Base

1. Introduction

A major strength of the current analysis consists of the data that

are utilized for t empirical model estimation. The purpose of this

chapter is to present a thorough description of these data.

The primary data source is the National Longitudinal Survey of Youths
(NLS), 14-22 Years 0ld. A sub-sample of male high school graduates

was drawn from this survey. This sub-sample was then augmented by

additional data on military compensation and recruitment activities,

local labor market conditions, and education costs. These additional

data were drawn from: A.) the Defense Manpower Data Center's
Enlistment Master Files, B.) The Current Population Survey for 1981

and C.) statistical publications provided by the National Center for

Education Statistics.

The remainder of this chapter is organized into three sections. The

following section contains a description of the primary data source

(NLS). The third section provides a similar description of the
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additional data sources. Section 4 is reserved for concluding

comments on the data base.

2. The National Longitudinal Survey of Youths (NLS)

The NLS Youth Survey is one of five surveys conducted by the Center
for Human Resource Research, The Ohio State University, under a

contract with the Office of Manpower Policy, Evaluations, and

Research, U.S. Department of Labor'.1 The purpose of the survey was

twofold: 1.) to assist in the evaluation of expanded employment and

training programs, as legislated by 1977 amendments to the
Comprehensive Employment and Training Act (CETA), and 2.) to
replicate most of the material of the earlier youth cohort surveys.

The total sample consisted of 12,700 individuals who were between the

ages of 14-22 years old in 1979. Of these individuals, 5,700 were

civilian males, 5,700 were civilian females, and 1,300 were military

males and females. The individuals were interviewed annually between

the years 1979-1983.

The 1982 and 1983 surveys were unavailable for use in the present

analysis. Individuals were selected for inclusion in the analysis

sub-sample only if they were males that graduated for high school

between 1978 and 1980. The occupational status of these individuals
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Table 3-1: Sample Breakdown by Year of Craduation and Occupation

Occupational ! Year of Graduation (t) Total
Status in /A 1978 T 1079 1980

(t + 1) |

Military Service 123 57 4o 220
Civilian Employment 291 346 277 914
College Enrollment 205 181 228 614
Total 619 5814 545 1748

was then observed in the following interview year. A breakdown of

the sub-sample by occupational status and year of graduation is

presented in Table 3-1. In this table, an individual is classified

as in the military if he is in the active force as of the survey

interview date. The large number of military observations in the

1979 interview sample, relative to 1980 and 1981, is due to the
overrepresentation of the military in the 1979 survey year. An
individual falls into the civilian employment category if he was

currently working, employed - but not working, or unemployed - but

seeking work as of the interview date. College enrollees consist of

those attending college on a full-time basis.

2.1 Description of the NLS Variables

A total of U470 variables was extracted from the NLS files. A
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complete list of these variables originally extracted is vailable
from the author upon request. After aggregations, deletions and
transformations, the resulting set consisted of 23 variables plus
various identification codes. The following discussion will focus on
this final group of variables. It should be noted that, unless
otherwise stated, these variables are binary. These variables are
based upon the responses to qualitative questions. An affirmative
answer is represented by a value of 1, a negative response is coded

as a 0.

ADDT: Indicator of the individual's desire for additional training.
This variable is based on the response to the guestion "Not counting
regular schooling or college, would you like to get any other

occupational or job training?". This question was asked in the 1979

interview only.

BLACK: Indicator that the individual is Black.

COLPROG: Indicator of participation in a college preparatory program
while attending grades 9-12. This question was asked in all of the 3

interview years.

CWAGE: The total wages and salaries (civilian) earned by the
individual in the last calendar year. This was reported in all

survey years.
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DADMIL: 1Indic:tor of respondent's fat.« ’'stepfather be' g a member
of the military in 1978. Based on the response to the question
"What kind of work did he (father/stepfather) do (in 1978)2" This

question was asked in the 1979 interview only.

EDAD: The highest grade of formal education completed by the
respondent's father. Reported in the number of years of education.

This question was asked in the 1979 interview only.

EMOM: The highest grade of formal education completed by the
respondent's mother. Reported in the number of years of education.

This question was asked in the 1979 interview only.

ESIB: The highest grade of formal education completed by the
respondent's oldest sibling. Reportec in the umber of years of

education. This question was asked in the 1 interview only.

HEXP: TIndicator of the individual's educational expectations. Based
on the response to the question "... what is the highest grade or
year you think you will actually complete?". This question was asked
in the 1979 and 1981 i/ terviews. The 1981 response was used only if

there was no recorded response for the 1979 interview.

HISP: 1Indicator that the individual is Hispanic.
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MSTAT: The marital status of the individual at the time of the

interview. This question was asked in all interview years.

PSIBS: The percentage of siblings in school. This was calculated

from the ratio of the number of siblings in school to the total

number of siblings in 1979.

TDEP: The number of family dependents as of the date of the

interview. Reported for all interview years.

TFMAFS: The total number of family members (excluding the father)
that were in the Armed Forces. Based on the reported occupational

status of the respondent's family members during the 1973 interview.
TGPROG: The total number of governi .t training programs completed
by the respondent as of the date of interview. This question was

asked in all inf rview years.

TNFINC: The total net family income for the previous calendar year,

Reported in actual dollars and cents. This question was asked in all

interview years.

TOTHRS: The total number of full-time equivalent weeks of work
experience as of the date of interview. This variable was

constructed from the individual's work history in three stages. The
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first stage consisted of determining the duration of employment at
each job (there is a maximum of 5 possible jobs per interview date).
This was done by either subtracting the starting date from the ending
date (if t'e individual was no longer employed at that job) or
subtracting the starting date from the interview date (if the
individual was still at that job = the date of interview). The
resulting job duration was calculated in terms of we:«!'s, The second
stage consisted of converting job duration into full-time equivalent
weeks. 7his was accomplished by multiplying job duration by a
full-time equivalent weight. This weight was the ratio of average
hours worked per week at the job to hours worked per week, if
employed full-time. A full-time work week was assumed to be 35 hours /
in length. The last stage consisted of aggregating the number of

full-time equivalent weeks per jot *o a total measure of job !

experience.

TPROG: The total number of training courses completed as of the date
of interview. This includes both government sponsored (TGPROG) and
other vocational/training programs (TVTPROG). This variable was

reported for all of the interview years.

TSCORE: The raw score results of the Armed Forces Qualification Test
(AFQT). This score was constructed by summing the first four
sub-sections of the Armed “ervices Vocational Aptitude Battery

(ASVAB), of which the AFQT is a part. The ASVAB sub-sections used
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were Arithmetic Reasoning, Word Knowledge, Paragraph Comprehension,

and 1/2 of Numerical Operations. This examination was administered

to the total sample in the 1981 interview. Raw score results were

Used as they provide more variation than the test category

Classifications would have.

EXIEEQQ: The total number of vocational/training programs (not

government sponsored) completed by the individual as of the date of

Interview. This was asked in all survey years.

XQEEEQQ: Indicator of participation in a vocational program while in

high school. This was reported in all survey years.

2.2 Descriptive Statistics
I

In order to generate a "feel" for the data, several descriptive
i

Statistical breakdowns are given. Table 3-2 contains sample means

and standard deviations for the NLS variables, stratified by the

Observed choice of oc upation.

BPiefly, the statistics in this table illustrate several discernable

dirrepences between individuals in the various occupational

Categorjes. Measures of family educational attainment

(EDAD.EMOM,ESIB,PSIBS) indicate that, on average, college enrollees
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come from the highest educated families. Military enlistees come
from the next highest group and civilian employees from the lowest.
Measures of individual expectations and attainment (COLPROG, HEXP,

TSCORE) illustrate a similar pattern.

Individuals in the military and civilian sectors appear to come from
larger families and have a greater number of dependents than those
Who enroll in college. Also, civilian sector individuals have a
greater amount of labor market experience (TOTHRS) and training
Program participation (TGPROG, TVTPROG) than those in the other

Occupational categories.

The average values for total net family income (TNFINC) are, in
general, consistent with expectations. Average family income for
college enrollees is greater than that of individuals in the other
Occupational groups. The low average value of income for military
enlistees appears to be somewhat unreasonable.2 This is particularly
noticeable upon controlling for parental education levels. This
average value indicates that it may be possible that the reported
Income (family) income values are downward biased. However, these
income values are based upon the individual's response. Therefore,
If these values are measures of perceived family income, this

variable may be a more accurate predictor of occupational choice

than the actual family income would be.
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Table 3-2: Descriptive statistics of NLS Variables by Occupation

Variable Occupation Status o Total
(unit of Civilian Emp. Military Serv. College Sample
measure) mean mean mean mean
(Std. Dev.) (Std. Dev.) (Std. Dev.)|(Std. Dev)

ADDT 0.79 0.87 0.59 0.73
(0/1) (0.41) (0.34) (0.49) (0.45)
BLACK 0.25 0.29 0.24 0., 25
(o/1) (0.44) (0.45) (0.43) (0.44)
COLPROG 0.15 0.20 0;:55 0.30
(0/1) (0.36) (0.40) (0.50) (0.33)
CWAGE 2,6091.48

($'s) (3,341.80)

ADMIL 0.02 0.07 0.01 0.102
(0/1) (0.13) (0.26) (0.10) (0.14)
EDAD 8.33 10.97 12.69 11.65
(Years) (547 (2.89) (3.90) (2.99)
EMOM 10.73 11.23 12.30 11.34
(Years) (2.79) (2.38) 3.04) (2.92)
ESIB 9.36 12,61 13.26 1115
(Years) (5.51) (2.20) (1.66) (4.58)
HEXP 1233 14.01 15.88 14.32
(Years) (1.86) (2.12) (1.57) (2.15)
HISP 0.14 0.09 0.14 0.14
(0/1) (0:.:35) (0..28) (0.35) (0.34)
MSTAT 0.03 0.08 0.002 0.02
(0/1) (0.16) (0w27) (0.04) (0.15)
PSIBS 49,52 50.58 64.75 54.78
(%) (35.58) (35.39) (36.86) (37.69)
TDEP 0.09 0.16 0.01 0.07
(#) (0.40) (051 o 1 (0.35)
TFMAFS 0.03 0.02 0.02 0.02
(#) (0.19) (0.13) (0+11) (0.19)
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Table 3-2: Descriptive Statistics of NLS Variables (Cont.)

Variable Occupational Status Total
(unit of Civilian Emp. Military Serv. College Sample
measure) mean mean mean mean
(Std. Dev.) (Std. Dev) (Std. Dev.)|(Std. Dev.)
TGPROG 0.02 0.02 0.02 0.02
(#) (0.14) (0.13) (0.13) (0.14)
TNFINC 19,267.09 7,690.44 25,767 .T1 20,940.35
($'s) (12,972.60) (5,539.45) (16,700.56)|(16,257.61)
TOTHRS 56 .80 33.67 39.089 47.64
(Weeks) (85.50) (55.65) (62.74) (7537)
TPROG 0.16 0.14 Bis 11 0.14
(#) (0.43) (0.40) (0.35) (C.40)
TSCORE 6L.16 71.35 79.99 T0. 75
(#) (19.79) (16.54) {16.53) (20.05)
TVTPROG 0.14 013 0.09 0.12
(#) (0.40) (0.38) (0+32) (037 )
VOCPROG 0.18 011 0.18 Q13
(0/1) (0.38) (0:+31) (0.24) (0.33)
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3. Supplemental Data

As stated above, the NLS sub-sample was augmented with state level
data on various military and onomic attributes. The military data
were supplied by ‘he Defense Manpower Data Center (DMDC). The state
level economic data came from the Tureau of Liior Statisties (BLS).
The college cost data came from various publications of the National
Center of Education Statisties (WCES). What follows is a brief
description of these data; descriptive statistics are found in Table
2-3. Several of the local economic and military specific variables
were lagged one yesr. These variables are denoted by (t-1) in Table

=45

3.1 Military Specific Data

The military specifi~ data consist of military income (MWAL-), the
number of production recruiters (REC(t), REC(t-1)), maximum potential
educational benefits from the Veterans Educational Assistance Program
(VEAP), and national and local advertising expenditures (LADV(t),
LADV(t-1), NADV(t), NADV(t-1)). With the exception of MWAGE, these
variables are specific to the individual only in terms of the
individual's state of residence at the time of high school

graduation.
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VEAP is institutionally determinecd with no cross-sectional or
individual specific variation. However, there is variation in this
attribute across sample years. The values used are in present value

dollars, discounted over the average enlistment term of 3 years.3

MWAGE was determined by the functional relationship in equation
(2.33). Cross-sectional variation in this measure is due to
differences in the various supplemental allowances between enlistees
with and without dependents. The data for these allowances and basic
pay came from the DOD Military Compensation Background Papers (1982).
Tax advantage estimates were provided by the U.S. Army Finance
Center, Ft. Harrison, IN. The numnber of production recruiters ber
state was determined by a mapping of recruiting districts to the
statp.u This mapping was necessary because the recruiting districts
did not always fall entirely within a given state, but overlapped
state boundaries. Local and national advertising expenditures are
expressed in terms of dollars per 18-77 year old males for the state
of residence. Ideally, data on actual advertising exposure time
should be uspd.5 However, this type of d=ata is unavailable for DOD-

wide advertising.

In general, the descriptive statistics of these varizbles (see Table

3-3) indicate little discernable difference between the occupational
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Table 3-3: Descriptive Statistics of Supplemental Variables

l

Variable ! Occupational Status Total
(uni* of (ﬁfivilian Emp. | Military Serv. College Sample
meas! 2) | mean mean mean mean
| (std. Dev.) (Std. Dev.) (Std. Dev.)|[(Std. Dev.
g
COST 875.25 836.31 871.08 869.40
($'s) (319.08) (300.14) (284.74) (305.14)
LADV(t) 0.115 0.156 0.153 0155
($'s/Pop) (0.029) (0.030) (0.029) (0.029)
LADV(t-1) 0.158 0.159 0.157 0.158
($'=/Pop) (0.030) (0.030) (0.027) (0.029)
MWAGL 8,387 .65 8,219.81 8,412.82 | 8,8374.32
($'s) (506 3) (511.74) (529.15) (518.37)
NADV(t) 0.821 0.788 0.802 0.810
($'s/Pop) (0.116) {0.111) (0.112) (0. 116)
NADV 1) 0.7T75 0.730 0.:792 0,776
($'s/Fop) (0.133) (0.119) (0.142) (0.136)
REP‘/t) 434 .56 UeT .27 449 . 45 436.41
(#) (295.89) (2G92.42) (292.14) (294 .26)
REC(t-1) 420.87 413.56 438.49 426.14
(#) | (290.10) (307.46) (292.28) (293.08)
UNRATE(t) b.32 .09 6.43 6.33
(%) (1.45) (1.12) (1.57) (1.46)
UNRATE 6.27 6.49 6.32 6.31
(£=1) (1.35) (1:33) (1.43) (1.37)
(%)
VEAP 4,914, 4L 4,653.65 4,847.19 4,858.00
($'s) (589.84) (609 .34) (617.41) (596.30)
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categories. It should be noted that the appparent lower than
average values of COST, VEAP, NADV, REC and MWAGE for the military
category is partially attributed to the overrepresentation of this

category in the 1979 sample.

3.2 Local Economic Data

The only local economic attribute used was the state unemployment
rate (UNRATE). The data used was supplied by C. Brown, University of
Maryland.6 Various other state level economic indicators (i.e. -
average civilian wages) could have been included. But, given the
available individual level information on earnings, this tyr= of data
wo 'd most likely not have added much insight on the choice .I

occupation.

3.3 Cost of College Data

The cost of a year of college education (COST) is represented by the
basic in-state tuition charges of l-year state universities.! These
tuition charges were drawn fro: eries of NCES publications on
college costs for selected public and private univer‘sities.8 For
states with more than one U-year public institution, tuition costs

were constructed as an arithmetic average across these universities.
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For 1979, Washington, D.C. posed a particular problem. Prior to
1980, there were no reported public university tuition rates. To
correct for this, an arithmetic average of the out-of-state tuition

charges for Maryland and Virginia was used.

4. Concluding Comments

Several concluding comments about the data set should be made.
First, in order to maintain a reasonable sample size, several
potentially interesting attitudinal (NLS) variables had to be
excluded due to missing value problems. Second, for = small number
of cases, values had to be imputed for net family income (TNFINC).

The method of imputation is presented in Appendix A.

The final data base was constructed by mergirz the state level data
with the NLS sub-sample. The NLS Public Use lapes provide very
limited information of rhe incividual's plac f resiience. This
limitation necessitated a primary merge of ' =2 LS sub-sample w! th
the NLS Geocode Files. The Geocode Files pr vided da®: on the
individual's state of residence at the age of 1! and [ . :ween the
years of 1979-1981., Because the 1979-1981 state residential codes
proved to be unreliable, the age 14 residence code was used instead.
It is recognized that, due to interstate migraition, this code could
introduce some inaccuracies. But, given the present situation, this
was the most accurate measure available. | secondary merge with the

itate level data was then undertaken to p ¢ 'uce fthe final data base.

86



End Notes

1.) For more detailed hackground information on the NLS see the

National Longitudinal Survey. Handbook (1983) or Parnes (1975).

2.) For example, a 1982 survey of Army personnel found an average

total arnual family income that ranged between +15,000-26,000, in

1987 dollars. See The 1982 DA Survey of Personnel Entering t' = Army,

Vol. 2, pps. 372-373 (1984).

This data was provided by C. Brown, University of Maryland. See

3.)
Brown (1984), Data Appendix for a more complete description of how

this variable was constructed.

4.) The mapping procedure used was provided by C. Brown, University

of Maryland.

5.) Daula and Smith (1984 ) used an exposure time variable (for the

Army only) and found it to have better explanatory power than

€Xpenditure measures.

6.) See Brown (1984), Data Appendix.

7.) A truer measure of the cost of college would take into account

However, inclusion of these additional costs
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would require additional information (or assumptions) as to who would
become an on campus resident. Willis and Rosen (1979) dealt with
this problem by assuming that all individuals that lived beyond a
certain distance from the nearest university would become on campus
residents. Due to the strong nature of this assumption, this

approach will not be followed in the present analysis.

£.) The NCES publications used were: 1981 Digest of Educational
Statistics (for academic year 1979/1970), College Costs 1980-19831
(for academic year 1980/1981) and College Costs 1981-1982 (for

academic year 1981/1982). !
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Chaptr

Empiricel Estimates

The empirical model specifications were based upon the hypotheses

presented in Chapter 2. Prior to the discussion of the empirical

results, several preliminary comments are in order.

A total of 8 model specifications were estimated. Two general

specificatinns were used. These specifications were: A.) A "Full

of exogeneous variables, as

Model" that contained the complete set
1" that excluded the

4

defined in Table 2-2, and B.) A "Limited Mode

advertising and recruiter variables. In order to keep the discussion

As focussed as possible, only the "Limited Model" estimates are
presented in this chapter. The other model specification estimates
are found in Appendix B. For the same reason, the reduced form model

estimates are not presented. However, these estimates can be obtained

directly from the author upon reguest.
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Three estimation methodologies were used. The first method consisted
of a simple two-stage procedure. The second method was a two-stage
Procedure that corrected for self-selectivity bias. The third method

was a two-stage procedure that corrected for both self-selectivity

bias ang choire-based sampling bias.

The actual process of ERLESAEATE AR WOAEAR bl Wt b BB Rate
COMplex than was anticipated. There were no readily available
econometric software packages that contained the procedures necessary
to calrulate the self-selectivity and choice-based sampling bias
Corrention factors.T The software package that came the closest to
Meeting these estimation requirements was LIMDEP.? This package was

modified to compute the polychotomous inverse Mills ratio and the

Correct variance-covariance matrix for the choice-based sample

estimation“.3’u

The Logit equations were estimated via a maximum likelihood
teohnj(je_ Most of the functions converged after only 6 or 7

interations.5 Even so, these estimatio!s proved to be rather costly

in both time and estimated computer cost.6 The civilian wage

€quations were estimated by a standard ordinary least squares

teohnique.

As a fina) point, it should be noted that all of the monetary

Variabl es were deflated to 1978 dollars. This was done to control
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for the effants of inflation between the years 1979-1981.

The remainder of this chapter is organized into four sections. The
f0110wing section presents the civilian wage equation estimates.
Section 3 reports the structural selection equation estimates. These

estimates are interpreted in Section 4. The last section is reserved

for a summary of the major empirical findings.

2. Civilian Wage Equation Estimates

Several specifications of the civilian wage equation were tested.
These specifications differed only in the forms of the unemployment
rate, labor force work experience and training course variables. Two
forms of the unemployment rate were used. These were the unemployment
rate during the year of graduation (UNFATEO) and the difference in
the unemployment rate between the year of graduation and the year
Prior to graduation (DUNRATE). This s :ond formulation was used

Primarily because of its expected impact in the selection equations.

Estimates with both forms are reported.

Labor force work experience was tested under three forms. These were

A simple linear form (TOTHRS), a quadratic form (TOTHRS and TOTHRSQ)

and a natural logarithm form (LNHRS). The quadratic and natural
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better than the simple linear form. The

logarithm forms performed

logarithm form performed marginally petter than the quadratic form

and is the only one presented in this chapter.

~iables (TVTPROG and TGPROG) were entered both

The training course V&

separately and as an aggregate variable (TPROG). There was no
~oification and only the

significant difference petween either sp

aggregate form estimates are reported.

Before proceeding, two points should be kept in mind. First, the
civilian wage estimates are not the primary focus of this analysis.
Therefore, the following discussion of these estimates is relatively

brief. To facilitate this discussion,; & description of the variables

is given in Table 4-1. The civilian wage equation estimates
associated with the nimited Model" specifications are given in
1c reported in these tables

Tables U4-? to 4-5. The wage equatior

f the unemployment rate variable

differ only in the specification ©

e Mills ratio (MILLS). In Moaels 1 and

and the estimated value of th

t rate (UNRATEO) was used. Models 2 and

3, the straight unemploymen

ce in the unemployment rate (DUNRATE) .

4 uysed the rirst differen

t the Mills ratio is calculated from the

Recall from Chapter 2 tha
an employment stion equation estimates. The

sed to estimate the variable MILLS

reduced form civili
ation u
et family income (NETY). NETY is the

reduced form selection equ

in Modals 1 and 2 included the G
INC), deflated to 1978 dollars. The MILLS
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for Model: 3 and 4, however, are based on a reduced form model that
used a standardized value of NETY (STDY). The differences in these
two specifications of family income are discusse’ in more detail in
the following section. The wage <cuation estimates for the other

model specifications appear in Appendix B.7

Second, the difference in the reported wage equation estimates within
each table may appear small. This is particularly n-.iceable for the
difference= between the self-selectivity corrected e ites and the

S

1f-selectivity/choice-based sample corrected estimates. The reason

@

for this is also due to minor differences in the calculated values
for the variable MILLS. Even though these estimates are very similar
in som= instances, they are reported to illustrate the effects of

these correction procedures.
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Table 4-1: Civilian Wage Equation Variable Definition

Variable Name Definition
BLACK : Black dummy v -~iable (= 1 if Black).
CWAGE : Dependent Variable - Reported annual civilian wages and

salaries (i $'s).

DUNRATE : Change in unemployment rate.
HISP : Hispanic dummy variable (= 1 if Hispanic).
LNHRS : Natural logarithm of number of weeks of work

experience.

MILLS : Inverse Mills ratio se.’-selectivity correction
facto

MSTAT : M tal status (= 1 if married).

TPROG : Total number of tr . 1g courses comp! =ted.

TSCORE : Armed Forces Qualification Test score.

UNRATEO : Unemployment rate in the year of graduation.

VOCPROG : In voecational program while in high school (= 1 {if
yes).
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Table 4-2: Model 1 Civilian Wage Equation Estimates

Corrected(1)

Corrected(2)

Variable Uncorrected
Constant 37.527 -73.820 -74.413
(0.077) (0.152) (0.153)
E. K -812.827 ** —580.6142 *¥ ‘609.031 * X%
(2.979) (2.043) (2.109)
DUNRATE -16.334 -26.974 =15.156
(0.213) (0.352) (0.198)
HIsp -14.590 86.435 83.960
(0.048) (0.285) (0.276)
LNHRS 887.782 ** 831.548 *x 847.038 *x
(12.4304) (11.247) (11.477)
MILLS =TT w222 *¥ -622.953 *#
(2.790) (2.12%)
MSTAT 1580 ,160 ** 1600.800 ** 1549 . 450 **
.2.485) (R4512) (2.426)
TPROG 260.703 221.301 228.749
(1.100 (0.935) (0.965)
TSCORE 9.684 * 19.626 ** 17.465 **
(1.666) (2.887) (2.546)
UNRATEO
VOCPROG 393.743 321.601 337.294
(1.503) (1.210) (1.267)
R® (Adjusted) 0.198 0.204 0.201
F-Statistic 29.095 26.921 26.464
Corrected(1) is self-selectivity bias corrected and

WEE& 1

2.

sampling bias corrected.
Absolute value T-Statistics are in parens below the

coefficient estimates.

¥ - Statistically signi’ cant at the 10% level.
*% - Statistically significant at the 5% level.
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Table 4-3: Model 2 Civilian Wage Equation Estimates

Corrected(1) Corrected(2)

Variz e Uncorrected
———
Constant 807 .731 653.608 648.710
(1.201) (0. 972) (0.960)
BLACK -821.440 ** -502.687 ** -621.700 **
(3.017) (2.088) (2.156)
DUNRATE
HIsp 35,645 68.152 61.309
(0.119) (0.226) (0.203)
LNHRS 881.531 *#* 827.U489 ** 842,271 *#
(12.351) (11.270) (11.427)
MILLS -753.451 *x -609.309 **
(2.735) (2.07T)
MSTAT 1537.510 ** 1553.710 ** 1501.330 **
(2.406) (2.440) (2.353)
TPROG 274.636 232.530 241.386
(1.161) (0.984) (1.020)
TSCORE 9.299 19.066 ** 16.942 *x
(1.602) (2.804) (2.468)
UNRATEQ -114.670 * -108.684 -107.359
(1.662) (1.580) L1557
VOCPROG 415,373 340.799 353.778
(1.569) {1.285) (1.331)
R2 (Adjusted) 0.200 0.206 0.203
F-Statistic 29.522 27.261 26.817
Note: 7. Corrected(1) is self-selectivity bias corrected and
Corrected(2) is both self-selectivity and choice base
sampling bias corrected.
2. Absolute value T-Statistics are in parens below the

coefficient estimates.

¥ - Statistically significant at the 10% level
** - Statistically significant at the 5% level.
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Table U4-4: Model 3 Civilian Wage Equation Estimates

Variable

e niises:

Constant
BLACK

DUNF ATE

MILLS
MSTAT
TPROG
TSCORE
UNRATEOD

VOCPRNG

R? (Adjugrud)

F-Statistice

Note: 1.

Sampling bias corrected.
Absolute value T-Statistics are in parens below the

2,

)
* ¥

Corrected (1)

Corrected(2)

coefficient estim=tes.
- Statistically significant at the 10% level.

= Statistically significant at the 5% level.

o7

Uncorrected
37 52T -74.038 =74.933
(0.077) (0.153) (0.15))

-812.827 ** -582.783 ** -609.563 **
(2.979) (2.055) (2.116)
-16.334 -26.751 =15.073
(0.213) (0.3%9) (0.197)
-14.590 86.497 84.680
(0.048) (0.786) (0.278)
887.782 ** 830..30 ** 846.386 *x
(12.434) (11.242) (11.472)
-782.453 *¥ -633.104 *x
(2.839) (2.165)
1589.160 ** 1594 .630 ** 1545,070 *%
(2.485) (2.503) (2.419)
260.703 221.781 228,843
(1.100) (0.937) (0.965)
9.684 * 19,7471 ** 17573 %*#*
(1.666) (2.909) (2.566)
298.743 321.553 336,770
+503) (1.211) (1.265)
0.198 0.204 0.201
29.095 26.959 26.488
Corrected(1) is self-selectivity bias corrected and

Corrected(2) is both self-selectivity and choice base



Table 4-5: Model 4 Civilian Wage Equation Estimates

Corrected(1)

Corrected(2)

Variable Unoorrected
R R S
Constant 807 .7 650.907 646,584
(1.201) (0.968) (0.957)
BLACk ~821.440 ** ~594 880 *¥ -622.090 **
L017 (2.100) (2.163)
DUNRATE s .
HIsp -35.646 68.003 61.955
(0.119) (0.226) (0.205)
LNHRS 881.551 ** 826847 ** 841.630 *¥
> (12.351) (11.207) (11.422)
MILLS -763.901 *¥ -619.446 **
i (2.780) (2.118)
MQT/{T 1537.510 ** 1547 .650 ** 1497.040 *x
T (2.406) (2.431) (2.346)
PROG 274.636 233.095 241,534
(1.161) (0.987) (1.021)
TSCoRE 9.299 19.174 *x 17.051 **
(1.602) (z.825) (2.488)
UNRATED -114.670 * -108.298 -107.122
(1.662) (1.575) (1.554)
VOCPRog 415,373 340.698 353.226
(1.569) (1.285) (1.329)
2
R® (Adjusten) 0.200 0.206 0.203
F-Statistic 29.522 27.296 26.842
N\‘ . -
Ote: c-1f-selectivity bias corrected and

sampling bias corrected.

1. Corrected(1) is ¢
Corrected(?) is both self-selectivity and choice base

2. Absolute value T-Statistics are in parens below the

coefficient estimates.

¥ - Statistically significant at the 10% level.
*¥ - Statistically significant at the 5% level.

98



In general, the estimates reported in these tables indicate no
unexpected results. The summary statistics were low, but not
unreasonable, given the type of data usec.8 The selectivity bias

corrected estimates (columns 2-3) had marginally better overall fits

than the uncorrected equation estimates. This result Is directly

attributed to the bias correction factor (MILLS). This variable was

significant and correctly signed in all of the various functional

forms. Evaluated at the sample means of the explanatory variables,
the average effect of the selectivity bias correction factor (in

monetary terms) was to reduce the average predicted wage

approximately 190 (current value) dollars.

The human capital measures (LNHRS, TPROG, and VOCPROG) were all
positive, although only the labor force experience measure (LNHRS)
was statistically significant. The "ability" proxy (TSCORE) was also
positive (as expected) and statistically significant for all of the
bias corrected estimates. It is interesting to note that the size of
the estimated coefficient for this variable is approximately twice as
large for the bias corrected estimates, compared to the uncorrected
ones. A possible explanation for this result is that the majority of
higher "ability" individuals chose not to enter the civilian labor

market immediately. If so, the estimated (corrected) returns to those

higher "ability" individuals who chose civilian empluyment would be

larger than uncorrected estimates would indicate.
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mmy variable and marital status

The estimated effects of the black du

were slightly surprising. It was hypothesized that marital status
or market attachment and would

reflected the individual's 1ab

therefore positively affect the civilian wage.’ The size of this
estimated effect was lareer than expected. For example, evaluating
he sample means of the exogeneous varizbles indicates

equation 4 at t
a

that a m-rried individual would earn on Jverage approxim tely 55%
Hiors then & single individual, BOWSTEr wi thout additional
information, it is difficult to arrive at an alternative explanation
(with any level of confidence) of this estimated effect.

«t+ronger than expected. Given

The estimated black effect wWas also
that a1l the individuals in the sample are high schoc.l graduates, it
was not expected that such 2 1arge difference in the estimated wage
other ethnic/racial groups. This

would exist between blacks and the

result is supported by 1 estimated (insignificant) Hispanic effect.

It can only be postulated tha is effect reflects either a lower
ence of a possible

labor force attachment and/or the exist

i ; 10
direct/indirect diserimination effect.

to have a gignificant effect under

The unemployment rate failed
either funectional form. This 18 not all that surprising, for several
reasons. First, part of the unemployment rate effect is to

s from seeking jobs (i.e. ~ the "discouraged

discourage individual

Worker hypothesis"). This discouragement effect is partially
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reflected in the self-selectivity bias correction variable. This

effect ¢an be clearly seen by comparing the uncorrected and corrected

Coefficient estimates for Models 2 and 4. Secondly, it may be

POSsible that the unemployment rate used was not the most appropriate

One. IPf the dats were available, a state level teenage rate, by

race/ethnie group, would perhaps h:ve yielded more statistically

Solid estimates.

3. Structyral Selection Equation Estimates

As Stated in the introduction, only the 4 "Limited Model"

SPecifications are presented in this section. The only differences

bet””en these specifications is in the formulation of the
Unemployment pate and net family income variables. Two forms of each

°f these variables were used. The unemployment rate was entered as

eithep 4 Straight rate for the year of graduation (UNRATEO) or the

difference in the rates between the year prior to graduation and the
Year of graduation (DUNRATE). The rationale for this second
f‘O"'"”‘llatl'on was to test if the individual is more sensitive to
“hé&Nges in laber market conditions compared to the static
eha”aote"istics of the market.'' The net family income variable was
r‘ef‘O’"mUlated as a deviation from an ethnic/racial group standardized

¥alue, 12 This formulation was used to test if relative family income

aS more important than absolute income in the occupational choice
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The major difference hetween the specificatior? in this section and
those in Appendix B is the absence of most of the "military specific"
n Appendix B indicated

variables. In brief, the pesults reported 1

that these "military specifie™ Vv ~iz-les were in ali cases
Statist. - ¢ g R : 13 2 d o :

ically insignificant. Also, it was foun that the education
dual's oldest sibling was nighly correlated with

dual's fafher.1u

level of the indivi

that of the indivi

As in the previous section, a brief definition of the variables is
given to facilitate the following discussion ' 3se€€ Table U4-6). The
d in Tables 4-7 to 4-18. The large

empirical estimates are reporte

he threeé estimation techniques. It should

number of tables is due to t
be noted that the interpretation of logit estimates differs

a more standard ordinary least squares

considerably from that of

nce is that the coefficient estimates should

model. A primary differe
aving a direct effect on the depend<nt

not be interpreted as h
imates should be interpreted as

variable. Rather, the coefficient est
f the independent variab

les on

representing the nonlinear effects O

signs of the coefficient

the occupational probabilities: The

estimates, however, CAN pe directly interpreted. Therefore, the
n the direction and level of

sion will focus o

e estimates.

present discus
A more standard

statistical significance of th
interpretation of the estimates is given in Sectior 4, below.
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A second difference in estimate interpretation is with "Goodnes= of
Fit" statistics. With ordinary least squares analysis, an R®
now well the model does

cise measure of

Statistic yields a fairly pre
t variable around its'

n of the dependen

at explaining the variatio
ent statistic for

mean value. There 1s no precisely equival
multinomial logit models. In fact, there appears to not even be a
erature on an appropriate nGoodness of Fit"

consensus in the 116
n the present

measures are used 1

statistic in genepal.1
analysis. The first consists of the percentage improvement in the
percentage of outcomes correctly predicted by the model, relative to
a "simple" percentage predicted.16 A "simple" percentage predintion

he number of observations in the

is calculated by dividing t

ory by the total n observations. This

"dominant" outcome categ umber of

then subtracted f centage

rom the model per

nsimple" prediction is
correctly predicted and the result is then divided by the "simple"
prediction to calculate the percentage improvement in the number of

correctly predicted outcomas. Or,

(4.1) ¢ Improvement = Ry ™ PS)/PS,

e correctly predi:ied by the model and P_

is the percent2g
17 The rationale for this

where, P
m

is the "simple" percentage predictad.

n in the following Consider a binary

example.

statistic can be see€
75% of the observations choose outcome "A" and 29%

choice model where
hat correctly predicts 80% of the

do not. If a model is estimated t
total outromes, on face value, One would consicer this a fairly good



fit, However, this model only predicted 5% more correct outcomes

than if all of the observations were assigned outcome "A".

Thﬁrefore, this statistic illustrates how well the model performs

relative to simply assigning all of the observations to the dominant

Outcome category. For the current analysis, e "simple" percentage

Predicted (letting civilian employment be the dominant category) was

Calculated as 52.29%. The percentage correctly predicted (Pm) was

determined by assigning the observations to the outcome with the
highest predicted probability.

The second "Goodness of Fit" statistic used is McFadden's p<

Statistic.'® This statistic is defined as

(4.2) p2 = 1 - [L(8)/L(0)],

Where L(8) is the value of the likelihood function evaluated at the
Mean values of the independent variables and L(0) is the value of th

likelihood function constraining all of the model paremeters to 0.

McFadden argues that this statistic can be used to find an
approximate RZ equivalent value. Using McFadden's equivalency

apDPCXimation,19 the p2 rances (.368 - .394) ire approximately equal

to an g2 range of .72 - .75.

The following discussion will first center on Models 1 and Z (see
Tables 4-7 to 4-12). These models were estimated first and are used

to logically motivate the formulation of the standardized family
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1ncome variable. At first glance, it appears that the straight

unem: L oyment rate specification (Model 2) yielded a slightly better

Overal] fit, compared to the difference specification (Model 1)

Also, the coefficient estimates (again, in general) were relatively

Stable between the two bias ~orrected estimations.

The individual and f=mily demographic variables (BLACK, HISP, EDAD,
EMOM, Ps1gs, MSTAT, DADMIL) yielded several unexpected results. The

et Surprising of these was for the Black and Hispanic dummy

vapiables- It was hypothesized that Blacks and Hispanics would have

2 higher pPropensity towards the military and a lower one towards

college. The uncorrected estimates, however, indicated an exactly

OPposi te tendency. This result could partially be attributed to the
fact that the sample is not a random sample of these two groups.

Rather. all of the individuals in the sample are high school

With lower graduation rates for these groups, relative to

i

8raduatesg,

the Mational average, it is likely that the Blacks and Hispanics

this Sample are in the upper end of the distribution (of college

bound) for their respective groups.

Phe Sias corrected estimates yielded considerably different Black anc

'iSDanic effects for military service. The black effect goes from a

Statjstjcally significant negative estimate to a weakly positive,

Statistically insignificant estimate. This result is most likely due
The

o . 4
to the Characteristics of the civilian and military samples

uncorreoted estimates indicated that, ceteris paribus, the proportion
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of blacks in the military, relative to the occupational groups, is

small. Weighting the military sample reduced the importance of each

roximately two thirds. The weights

observation in this sample by apPP
did not significantly alter the importance of the observations in the
civilian sample. Therefore, any Blacks who joined the military and
were in the civilian sample are given a greater importance than those

who joined and are in the military sample. This could have
significantly altered the proportion ~f weighted observations in the
military. The bias corrected Hispanic estimates indicate a similar,

though weaker, effect.

The estimated effects of the parental education variables were, for

the most part, consistent wifh the nypothesized effects. The father's
education level was estimated as having 2a positive and statistically
significant influence on the college enrollment decision. A similar
il enlisting. This result was not

positive effect was estimated fO
anticipated. A plausible explanation for this result is not readily
apparent. The lack of 2 statistically significant effect of the
Mother's education is not of major importance. 1t simply indicates

1 (recall, they are ales) is more influenced

that the individua all m

by the father than the mother:

ted effect of the percentage of siblings in

It appears that the estima

noost of college". Rather, the

school (PSIBS) does not reflect a

cate that this variable is more of a proxy for

estimates seem to indi



propensi
sity to enter college. The lack of effect on the enlistment
of effect confirmed the view of this

equ i
quation was expected. This lack

vari S ;
able heing "college specific".

ision to join the military

The ecti
estimates of marital status on the dec
was als

so counter to the hypothesized effect. It was argued that the
e that military service requires

fre
quent extended absences from hom

wou Y
d have a disincentive eoffect. The estimates tend to indicate that
ot an jmportant determinant of the

this disincentive effect 187
enlistment decision. Instead, 1t appears that the monetary benefits
enjoyed by service family members are a more important factor in the
ment were more consistent with

0
on college enroll

oh i C ?
Olce, The effects

expectations.

The ;
father in the military qummy variablé (DADMIL) was marginally
10% level) and cO

nd self-selectivity corrected

rrectly signed for the

significant (i.e. - at the

he uncovrected a

enlj
listment equation in t
n the self-selectivity/choice

s significant i

Specifications. It wa
had no statisticall

y significant

ba
sed corrected specifications: It
t equation. This indicates that there

llege enrollmen
dual's decision t

effect in the co
o enlist. It can only

s ;

an influence on the indivi
r this variable re
ife. The statistically

presents a true influence,

b
e speculated upon whethe
on on military it

or
a source of informati
e on the enrollment equ

ation was

i .
nsignificant effect of this variabl
yized 1ndeterminate impact.

c s
onsistent with the hypothes
107



The "ability" proxy variable (TSCORE) yielded consistently stable and

statistically significant parameter estimates over all

1ment equations, the estimates

In the college enrol

specifications.
n does increase the probability of

were as expected. Higher "ability

going to college, ceteris paribus. The similar estimated
relationship for the military cannot be interpreted as clearly.

The question on the individual's desire to seek additional training
(ADDT) came out to be a better predictor f enlistment than was
significant and correctly signed over

expected. It was statistica]ly

ative interpretations of this result are

all specifications. TwO tent
made. First, if the individual seeks more training, and is
indifferent to the source of this training, then there should be no

probability. However, if the

t on the enlistment

discernible effec
t method of obtaining such

military is considered & least coS

training, this estimated effect would result. Secondly, these
some indirect effects of military

estimates may also reflect

recruitment policy. The military has periodically orchestrated
various advertising campaigns to represent the military as a method

aply in more technical fields.

of obtaining jobs skills. particul
Although this appears to be a tenuous explanation, it cannot be ruled
her supported by the estimated effects

out., This explanation iS furt

ORE. The estimated effect on college

Of the ability variable TSC

enrollment is also consistent with expectations. In fact, by the
Structure of the question any other outcome would have been rather

disconcerti
L0E 108



Two additional variables were used to represent the individual's
Intentions towards college. These were the highest grade expected to

COMplete (HEYP) and a dummy variable for participation in a college

p”eparatory program (COLPROG). The estimates indicate that both of

these variables have strong positive effects on this decision. Also,

Consistent with the hypotheses that these attributes are "college

SPeCific" neither one had a statistically significant effect in the

Military enlistment equations.

Th: last group of variables consists of purely economic type measures

(UNRATEO/DUNRATE, NETY, COSTO, VEAP, MWAGE, PWAGE). The unemployment

consistently statistically insignificant

Pate variable estimates wer=
It is difficult to

across functional form and possible outcome.
believe that these individuals are unaffected by local labor market

“Onditions, as the«s estimates (ndicate. There are two additional
1S5 e t
First, the unemployment rates used

€XPlanations for these estimates.

These rates may not truly reflect

Were state-ilevel, average rates.
locay labor market conditions. Secondly, there may not have been
surfi@ien‘ variation in these unemployment rate measures. This

time-series analysis is required to

Implies that perhaps a longer

t"“‘?ly capture the unemployment rate effect.

Net family income (NETY) appears to be a major determinant of

OCcupational choice. The estimates were consistently statistically

Significant and stable across functional forms and estimation
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techniques. The tuition cost variable (COSTO) and the military

its variable (VEAP) did not perform as well. The

osts most likely 1ir

educational benef
dicates that

apparent insignificance of tuition ¢
this lower bound approximation does not reflect the true costs of

college very precisely.

The uncorrected effect of VEAP was the opposite of the hypothesized

effect on military service. The choice-based pias corrected

estim.+tes were of the correct sign, although statistically

terpreted as implying that those who

insigniricant. This result is 1P
ider post-service .ducational benefits

enter the military do not cons

as an important determinant of this decision.

The last two economic variables are ‘the civilian and military wages.
The estimated effects of the civilian wage (PWAGE) were as expected
for both military service and college. For military service, the

tes were correctly igned across

military wage (MWAGE) estima

tion techniques. jey were statistically

fun~tional forms and estima
uncorrected and self—selectivity bias

significant in only the
measurable effects of this wage

corrected equations. There were no

on the college decision-

s on Models 3 and L. These models differ

The discussion will now focu

n the formulation of the net family income

from Models 1 and 2 only 1
n for the formul
parent anomalous racial/ethnic

variable. The motivatio ation of family income in
ests with the apP

these models (STDY) I
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du : . .
mmy variable estimates in Models 1 and 2. This respecification of
used to test if relative income was a more

family income was
pational choice than abs

olute

im ;
portant determinant of initial occu

d that the racial/ethnic dummy

income "
come, If so, it was hypothesize

me more consistent with the original set

vari .
iable estimates would beco

of hypotheses.

T} ,
he estimates indicate that @ pelative income effect does exist. The

mates changed dramatically,

B ¢ 5ia i
lack and Hispanic dummy yariable estl
particularily across the uncorrected models. This result implies
t ; ; 4 o
hat the individual's choice of occupation 13 more sensitive to the

ve to the ethnic/racial group average

i
evel of family income relati

t
han to that of the total population.

fference petween the the estimates of Models

i
he only other major di
The estimated coefficients

3 -4 and 1 - 2 was for marital status.
y twice as large in Models 3 - 4

f :

Or thjs variable were approximatel
£ ) :

or the military enlistment outcome. This implies that by

Is relative net marital

o ' . .
ontrolling for the individud family income,
e in the determin

ticularily true for the

status plays a larger rol ation of initial

o . .
ccupational choice. This effect is par

Y 4
ilitary possibility.
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Structural Selection Equation Variable Definitions

Table 4-6:

Variable Name Definition

Desires additional training outside of college (=1 if

ADDT
yes).

BLAck Black dummy variable (=1 if Black).

COLPROG College prepartory program partici ation (=1 if
participated).

CosTo In-state tuition costs for the year of graduation.

Dabmr, Father in military during year of graduation (=1 if yes).

DUNRATE Change in unemployment rate between graduation year and
priors

EDan Highest grade completed by respondent's father.

EMoM Highest grade completed by respondent's mother.

HEXP Highest grade respondent expects to complete.

HIsp Hispanic dummy variable (=1 if Hispanic).

MSTAT Marital status (= 1 if married).

MWAGE : Military wage ($'s).

NETV Total net family income in year of graduation ($1000's)

PSIBs : Percentage of siblings in school.

PWAGE Predicted civilian wage ($'s).

STDy Total net family income standardized to ethnic/racial

cohort.
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Table 4-6: Structural Equation Variable Definitions (Cont.)

Variable Name Definition

TSCORE, Armed Forces Qualification Test score.

u

NRATEO . Unemployment rate in the year of graduation.
VEap

Education benefits under the VEAP ($'s).
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n Estimates

Table 4-7: Model ! structural Selection Equatio

= Uncorrected =
WV/WW” College
nstant ~50.0290 ** 10,6115 **
(3.420) (2.588)
ot 0.724732 ** -0.300998 *
BLA (2.807) (1.929)
oK ~0.609139 *¥ 0.477392 **
— (2.155) (2.195)
P -0.135143 0.763704 **
cos (0.549) u,838)
RETR —0.8723118—3 -.855401-3
— (1.234) (1.538)
MIL 1.05767 * -0.851483
(1.816) (1.248)
SURRATE -0.113575 0.691228-1
(0.865) (0.807)
Fe 0.124649 *¥ 0,137333 **
P (5.253) (7.374)
S 0.169380-1 -0.831646-2
HE (0.407) (0.270)
aF 05596701 0.460593 *¥
(1.091) (11.453)
e 5.797852 ** 0.738216 **
(2.185) (3.168)
MSTAT -0.168921-1 -1.47786
(0.022) (1.274)
A 0.554651-2 ** 0.150389-3
(3.226) (0.125)
_— “o.uou752 *¥ 0.305530-1 **
(11.524) (2.410)
FaIes 0.305425 0.691926 **
(1.157) (3.557)
FHAGE —0.101780—2 * % -0.586036-3 *%
(6.915) (4.585)
TSCORE 0.326546-1 ** 0.322234-1 **
(4.769) (6.141)
K “0.108142-2 ** -0.251665-3
(2.596) (0.778)

e = W8T p2 = 0.389

P
Percentage Predictlon Improvement =T
I for the civilian sector outcome are

Note: 1. Coefficient estimates
normalized to zero-. _
tics are 11 parens below the

5. Absolute valué T-Statis

coefficient estimates. 2
¥ - Statistically significant at the 10% level.
*% - gtatistically significant 2t the 5% level.
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Table 4-8: Model 1 Structural Selection Equation Estimates

- Self-Selectivity Bias Corrected -

Variable Military Service College

Constant -18.994p ** =9.,87675 *x
(3.187) (2.420)

ADDT 0.710196 ** -0.291678 *
(2757 (1.867)

BLACK -0.500354 * 0.524995 *»
(1.793) (2.437)

COLPROG -0.175039 0.T26376 **
(0L711) (4.578)

COSTO -0.781804-3 -0.804711-3
(1.106) (1.447)

DADMIL 1.00821 * -0.830970
(1.714) (1:225)

DUNRATE -0.116170 0.625207-1
(0.886) (0.731)

EDAD 0.111903 ** 0.129053 **
(4.719) (6.967)

EMOM 0.148641-1 -0.839768-2
(0.357) (0.273)

HEXP 0.296146-1 0.438595 **
(0.572) (10.773)

HISP -0.746866 ** 0.741400 **
(2.052) (3.180)

MSTAT 0.943369-2 -1.46288
(0.012) (1.262)

MWAGE 0.515870-2 ** 0.318508-5
(3.010) (0.003)

NETY -0.387260 *¥ 0.313814=1 *x
(11.172) (2.468)

PSIBS 0.247655 0.650784 **
(0.941) (3.346)

PWAGE -0.949137-3 ** -0.547410-3 *x
(6.672) (4.394)

TSCORE 0.3329U42-1 ** 0.325921-1 **
(4.859) (6.198)

VEAP -0.985761-3 ** -0.213146-3
(2.370) (0.660)

Percentage Prediction Improvement = 41.57 p2 = 0,388

Note: 1. Coeffinient estimates for the civ’ in sector outcome are

normalized to zero.

2. Absolute value T-Statistics are in parens below the
coefficient estimates.

¥ - Statistically significant at the 10% level,

¥*¥ - Statistically significant at the 5% level,
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Table 4-9: Model
- Self-

Jariable

1 gtructural gelection Equa

Selectivity and choice~

ary Service

Milict
3 ~10.055 **

tion Estimates

Base Bias Corrected ~

College

Constant ~£.92906
AD (1.113) (2.543)
o 0.582569 *¥ ~0.273558
(2.541) (1.701)
— 0.111708-2 0.U50TAT **
o (0.004) (2.0Uh)
“OLPROC 0.170697 0.704818 **
N (0.798) (4.332)
W -0.610698-3 -0.824691-3
(0.968) (1.455)
DADMIL, 1 143689 ** _0.804629
(2.597) (1.142)
PUNRATE -0.179689 0.747758-1
(1.593) (0.846)
S 0.101780 *¥ 0.127029 **
(4. 744) (6.577)
ch 0.426104-2 _0.129727-1
(0.115) (0.407)
it _p.lu70021-2 0.4u0612 *¥
(0.102) (10.580)
- Z0.588882 * 0669198 **
™ 1.896) (2.794)
VAT 31668 ** ~1.148382
MW (2.077) (1.256)
e 0.799076-3 0.283366-3
0.528) (0.229)
RERR 50.389682 *¥ 0.319443-1 **
5.780 (2.134)
PSIBS (10,;12397 0.625861 **
1.359) (3.144)
PWAGE _(_O .320000’3 *¥ ’0.575095'3 X%
T (6.753) (4.567)
SCORE 0 336329-1 ** 0.315419-1 **
v (5.5148) (5.827)
= 0.28113973 -0.217295-3
(0.734) (0.653)
Pel"c;,, 2 0 369
sntage Prediction Improveme .
imates utcome are

Note.
te: 1. Coefficient est

normalized to zero. .
—Statistics are in pa

e 10% 1evel.
5% jevel.

2. Absolute yvalue
coefficien

: i Statistically
¥ - gtatistically

i
t estimates.
signi
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ficant
significa

rens below the



Table 4-1

Variable
Constant

ADDT
BLACK
COLPROG
CosTo
DADMIL
EDAD
EMOM
HEXP
HIsp
MSTAT
MWAGE
NETY
PSIBS
PWAGE
TSCORE
UNRATEO

VEAP

Percentage Prediction Improvement = :
stimates for the civilian sector outcome are

Note: 1,

ed to zero-
-Statistics a

0: Model 2 Structural Sel

® Uncorrected =

Military Service College
~8.34291 ** R e——

ection Equa

tion Estimates

~50.1435 **
(5.313) (2.807)
0.726856 ** =0, 2098373 *
(2.815) (1.909)
-0.618976 ** 0.U472092 **
(2.187) (2.166)
-0.134858 0.757706 **
(0.547) (4.803)
-0.599014-3 -0.927156-3
(0.780) (1.529)
1.08635 * -0.863048
(1.877) (1.271)
0.126641 ** 0.136026 **
(5.345) (7.344)
0.20¢168-1 -0.787499-2
(0. U494 (0.257)
0.586438-1 0.4601U6 **
(1.1&1) (11.HU7)
-0.739603 d 0.702798 **
(2.050) (3.046)
-0.287598 -1.,26UT7
(o.uvu) (1.128)
6290142 * % -0.503995-3
(,497) (0.596)
- .,403455 L 0.301023-1 * %
(11.522) (2.373)
0.302493 0.690790 *%
(1.145) (3.541)
-0.102891-2 x¥ -0.577511-3 **
(6.923) (4.480)
0.317565-1 *% 0.324018-1 *¥
(4.629) (6.166)
-0.126893 -0.325911-2
(1.499) (0.056)
-0.123020-2 *% -0.178300-3
(2.980) (0.554)
41.46 02 = 0.389

Coefficents €
normaliz
2. Absolute valu

coefficient est
* - Statistically significant
¥* - Statistical

el
imates.

ly significan
117

re in parens below the

at the 10% level.

t at the 59 level.



tion Estimates

Model 2 Structural gelection Equa

Table U4-11:
= Self—Selectivity Bias corrected -
garlable military Service College
onstant ~20.8023 ** ~7.81013 **
P (5.012) (2.637)
DT 0.712582 ** ~0.289412 ¥
(2.766) (1.8L49)
BLACK ~0.508642 * 0.510647 **
" (1.820) (2.408)
COLPROG 0.174319 0.722271 **
(0.707) (4.555)
COSTO _0.523323-3 -0.880970-3
(0.680) (1.452)
DADMIL 1.03736 * -0.842U55
- (1.775) (1.248)
AD 0.114048 ** 0.128157 **
. (4.821) (6.953)
MO 0.183812-1 -0.797328-2
3 (0.441) (0.260)
HEXP 0.325491-1 0.439058 **
(0.628) (10.792)
AI5p _0.687272 * 0.709004 *¥
(1.911) (3.871)
MSTAT ~0.259200 ~1.26588
(0.425) (1.130)
MW GE 0.590805-2 ** -0 .503038-3
(5.206) (0.716)
NETY _0.386233 *¥* 0.309105-1 **
(11.170) (2.429)
PSIBS 0215829 0.64BU1T *¥
(0.933) (3.338)
PWAGE Z0.958256-3 ** -0.539077-3 **
(6.675) (4.286)
TSCORE 0.324360-1 ** 0.327572-1 *¥
(M.72M) (6.221)
UNRATEO _0.117555 -0.438002-4
(1.394) (0.001)
VEAP 0.112983-2 ** -0.143597-3
(2.7“6) (0.U447)

y1.46 02 = 0.38¢

on Improvement =
he civilian sector outcome are

Percentage Predicti
t estimates for t

Note: 1. Coefficien
normalized to zero.

5. Absolute valu€ T-Sta
coefficient estimates.

t at the 10% level.

% - gtatistically significan 0
11y significant at the 5% level.

%% - Statistica
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Table U-12: Model 5 Structural Selection Equation Estimates
and Cchoice-Base Bias Corrected -

- Self-Selectivity

Variable Military Service College
Constant _10'518u X% '7-92580 ¥
(2.780) (2.600)
AT 0.570723 ** -0.2736717
(2.484) (1.699)
BLACK 0.150456-1 0.442397 **
(0.058) (2.002)
COLPROG -0.160269 0.698897 **
(0.THT) (4.296)
COSTO Z0.423000-3 ~0.840420-3
(0.622) (1.356)
DADMIL 1.U47527 ** -0.828383
(2.691) (1.184)
EDAD 0.105206 ** 0.12586L **
(4.905) (6.551)
EMOM 0.760456-2 —0.126145-1
(0.206) (0.397)
HEXP _0.360713-2 0.4LOBUT *¥
(0.78) (10.590)
ISP 0 .48739¢ 0.634183 **
(1.562) (2.675)
MSTAT 0.787564 ~1.23394
(1.583) (1.084)
MWAGE 0.230910-2 ** ~0.4BUTTI-3
(2.260) (0.559)
NETY _0.387795 *’ 0.316203-1 **
(12.730) (2.408)
PSIBS 0.317538 0.620372 **
(1.381) (3.118)
PWAGE Z0.820118-3 ** C0.571561-3 *¥
(6.671) (4.500)
TSCORE 0.328057-1 ** 0.317076-1 **
(5.352) (5.849)
UNRATEO ~0.965150-1 0. 1224731
(1.280) (0.205)
VEAP 0.972177-4 20.149452-3
(0.254) (0.451)
Percentage Predict Improvement = 38.40 02 = 0.368
Note: 1. Coefficient estimates for the civilian sector outcome are
normalized to zero.
5. Absolute value T-Statistics are in parens below the
coefficient estimates.
t at the 10% level.

¥ - Statistically significan
ifican

x¥ _ gtatistically signr ¢ at the 5% level.
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Table 4-13: Model 3 Structural Selection Equation Estimates

- Uncorrected -
Variable Military Service College
Constant -13.2328 ** -11.1683 *¥
(2.191) (2.718)
ADDT 0.724423 ** -0.30284Y *
(2.792) (1.940)
BLACK 0.556529 * 0.345484
(1.957) (1.607)
COLPROG =0, 143217 0., 763671 *%
(0.576) (4.835)
COSTO -0.82682L-3 -0.853054-3
(1.157) (1.534)
DADMIL 1.07404 * -0.895842
(1.823) (1.300)
DUNRATE -0.105537 0.709493-1
(0.799) (0.828)
EDAD 0.122989 ** 0.138198 **
(5.150) (7.424)
EMOM 0.181531-1 -0.854999-2
(0.431) (0.277)
HEXP 0.581371-1 0.461520 **
(1..126) (11.463)
HISP -0.281555 0.662040 **
(0.759) (2.833)
MSTAT 1.12882 -1.55980
(1.471) (1.345)
MWAGE 0.229281-2 0.402248-3
{1.317) (0.332)
PSIBS 0.310618 0.697976 **
(1.171) (3.570)
PWAGE -0.100639-2 ** -0.586358-3 **
(6.800) (4.585)
STDY -5.,99300 ** 0.417956 **
(11..724) (2.313)
TSCORE 0.329313-1 ** 0.319933-1 **
(4.,758) (6.095)
VEAP -0.826315-3 *¥* -0.274473-3
(1.962) (0.828)

Percentage Prediction Improvement = 41.2M4 p2 = 0.394

Note: 1. Coefficient estimates for the civilian sector outcome are
normalized to zero.
2. Absolute value T-Statistics are in parens below the
coefficient estimates.
¥ - Statistically significant at the 10% level.
%% - Statistically significant at the 5% level.
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]Jection Equation Estimates

Table 4-14: Model 3 gtructural Se

= Self—Selectivity Bias corrected -
Vari ______________________‘,____—__'______‘_________—ﬂ__”___—__
Torable Military Service College
e =12.0815 ** — 0 4475 **¥
ADDT (2.004) (2.554)
0.709623 **¥ -0.293220 *
BLACK (2.740) (1.877)
B 0.607595 ** 0.389628 *
coL (2.146) (1.829)
PROG _0.183708 0.725UT1 *¥*
CraTo (0.739) (4.570)
_(.739406-3 -0.802235-3
DAD (1.035) (1.443)
ik 1.02065 * ~0.870421
DUN (1.716) (1.278)
il ~0.108556 0. 6LLEU5-1
EDAD (0.823) (0.752)
0.110203 ** 0.129757 *¥
EM (U.61M) (7.010)
o 0.159390-" -0.866002-2
HEXp (0.379) (0.281)
0.316265—1 0.439119 **
HISP (0.607) (10, 772)
-0.253622 0.662343 **
MS (0.685) (2.832)
a 1.10629 -1.55047
MWAGE (1.441) (1,339)
N 0.203955°2 0.263716-3
PS (1.173) (0.218)
. 0.252815 0.653175 **
B (0.956) (3.356)
e S0 9u1660-3 ** S5 547163-3 **
STy (6.579) (4.391)
-5,73335 ** 0.431405 *¥
T (11.357) (2.380)
SCORE 0.335860-1 ** 0.323584-1 **
VE (M.8H8) (6.152)
o -o.7u1u11-3 * -0.236876-3
(1.763) (0.732)

u1.3g____23_1_9;222______________
n sector outcome are

Improvement =
the civilia

Pep
NOtZ?”tage Prediction
: 1. Coefficient estimates for
normalized to zero.
tatistics are in parens below the

ue T=

estimates-

ly signifioant at the 10% level.

1y significant at the 5% l1evel.
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Table 4-15: Model 3 Structural gelection Equation Estimates
- Self-Selectivity and Choice-Base Bias Corrected -
College

v
ﬁ%i‘ie——-——-_-W/
stant 0.742900 112229 **
" (0.139) (2.672)
DDT 0.581110 * % '0.275268
, (2.522) (1.712)
LACK 1.09632 *% (i 12627
(4.257) (1.438)
COLPROG -0.167890 0.703831 **
" (0.776) (4.323)
0STO _0.553631-3 ~0.525122-3
(0.870) (1.456)
DADMIL 1743900 ** ~0.846173
(2.557) (1.194)
DUNRATE 172026 0.758783-1
EDAD 0.100439 ** 0.127750 **
(4.650) (6.621)
EMOM 0.635 180-2 -0.134537-1
(0.17¢ (0.422)
HEXP 0.27UT13-2 0.441327 **
(0.059) (10.590)
(0.317) (2.143)
MSTAT 2.391 16 * % ‘1-5723]
(3.737) (1.331)
MWAGE -0.225117-2 0.544877-3
. (1.u81) (O.u39)
(1.360) (3.155)
PWAGE 2o 807798-3 ** -0.575455-3 **
" (6.607) (4,507
TDY Zo 70542 *¥ 0.L4LU9TT **
" (12.690) (2.381)
SCORE 0.338038-1 ** e
ﬂ (5.509) (5.782)
VEAP 0'518737-3 ’0.2}410“9‘3
(1.341) (0.723)

Pe > _
—€rcentage Prediction Lqproveﬁent = 39.3§ bl 0.373 L
“{mates for the civilian sector outcome are

Note:. 71
te: 1. Coefficient estl
normalized to zero. '
T—Statistics are 1n parens

2. Absolute valué
timates.

coefficient €
* - gtatistically significan
*% - gracistinally '

below the

t at the 109 level.
¢ the 5% 1evel.

i 2
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Table U4-16: Model Y4 Structural Selection Equation Estimates

Variable
Constant

ADDT
BLACK
OLPROG

COSTO

EDAD
ENMOM
HEXP
H18P
MSTAT
MWAGE
PSIBS
PWAGE
STDY
TSCORE
UNRATEO

VEAP

Percentage Prediction Improvement

Note:

- Uncorrected -

Military Service

STH.TTHO **

(3.523)
0.72T187 **
(2.801)
0.544691 *
(¥.97171)
-0.144382
(0.580)
-0.565969-3
(0.729)
1.10086 *
(1.880)
0.124867 *¥
(5.236)
0.218158-1
(0.517)
0.610070-1
(1:18¢
-0.22813
(06271
0.878203
(1422)
0.298227-2 *¥
(2.586)
0.307089
(1.157)
-0.101759-2 **
(6807 )
~5.97386 *=

(11.724)

0.320639-1 **
(4.624)
-0.123264
(1.447)
-0.968249-3 *x
(2.320)

College

-8.86009 **

(2.977)
-0.300063 *
(1.919)
0.342206
(1.588)
0.757266 **
(4.799)
=-0.929478-3
(1.533)
-0.907610
(1+329)
0.136855 **
(7.393)
-0.810137-2
(o.264°
0.40102Y *x

(¥1..457)

0.626786 *x
(2.709)
-1.34113
(1:2197)
-0.268185-3
(0.316)
0.693813 *x
(3.554)
-0.577449-3 *x
(4.477)
0.411577 *x
(2.277)
0.321864-1 *x
(6.122)
-0.180087-2
(0.031)
-0.198252-3
(0.615)

02 = 0.393

normalized to zero.

2. Absolute value T-Statistics are in parens below the

coefficient estimates.

¥ - Statistically signific

-

L

at the 10% level.

¥* - Statistically significant at the 5% level.
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Table 4-17: Model 4 Structural Selection Equation Estimates
-~ Self-Selectivity Bias Corrected -
Variable Military Service College
Constant -13.7266 ** -8.344L3 *x
(3.283) (2.813)
ADDT 0.712609 ** -0.290821 *
(2.750) (1.859)
BLACK N.598052 *¥ 0.386398 *
(2.108) (1.810)
COLPROG ~0.184364 0.721044 **
(0.740) (4.454)
COsTO -0.492853-3 -0.883374-3
(0+635) (1.456)
DADMIL 1.04804 * -0.882262
(1.773) {1.300)
EDAD 0.112256 ** 0.128840 **
(4.711) (6.995)
EMOM 0.194256-1 -0.822769-2
(0=461) (0.268)
HEYP 0.347476-1 0.439581 *x
(0.666) (10.791)
HISPp -0.793488 0.630173 **
(0.542) (Z.721)
MSTAT 0.857486 ~-1.34789
(1.386) (1.204)
MWAGE 0.273730-2 ** -0.358063-3
(2.384) (0.423)
PSIBS 0.250479 0.650842 *x*
(0.946) (3.348)
PWACE -0.950737-3 ** -0.538478-3 **
(6.582) (4.280)
STDY -5.71802 ** 0.424705 **
(19 357 ) (2+342)
TSCORE 0.327556-1 ** 0.325379-1 **
(4.719) (6177 )
UNRATEO -0.114047 0.153245-2
(1.344) (0.026)
VEAP -0.878870-3 ** -0.164558-3
(25151) €0.512)
0 = 0.392

Percentage Prediction Improvement = 41.13
Note: 1. Coefficient estimates for the civilian sector outcome are
normalized to zero.
2. Absolute value T-Statistics are in parens below the
coefficient estimates.
*¥ - Statistically significant at the 10% level.
¥*¥ - Statistically significant at the 5% level.
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Table 4-18: Model 4 Structural Selection Equation Estimates

- Self-Selectivity and Choice-Base Bias Corrected -

Variable Military Service College

Constant -3.67492 -8.U8389 *x
(0.972) (2.778)

ADDT 0.570568 ** =0, 275197 *
(2.471) (1.708)

BLACK 1.10519 ** 0.306159
(4.261) (1.405)

COLPROG -0.159364 0.697590 **
(0.735) (4.286)

COSTO -0.372954-3 -0.846264-3
(0.544) (1.366)

DADMIL 147538 ** -0.86% 41
(2.645) (1.234)

EDAD 0.103740 ** 0.126579 **
(4.805) (6.596)

EMOM 0.985259-2 -0.130944-1
(0.263) (0.412)

HEXP -0.135780-2 0.441579 **
(0.029) (10.600)

HISP -0.546610-2 0.552175 **
(0.017) (2.322)

MSTAT 1.88341 ** -1.32012
(3.739) (1.160)

MWAGE -0.791204-3 -0.230564-3
(0.775) (0.264)

PSIBS 0.318088 0.623326 **
(1:376) (3.130)

PWAGE -0.807658-3 ** =0.571515~3 *¥
(6.520) (4.494)

STDY -5.68010 ** 0.439906 **
(12.650) (2.352)

TSCORE 0.329660-1 0.315031-1 **
(5.313) (5.808)

UNRATEO -0.942853-1 -0.107758-1
(1.245) (0.181)

VEAP 0.340800-3 -0.171258-3
(0.882) (0.516)

Percentage Prediction Improvement = 38.73 02 = 0.372

Note: 1. Coefficient estimates for the civilian sector outcome are

normalized to zero.

2. Absolute value T-Statistics are in parens below the
coefficient estimates.

* - Statistically significant at the 10% level.

®% - Statistically signifiiégt at the 5% level.



for the Independence of Irrelevant Alternatives

3.1 A Test

As stated ir Chapter 2, one of the potent: 3l problems with logit

estimations is the Independence of Irrelevan: Alternatives (IIA)
property. This property could lead to unrealistic predictions when
additional alterna'ives are added (or subtracted) from the choice
sst. A sinple test of this property has been devised by Hausmann and
MoFadden (1984).21 Tnis test consists of estimating the model with
the full set of possible outcomes (K), reestimating with (K-1)

test statistic based on the difference in

outeccmes and constructing @

the structural model coefficients and variance-covariance matrices.

This test ctatistic is represented as

' =i
(4.3) Q=N*[Br—8u] [VP—VUJ [Br‘Bu],

where Br and Vr are the estimated parameter vector and
variance-covariance matrix for K-1 possible outcomes (restricted)
model and 8, and V, are the estimasted parameter vector and variance
covar: ance matrix for the K possitle outcomes (unrestricted) model.
The test statfstie § is distributed X2 (N).

For the IIA test, tne college enrcllment option was omitted. The
ca’-ulation of the test statistic did not yield actual values for Q.
This was because the differences in the elements of V. and V, were
very small and the attempt to invert the matrix of these differences
2 However, it can be inferred that if the

was nct SUC?PS?fUl.



inversion was possible, the resulting Q statistic would be close to
zero.23 Therefore, the null hypothesis (the existence of IIA) ca ot

be rejected.

The implication of failing to reject the presence of IIA is not
necessarily detrimental. This failure simply indicates that the
probability of entering the military, relative to staying in the
civilian labor market, is independent of the decision to enroll in
college. The above structural model estimates for the "occupation

specific" variables tend to support this test failure.

4. Interpretation of Structural Selection Equation Estimates

This section presents two more standard methods of interpreting the
selection equation estimates. The first method involves calculation
of elasticities. The second consists of constructing individual

"profiles". These profiles will allow the evaluation of the effects

of the binary (dummy) variables on the choice of occupation.

4.1 Elasticity Estimates

Unlike elasticities calculated from linear coefficient models,
multinomial qualitative response model elasticities are a direct
function of where the individual is on the cumulative distribution

funetion. It is intuitively apparent that the effect of a given X
127
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should be larger on the individual who is on the margin between two
(or more) outcomes compared to the individual who is not. To

correctly account for this effect, the elasticity is estimated as

K
k=0,
k=m
where Emj = the elasticity of probability m with respect to

independent variable X., éjk = the estimated coefficient of Xj in
equation k, and Pk = the e¢-timated probability for outcome k. The
second term in this equation is necessary to take into account the
cross effects of Xj on the other alternatives. Note that if the
coefficients of one outcome are norm !ized to zero, as in the present

analysis, this cross effect term is summed over [K-2] outcomes. A

derivation of this expression is found in Appendix C.

The following four tables present elasticities calculated for the
self-selectivity and choice-based bias-corrected versions of Models 1
through 4 ='ove. These elasticities were calculated at the mean
values of the X's and the estimated probabilities. Elasticity
estimates are reported only for the continuous variables, since

elasticities estimates are not relevant for binary variables.
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As seen in these tables, only the elasticities for EDAD, NETY, PWAGE
and TSCORE are based on coefficient estimates that are statistically
significant in both the military and college equations. Therefore,

the following discussion will focus on these elasticity estimates.

The largest estimated difference in the effects is for family income
(NETY). Not only is there a very elastic negative effect on the
militzry (Models 1 and 2), but there is also an asymmetric college
effect. For illustrative purposes, the military family income
elasticity shows that, at the sample average, an increase in real net
family income of $1,000 (11.5%) will decrease the probability of
enlisting from approximately 9% (the estimated sample average) to
5.6% (a decrease of 384%). For college, the same increase in income
will increase the probability of going to college from 36.7% to 38.8%
(an increase of 5.7%). A possible explanation for this asymmetrica)
effect is that the model does not control for total family wealth.
The total family wealth of individuals who go to college most likely
exceeds that of individuals in the other occupational groups. If so,
the college elasticities underestimate the true family wealth effect,
Further, if individuals who enter the military come from families
with little or no additional assets, the estimated f mily income

effects for the military more accurately reflect the true effects.

The estimated predicted civilian wage elasticities are correctly
signed, but inelastic for both occupations. The estimates indicate

that the decision to enlist in the military is more sensitive to
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Changes in the civilian wage than i~ the decision to enroll in

College. This result is consistent with the hypothesized (unobserved)

family wea1ty effect,

The eStimated elasticities for the "ability" measure TSCORE indicate
that the decision to join the military or enter college is responsive
t0 the individual's "ability". The slightly larger elasticity
€Stimates for military enlistments is not sufficiently different

from those for college enrollment to warrant further explanation.

TWo fina) points should be noted. First, the decision to enter

College is highly elastic with respect to the highest expected grade

COmpleted (HEXP). This finding indicates that this variable is a

very Significant 5. asure of the individual's propersity toward
PUrsuing post-secondary education. Secondly, the estimated military
Wage €lasticities are highly unstable. The most probable reason for

this result is that there is not sufficient variation in this measure

ke COrrectly estimate its effect.

A Standard pre-edure would be to now compare the above elasticity
€Stimates to those in earlier studies. In the present situation it

Is difficult to make this kind of comparison, for several reasons.
First, the variables used in this analysis differ considerably from
those in most of the studies reviewed in Chapter 1 (see Table 1-2).
Seoond, the key continuous variables used in these earlier studies

(the unempl oyment rate and military wages) were found to be
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sta*istically insignificant in the present analysis. Further, most
of the previous analyses reported wage elasticities based on the
eStimated civilian to military or military to civilian wage ratio.

Therefore, a comparison of the estimated civilian wage elasticities

(which were statistically significant) to these wage ratio

®lasticities would be difficult.

The on1y study where a direct comparison can be made is that of

Dertouzos (1984), Using cross-sectional Army data for 1980 and 1981

(3 Separate equations) Dertouzos estimated civilian wage

®lasticities that ranged from -.81 to -.165. These estimates are

entirely consictent with the above estimated elasticity range of

T76 to -.74,
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Table 4-20: Model 2 Estimated Elasticities

Variaple Military College
C0sTO -0.029 -0.186
EDAp 0.503 ** Q.713 **
EMom 0.131 -0.098
HExp -2.364 4,001 **
MWAGE 8.267 * -1.867
NETY -3.273 ** 0.493 **
PS1Bs 0.034 0.203 **
FuAcE ~0.759 ** -0.408 **
TScorg 1.084 %% 1.206 **
UNRATEQ -0.558 -0.006
VEAP 0.303 -0.182

Indicates that the coefficient estimate was statistically

xx Slenificant at the 10% level. S
Ihdicates that the coefficient estimate was statistically

Significant at the 5% level.
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Table 4-21: Model 3 Estimated Elasticities

Yartable Military College
\\“‘—‘\

s ~0.076 ~0.178
PUNRATE -0.008 0.004
<OAb 0.452 ** 0.739 **
= 0.123 -0.103
SRR -2.355 4,004 *¥
MHAcE -8.158 0.516
PSIBS 0.031 0.206 **
FWAGE ~0.745 *¥ ~0.412 #
it ~0.10L ** 0.016 **
TScorg 1.357 *¥ 1.183 **
e 1.186 -0.421

Indicates that the coefficient estimate was statistically

**‘
Significant at the 5% level
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¥:2 Profiles

A Second method of interpreting the empirical estimates is to develop
" N

Composite" individuals that have a higher than average propensity to
choose a particular outcome. The primary purpose for these profiles

IS to examine the effects of the binary type variables on the choice

Of occupation. The predicred probabilities in Tables 4-23 to 4-26

Were evaluated at the sample mean values of the continuous variables,

for the self-selectivity/choice-based las-corrected version of

Model 1 only. The values in these tables should not be interpreted

as the predicted probabilities of individuals with these binary

Characteristjes. Instead, they should be interpreted as the

Instantaneous effects of these variables on the choice of occupation.

These profiles ~ould be used to develop a policy instrument. For
€Xample, if the military is trying to focus recruiting resources on a
higher Success rate group, such a tool could serve as a screening

device, (Construction of this tool requires the estimation of the

total effects of these binary variables. To estimate these total
effects, the probabilites must be evaluated at the mean values of

the continuous variables, for those individuals with the observed
Again, these total effects are not

binary variable attribute(s).
Presented, as the purpose of this section is to isolate the effects of

these binary variables.
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The values in these tables indicate that the highest probability of
enlistment is caused by the interaction of the person being white,
married, and having a father in the military. The lowest enlistment

probability is for Hispanic singles in a college preparatory program.

The largest dummy variable effect is for marital stztus. On average,
married irdividuals have approximately a 5 times larger probability
of joining the military, in comparison to single individuals. This
effect is consistent across all ethnic/racial groups and other dummy
variabla effects. The effect on the college eni >llment decision
varies between hnie/racial groups. The largest effect is for
Whites (3.2 - 5.3 times lower) and the lowest is for Hispanics (2.9 -

4.2 ' imes lower).

After marital st 'us, the most important estimated impact is for the
indiv:'ual's father being in the military. This increases the
probability of a military enlistment 4.6 (for Whites) - 5.6 (for
Hispanics) times for singles and 3.2 (for Whites) - 3.8 (for
Hispanics) times for married individuals. The effect on college
enrollment is slightly lower. The largest effect is for married
Blacks. Married Blacks with fathers in the military have
approximately a 4.3 times lower probability of going to college.
Married Whites and Hispanics have 2.9 and .5 times lower
probabilities, respectively. For single individuals, the estimated

probabilities are 1.7 (for Hispanies) - 2.0 (for Whites) times lower.
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The effects of desiring additional training and college program
participation on the predicted probabilities are not as substantial.
A2 the structural equation estimates indicated, desiring additional
training increases the military enlistment probability and decreases
the college enrollment probability. For singles, the reduction in
the college enrollment probability is split between increase in the
military and civilian probabilities. For married individuals, this
reduction appears to be almost entirely transferred to increases in
the military probability. Further, increases in the military
probability also came from reductions in the civilian sector
probability. This result is interpreted as indinating that married
individuals consider the military as a preferable means of obtaining

additional job training.

In terms of absolute changes in predicted probabilities, the effects
of college program participation are greatest for single individuals.
For individuals within this group, most of the increase in predicted
college probability (approximately 95%) comes from reductions in the
civilian sector employment prchability. However, for married
individuals, approximately 71% of the increased college probability
comes from decreases in the civilian sector probability. This
indicates that the effects of program participation on the military
enlistment probability are greatest for married individuals. Or,
college program participation has little relative effect on the

probability of single individuals entering the military.
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Table 4-23:

Occupational Choice Probabilities by Selected
Characteristics: Total Sample Averages

Ethnie/Racial Group
Mari tal
Status Occupation Black Hisp White Total Sample
Single Civilian QBTT 0523 0.676 0.631
Military 0.021 <810 0.024 0.021
College 0.402 0.U467 0.300 0.348
Married | Civilian 0.774% 0,783 0.810 0.801
Military 0.104 0.058 0.108 0.099
College 0122 0.159 0.082 0.100

Table 4-24: Occupational Choice Probabilities by Selected
Characteristics: Participated in College Program

Ethnie/Racial Group

Marital

Status Ocerupation Black Hisp White Total Sample

Single Civilian 0.462 0.405 C.570 0.520
Military 0.015 0.007 0.018 0.015
College 0..523 0.588 0.412 0.465

Married | Civilian 0.727 0.717 0.780 0.762
Military 0.086 0.047 0.093 0.083
College 0.187 0.236 0.128 0.155
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Table 4-25: Occupational Choice Probabilities by Selected

Characteristics:

Desires Additional Training

" Ethnic/Racial Group

Mari tal

Status Occupation Black Hisp White Total Sample

Single Civilian 0.593 0.541 0.689 0.793
Military 0.025 )03 0.029 0.025
College 0.382 0.446 0.282 0.329

Married Civilizn 0.767 0.784 0.799 0.793
Military 0121 0.069 0.126 0.105
College @. 112 0: 147 0.075 0.091

Table 4-26: Occupational Choice Probabilities by Selected

Characteristics: Father in the Military
Ethnic/Racial Group

Marital

Status Occupation Black Hisp White Total Sample

Single Civilian 0.683 0.673 0.TH2 0,722
Military 0.102 0.056 0170 0.099
College 0.215 0271 0.148 0179

Married Civilian 0.615 0.715 0.626 0.638
Military 0.341 0.220 0.346 0.326
College 0.044 0.065 0.028 0.036
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5. Summary

In sur, all of the model estimates presented in this chapter appear
to tell a simila~ story. Those who enter the military are
significantly different from those who enter college. The estimates
indicate that military enlistees are not affected by educational
benefits and longer term formal educational expectations. The
ability of the military to provide short-run technical training is
important Net family income (and unobserved family wealth) and
predicted civilian wage have a strong negative effect on the
decision to enter the military. In addition, the military experience
of the individual's father and marital status have a considerable

positive effect on the decision to enlist.

Those who enter college appear to be dominated by longer term
considerations. Short term economic attrubutes, while somewhat
important, do not seem to be as dominant as for those who enter the
military. Rather, long run educational expectations appear to be far

more important for individuals entering college.
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End Notes

1.) The choice based sampling weights were calculated by taking the
ratio of the population percentage of the particular group relative
to the sample percentage. The weights were equal to .343 and 1.072

for the military and civilian groupr, respectively.

2.) Copywright 1985 by W. Greene, New York University.

3.) Manski and Lerman (1977) have shown that with a choice based
sampling estimator the standard estimator of the variance-covariance
matrix is not appropriate. The appropriate variance-covariance

estimator is given as

¥ = e,

where V is the correct variance-covariance estimator, H is the
standard (weighted) variance-covariance matrix estimator and A is the
unweighted variance-covariance estimator. The intuitive explanation
for this correction is slightly subtle. The weighted matrix (H) will
deflate the standard errors for the overrepresented group and inflate
these errors for the underrepresented group. The product of A e
will create a new weight that is the inverse of the sampling weights.

This new weight will correctly inflate the estimated standard errors
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for the overrepresented group and deflate those for the

underrepresented group. This is also discussed in Manski and

Mcfadden (1981) and Greene (1985).

4,) Mp. C. Capps and Dr. W. Greene were instrumental in the software

modifications.

5.) The Newton - Raphson algorithm was used for the ma am likelihood

estimates.

6.) Using a VAX-11 computer, some of the model estimations used as

much as 2 hours of CPU time. Needless to say, if a dollar cost was

associated to this, the amount would be quite large.

7.) See Tables B-1 to B-4.

8.) Using the same basic data source (NLS), Daula, Fagan and Smith

(19%2) found even lower wage equation fits.

9,) See Table 2-2.

10.) See Welch (1967, 1973) for a discussion on these types of

discrimination.
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11.) Preliminary analysis indicated that entering the unemployment
rate for the year of graduation and the prior year as separate
variables, yielded opposite signed (but mainly statistically
insignificant) coefficient estimates. This was interpreted as showing
that it was the difference in the unemployment rate between years

that mattered. Copies of these preliminary estimates are available

from the author.

12.) This standardized variable was calculated as

NETY;4 - MNETY; 5

S'T‘DYi‘j = ’

ONETY(j)

where STDYii is the standardized net family income for individual i

in ethnie/racial group j, NETY;; is the reported net family income,

J
MNETY (i) is the mean net family income in ethnic/racial group j, and

ONETY(j) is the standard deviation of net family income in

ethnie/racial group j.

13.) See tables B-5 to B-16 in Appendix B.

14.) See the differences in the estimates of EDAD in Tables B-5 to

B-10 (that include the sibling education variable) and Tables B-11 to

B-16 (that exclude it).
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15.) A good discussion on goodness of fit measures for qualitative

response can be found in Amemiya (1981).

16.) The idea for this measure came originally from a discussion with
Dr. Frank Levy, University of Maryland, College Park. The final
formulation was developed with the assistance of Mr. Roy Nord, U.S.

Army Research Institute, Al xandria, VA.

17.) This statistic would be less meaningful for models where the
magnitude of the "miss" matters (ie - an ordered probit or logit
model) .

18.) See McFadden (1974).

19.) See Domencich and M-Fadden (1975), Figure 5.5, pp. 124.

20.) A discussion of additional benefits to military dependents that
cannot be easily quantified can be found in the U.S. General
Accounting Report GAO/NSIAD-84-41 (1984).

21.) See equation 1.16, pp. 1225.

22.) The differences in Vr and Vu averaged approximately 0.1E-6.

23.) It is not difficult to show that as v, - v,1 =+ 0,

(v, -v,37" » = and 0 > o, 145



Chapter 5

Conclusions and Extensions

1. Introduction

After reading through the wealth of estimates in the previous
chapter, the reader may have a somewhat fuzzy picture of what we have

lesrned. The primary purpose of this chapter is to bring this picture

into focus by summarizing the major empirical findings. The

following contains a discussion of these findings. The last section

will suggest avenues of future research in this area.

2. Major Findings

Two major findings emerged from this analysis. The first concerns

the actual empirical evidence. The second is in regard to the

econometric technique.
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2.1 Empirical Findings

The empirical estimates tell a consistent story on the key
determinants of initial occupational choice. There appear# to be
two, not necessarily independent, determinants of whether the
individual decides to enlist in the military or go to college,

relative to entering the civilian labor market. These are:

A.) The financial status of the individual's family: The decision
to enter the military is far more sensitive to net family income and
predicted civiiian wages than is the decision to enter college. The
strength of this result, though, needs to be qualified. The accuracy
of the family income variable is somewhat suspect. As mentioned in
Chapter 3, there is a very large difference in reported family
incomes across the occupatioral groups. It is possible that reported
family income for those in *he military is not that of the par~:nts.
Rather, it cculd be that o the individual alone. Given the nature
f the data used we 2r, it was not possible to determine if this
was so. In addition, a value ¢ r family income had to be imputed for
approximately 25% of the sample ( =e Appendix A). Taken together,

these two qualificatiors reduce ' ne strength of this finding.

Financial responsibility, measured by marital status, does support
the existence of this relatiornship. The statistically insignificant

estimates for military wages and unemployment rates are largely
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attributed to insufficient variation in these variables.

B.) The long term expectations of the individual: Those who enter
the military do not appear to be influenced by long term educational
expectations. There was no statistically significant effect of VEAP,
highest expected grade of completion or participation in a college
preparatory program. The statistically significant effect of
desiring additional training is interpreted as indicating that the
individual i: more interested in acquiring short term technical
training instead of broader, longer term training that more typically

characterizes a college education.

Individuals who enter college appear to be more affected by longer
term expectations. The estimates of highest expected grade of
completion and college preparatory program participation support

this. This finding, however, also needs to be qualified.

Instead of reflecting the individual's planning horizen, this
variable could also be interpreted as representing a preference
and/or a propensity toward continued education. Further, it should
be noted that these expectations are most likely determined by the
family's financial status. A reasonable argument can be made that as
family wealth increases, the ability to finance longer term
activities also increases. However, to correctly account for this,

data on total family wealth, not just reported net income, is

required.
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as indicating that the decision to enter the military is exogenous to

these incentives. Rather, this lack of significance is attributed to

insufficient variation in these attributes.

A potentially important poliey tool that did come out of this
analysis is the use of individual "composites" for the allocation of

recruiting resources. The profile tables presented in the previous

chapter illustrated the instantaneous effects of various binary
demographic variables on the occupational choice probabilities. A
recruiter policy tool could be constructed by extending these
instantaneous profiles to evaluate the total effects of these binary
measures. These total effects can be found by evaluating the
occupational probabilities at the average values of the continuous
variables for individuals with the given binary variable(s)
characteristic(s). The resulting "total" profile could then be used

by recruiters to determine whether the individual with these binary

variable char2teristics has a high probability of enlistment.

For illustrative purposes only, an =xample of these total profiles is
given in Table 5-1. Referring to this table, it can be seen that

married blacks have the highest total effect probability of enlisting

in the military and single white f~ave the lowest. Recruiters could

use this information to more effectively allocate their time (and
effort). As married blacks have the highest probability of

enlisting, a potential gain in recruiting efficiency could be
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realized by shifting recruiting resources to the lower probability

groups, The amount of presources shifted would be dependent upon a

Measure of the marginal productivity of recruiters across the various

Probabiljty groups, which this analysis failed to successfully

estimate,

™1is erude i1lustration should not be interpreted as a policy
récommendation, Rather, it just demonstrates a possible use for

Probabilistie moda) estimates. Given better quality data, this type

o Screening device could be a useful tool for recruiters faced with

Serious resource constraints.

As a fina) point it should be noted that the estimates obtained in

this

analysis are relevant only to the initial occupational choice of
the individuals in this sample. Therefore, these estimates should

Not be interpreted as indicating the individual's occupational status

2 or more years beyond graduating high school. A great amount of
Further, predicting

Occupationa] switching most likely will occur.

that an individual with a given set of attributes has a high

pProbability of enrolling in college does not exclude this individual
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Table 5-1: Occupational Choice Probabilities by Selec -ad

Characteristics - Total Effect Estimates

Marital Ethnic/Racial Group

Status Occupation Black Hispanic White Total Sample

Single Civilian 0.532 0.557 0.540 0.540
Military 0.121 0.050 0.077 0.085
College 0.347 0.393 0.383 0.375

Married Civilian 0,552 0.788 0.683 0.673
Military 0.430 0.158 0.276 0.289
College 0.018 0.054 0.041 0.038
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from eventually entering the military. Rather, the individual may
participate in a college ROTC program (which entails a military
service commitment). However, controlling for this possibility was
both beyond the scope of this aralysis and the data presently

available,

2.2 Econometric Issues

One aspect of this analysis was to determine the effects of
self-selectivity and choice based sampling bias on the estimated
occupational probability models. As stated in Chapter 2, the
consistency of the structural model parameter estimates for the
self-selectivity corrected models were not proven, but logically
assumed. With thnis qualification in mind, the empirical estimates
indicated that contrnlling for these biases did matter. The
estimated effects of controlling for self-selectivity alone were not
that substantial. The only structural model variable that was

affected by this procedure was the predicted civilian wage.

The estimates generated after controlling for both self-selectivity
and choice based sampling, howevsr, were substantially different.
This was most noticeable in the differences between the estimated
black effects. The implication of this difference is rather obvious.
When the data is not representative of the population, the

possibility of large biases in the parameter estimates exists.
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ownership). Finally, it would be desirable to know if the individual
considers himself/herself financially dependent on his/her parents.
By incorporating this type of data, a more precise estimate of the

family wealth effect could be found.

ii.) Increase the number of years covered by the analysis. The
estimated statistically insignificant effects of the military
specific variables were most likely due to insufficient variation in
these measures. Increasing the number of years will allow the

effects of these variables to be more conclusively estimated.

iii.) Respecifiy the cost of college. The lower bound college cost
proxy variable appears not to be a very good instrument for the true
cost of college. A better instrument, for example, would control
for the availability of financial =id and include additional
educational costs (i.e. - commuting costs and/or room and board

expenses).

B.) Augmented Choice Model

Expand the present structure to include more potential outcomes. In
particular, the decision to enter the military should be
disaggregated to the branch of service level. Further, by estimating
a branch level model, the effects of interservice competition could

be determined.
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C.) Probit Analysis

The logit model constrained the ability of the model to capture the
intercorrelations of the effects of the explanatory variables across
the occupational choice set. It is difficult to determine the total
effects of this constraint. Therefore, to validate the estimated

relationships, a probit analysis could be utilized.
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Appendix A

Net Family Income Imputations

®popt
Led total net fami

Mmbe . oF s
1S+

ly income (TNFINC) contained a nontrivial

in 21 ;
£ values (25,92%). 1In order to maintain a reasonable

SiZe =
Impuyi
: Puited values wer- created for those observations with

mj
‘SS'
lng VajuG

heg”n

5 e Imputation merhod employed consisted of
“SSing TN
g TNF
b INC on a set of exogeneous characteristics, for those

G@Pvat.
Jf)n .
With actual values for TNFINC. The estimated coefficents

Wep
“ien Use "
vay, ed to Impute values for the observations with missing
es
S, Thp
€5t FOIIWj”E equation gives the list of regressors and their

mated
co ]
s effloients. T-Statistics are reported below the

Fio;
Cle
nt estimates,

(4.1)

i
NFINC = 2292 .54 - 939.12(HISP) - 7462.64(BLACK)
(1.177) (0, 717) (T=577)

- 1232.90(D1) + 2208.18(D2) +1640.60(D3)
(5.981) (2.394) (1.651)

+ 2784.13(D4) + 499.30(EDAD) + 1252.56 (EMOM),

; .624)
Wity 32 (2.814) (5.411) (7

9-21 ana r = 42.30.
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n are defined as:

The pj
~ righ "
. ght hand side variables in th1S equatio
ISP .

= 0/1 dummy variable for nicpanic (= if Hispanic),
1 3 Black)s

K =
0/1 dummy variable for Black (=
ary service (=1 if in),

D1
i = 0/1 dummy variable for milit
i = 0/1 dummy variable for college enrollment (=1 if enrolled),
Dj = 0/1 dummy variable for 1979 high school graduates
E = 0/1 dummy variable for 1980 high school graduate,
EMAD = Education of father (in vears),
10
R » (ir years).

Education of mother

158



Appendix B

This appendix contains the estimation results for the "Full" model
SPecifications. The following tables are laid out in the identical
format as the tables in Chapter 4. The T-Statistics are in parens
below the estimated coefficients. The variables are the same as

defined in Table 2-1.
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Variable
Constant—
BLch
DUNRATE
HISp
LNHRs
MILLS
MSTAT
TPROgG
TSCORE

VOCPROG

2 :
R (Adjusteq) 0.

F‘Statistic 29,

\_“\‘

Table B-1: Model 5 Civilian Wage Equation Estimates

Corrected(1)

Corrected (2)

Uncorrected
"~ 37.527 -32.816 -32.037
(0.077) (0.0€8) (0.066)
-812.827 ** -662.643 *x -686.935 *x
(2.979) {2.353) (2.412)
-16.334 -23.765 =15 .827
(0.213) (0.310) (0.206)
-14.590 42,125 41.020
(0.048) .139) (0.135)
887 .782 *#* £50,838 *x 862.588 **
(12.434) (11.589) (11.780)
-535.419 ** -413.642
(2.094) (1.529)
1589.160 ** 1572 .350" *#* 1555.110 **
(2.485) (2.463) (2.432)
260.703 224.396 233.337
(1.100) (0.946) (0.982)
9.68Y * 16.230 ** 14,585 *x
(1.666) (2.463) (2.199)
398.743 349.847 360.800
(1.503) (1.316) (1355
198 0.201 0.199
095 26.446 26.161
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Table B-2: Model 6 Civilian Wage Equation Estim-:tes

Variable Uncorrected Corrected(1) Corrected(2)
Constant ~ 807.731 707.724 706.814
(1.201) (1.052) (1.047)
BLACK -821.440 *x -672.311 ** -696.584 **
(3L0179 (2.391) (2.450)
HIsp -35.646 23.516 19.527
(0.119) (0.078) (0.065)
LNHRS 881.531 ** 845.005 ** 857.050 **
(12:351) (11.540) (17..799
MILLS —526.671 ** -409.429
(2.066) (1.515)
MSTAT 1537.510 ** 1524 .550 ** 1506.020 **
(2.406) (2.390) (2.357)
TPROG 274.636 236.266 245.950
(1.161) (0.998) (1.037)
TSCORE 9.299 15.769 ** 15.164 *x
(1.602) 2.394) (2.136)
UNRATEQ -114.670 * -110.609 -109.899
(1.662) (1.606) (1.593)
VOCPROG 415.373 367.894 376.910
(1.560) (1.387) (1.418)
R? (Adjusted) 0.200 0.203 0.201
26.811 26.535

F-Statistic 29.522
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Table B-3: Model 7 Civilian Wage Equation Estimates

Variable Uncorrected Corrected(1) Corrected(2)
Constant 37.527 -65.707 -67.708
(0.077) (0.136) (0.139)
BLACK -812.827 ** -588.330 ** -615.982 **
(2.979) (2L071) (2,135
DUNRATE -16.334 -27.301 -15.525
(0.213) (0.356) (0.202)
HISP -14.590 87.162 84 .44y
(0.048) (0.288) (0.27F)
LNHRS 887 .782 %% 831.833 ** 847.294 **
(12.43Y) (11.234) (11:.463)
MILLS -T5T7.071 ** -609.106 **
(2.728) (2.067)
MSTAT 1589.160 ** 1590.510 ** 1544 ,590 *#*
(2.485) (2.496) (2.418)
TPROG 260.703 222.251 230.313
(1.100) (0.939) (0.971)
TSCORE 9.684 * 19.388 ** 17.253 **
(1.666) (2.853) 24515)
VOCPROG 398,743 322.286 338.470
(1.503) (¥1212] (1:271)
" (Adjusted) 0.198 0.203 0.200
F-Statistic 29.095 26.873 26.430
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Table B-4: Model 8 Civilian Wage Equation Estimates

Variaple

R
Constant

BLACK

MILLg
MSTAT
TPRogG
TSCORE
UNRATEQ

VocPRoG
R?

F-Statistic

~—

(Adjusted)

Uncorrected
“807.7317
(1.201)
-821.440 **
(3.017)

-35.646
(0.119)
881.531 **

(12.351)

1537.510 **
(2.406)
274 .636
(1.161)
9.299
(1.602)
=114 .670 *
(1.662)
415,373
(1.560)

0.200

<£9.500

Corrected(1)

Corrected(2)
664 .9L5 657.430
(0.989) (0.974)
-598.097 ** -625.603 **
69.656 63.009
(0.231) (0.208)
827 .377 ** 8L41.989 ¥
(11.194) (11.408)
~TH5.868 ¥* ~GDN 553 %%
(2.696) (2.052)
1544 ,060 ** 1496.190 **
(2.425) (2.344)
233.433 242,561
(0.988) (1.025)
18 .908 ** 16.835 **
(2.783) (2.454)
=109.370 -107.893
(1.590) (1.565)
341 .89 354,309
(1.286) t1.a82)
0.206 0.203
27.232 26.803
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Table B-5: Model 5 Structural Selection Equation Estimates

Variable
Constant

ADDT
BLACk
COLPROG
COSTo
DADMIL
DUNRATE
EDAD
EMOM
ESIB
HEXxp
HISP
LADO
MSTAT
MWAGE
NADO
NETY
PSIBS
PWAGE
RECO
TFMAFS
TSCORE

VEAPO

Percentage Prediction -mprovemeﬂ%£=03.65

= Uncorrected -
Military Service o College
367.716 -739.442
(G.961) (0.327) -
0.798408 ** -0.315515
(3.026) (1.976)
-0.850003 ** 0.266292
(2.829) (1.185) "
-0.102368 0.760927
(0.410) (4.657)
=0.977141-3 -0.956416-3
(1.364) (1.657)
1.25052 ** —o.5g0531
(2.147) (0.765)
-0.132024 0.670749-1
(0.976) (0.749)
~0.147965-1 0.138969-1
(0.439) (0.545)
0.543627-1 0.185596-1
(1.240) (0.570) »
0.22311Y4 ** 0.257400
(5.622) (7.418) »
0.666834-1 0.463273
(1.271) (11.133)
=1.10498 ** 0.392718
(2.861) (1.561)
=2.71204 -1.61378
(0.358) (0.257)
34.6604 -66.3888
(1.020) (0.328)
-0.922168-1 0.182324
(0.961) (0.321)
604.958 -1134.55
(1.012) (0.322) "
-0.408352 ** 0.272683-1
(11.367) (2.152)0 S
0.319371 0.826503
(1.178) (4.069) -
-0.956195-3 ** -0.517803-3
(6.321) (3.902)
-0.301993~3 -0.960619-4
(0.888) (0.375)
~0.164400 -0.331456
(0.327) (1.006)
0.298783-1 ** 0.298167~1
(4.253) (0.749)
~0.119085 0.221553
(1.020) (0.321)
02 = 0.417



Table B-6: Model 5 Structural Selection Equation Estimates
- Self-Selectivity Bias Corrected -

Variable ~~~ Military Service __College
Constant 360.292 -734.981
(0.935) (0.330)
ADDT 0.786030 ** -0.309989 *
(2.983) (1.940)
BLACK ~0.769019 ** 0.302349
2.630) (1.357)
COLPROG -0.131374 0.737301 ¥+
(0.526) (4.512)
COSTO -0.902803-3 -0.918248-3
(1.260) (1.592)
DADMIL 1.20520 ** -0.519132
(2.054) (0.765)
DUNRATE -0.131995 0.635291~1 **
(0.977) (7.164)
EDAD -0.143837-1 0.134153-1
(0.427) (0.526)
EMOM 0.508150-1 0.172906-1
(1.159) (0:531)
ESIB 0.209525 ** 0.24942y **
(5.288) (7.164)
HEXP 0.481130-1 0.449097 **
(0.911) (10.701)
HISP -1.05504 ** 0.403515
(2.737) (1.603)
LADO -2.57588 ~1.59529
(0.339) (0.254)
MSTAT 33.9150 -66.0281
(0.991) (0.331)
MWAGE -0.903456-1 0.181245
(0.436) (0.324)
NADO 591.882 -1128.36
(0.984) (0.325)
NETY -0.396588 ** 0.T9U5T9 ¥*
(11.130) (2.196)
PSIBS 0.277076 0.794579 **
(1.025) (3.924)
PWAGE -0.915980-3 ** -0.493062-3 **
(6.186) (3.775)
RECO -0.283989-3 -0.891418-4
(0.834) (0.348)
TFMAFS -0.146248 =0.315366
(0.291) (0.958)
TSCORE 0.302671-1 ** 0.300091-1 **
(4.305) (5.609)
VEAPO -0.116477 0.220365
(0.991) (0.324)

Percentage Prediction Improvement6§ 40.15 02 = 0.416
1



uation Estimates

Stru tural Selecrlon ]
rected ~

ab-ASB 7: MOde 5
elf-Select vity ad Choice-Bas ad Bras Cor

Jariable .
‘Onstan IR, . £ %32 | Service college
£ Service o
u8. 9”2 —570.303
K (0.998 (0.251)
P () 659?33 * ¥ E?.Szggoz *¥
X .220 X
/ ~ 268224 0.240872
OL'ROG .829) (1.100)
B 0 124672 0.715868 **
-08To 0.432) (4.497)
. 0.770646-3 —o.92993o—3
ADMIL, 0.952) (1.626)
b 158710 ** -0.526561
UNRATE (>.523) (0.800)
-5.201728 0.803009"1
EDAD (1.2997 (OA,EN)
_0.220200-1 0.127030-1
EMOM (0.537) (0.515)
e 0.458747-1 01338381
18 (0.925) (0-425)
0.200065 C.2i56a6
HEXp (0.251) (7.380) L
0.114403"] 0.452011
HIsp (0.192) (11.053)88
~0.810827 * 0.3471
LAD? (1.881) (1.413)
_14.97165 —o.1g1;1o
MSTAT (0.550) (0.029
41.9987 _51.4053
)
Mwace (1.052) (0.253)
_0.113613 0.140022
NADg (1.008) (0-$23>
709.257 -870.
NE (0.246)
I {1 0Tgd 028464971 *¥
N A > 0.785743 **
PW 0.37012 (3.958)
AGE (1.191) B -3 o
—0.767851—3 e 0. 2%
REC ! (3.863)
0 (4.240) E
20.12796073
_0.370311°3
TF o (0.512)
MAFR (0.96€)
. : 0.333455
-O.W61533‘1
TS (1.055)
CORE (0.092) * 1502191 i
0.306384" : it
iy (3.860) 5.170011
-p.138127 O:2u6)
p (1.007)
o 2 . 0.398
Ntage Prediction Improvemen%€=“0-15 p 39



fariable

Constant

ADDT
BLACK
COLPROG
CtsTo
UADMT]
EDAD
EMOy
ES1B
HEXp
HISP
LADg
MSTAT
MWAGE
NADo
NETY
PSIBS
PWAGE
RECO
TFMAFS
TSCORE
UNRATEQ

VEAPQ

ement
PeY‘Oentage pPrediction Improv 6

~Uncorrected ~
' _College —-

y ServiC® 734 524
764 (0.319)
9382 -0.310402
795802 * (1.941)
021) . i o.26“§ >
£3198 (1.177)

3 9) 0.757273 **

¢ 402 (4.651)

)t ~0.111146-2 ¥

g 5(33-3 (1,775
«O%3d _0.518U78
27 (0.767)
.199 0.128104"1
,12313 (0.504)
'367) 0.1905327
5TUT 6" (0.58€)
208) o.257§15 **
_;57”15 - (7,“20 mii %
-uzo) O,u6223u .
.068911971 (11.116)
,312) 0.3711v~
.06793 ** (14830
.785) -1.8750<
127892 (0.301)
.300) -65-9:?2

536 (0'3
e 0. 180990
1868394 (0.314)
.931) -1129'235)

8 (0. %k
'903) 0.26704071 ©
.u07682 ** (2.111) i
'392) 0.821181
1318407 (b0 0173
JABR -5 '0'2775
961642-3 (BT s
'306) P oo
.223312‘3 fg'f\eous
65 '56a)

' (0.9677  _ xx
.148839 0.300860-1 *
.298) *% 25)

17141 (5.629°
g1 0.187060
= 1)

1141 (0.30
.ggg) 0.220662
.11639u (0.315)
.002) 2 . 0.416

- 43.65
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Equation Estim
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Table B-9: Model 6 Sggggﬁgﬁélﬁﬁﬂfﬁﬁigp -
T Self-Selectivily Bias Corrected
: 1 ——
jariable Mileézx;iezzzee__ﬂ—"‘-fzﬁggﬁggg""'""
onstant EELL 7Y (0:322)
(0.:29) b 89 *
A 0.3052
o 0.783565 ** (1.303)
(2.978) L00U46
B 0.100
LACK —0.770258 ** (1.347)
(~.637) 0.734890 **
COLPROG .130199 (4.498)
c (0.521) -0.107249-2 "
0sTo -o.7*3?98‘3 (1.713)
(0.952 -0.517137
DADMIL, 1.23293 ** (0.767)
(2.108) 0.123894-1
EDAD ~0.119851-1 (0.487)
(0.357) 0.178231°"
EMoM 0.538551"" (0.548)
(1.227) 0.249802
ESIR 5.208688 ** (7.174)
s (5.273) 0.17823171
e 0.50535171 (10.700° :
(0.957) 0.38297
HIsp _1.01750 ** (1.529)
o (2.659) ~1.83994
DO -2.15524 (0.295)
(0.284) -65.5710
MSTAT 32,7068 (0.324)
(0.962) 0.179865
MWAGE -0.86987871 (0.317)
(0.906) -1122.95
NaDg 577.397 (0.318) . xx
. (0.965) ., 0.2727157
ETY 396057 * (g.A511 o
(11.146) 0.790692
PSIBS 0.276782 (3.910) 4«
(1.023) - -0.18032773
PWAGE 0.91971173 (3.648)
(6.165) ~0.14928373
RECo -0.21191973 (0.575) .
(0.608) -0.31071
TEMAFS Z0.131961 (0.943) . xx
(0.265) - 0. 305!
TSCORE 0.2957427" (5681 s
(4.203) 0.1990
UNRATEQ ~0.9090547" (0.320)
(1.016) 0.219393
VEAPQ _0.113778 (0.318)
(0.97%) 2 . 0.416
- I3/8%

Pe ; me
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Table B- 1 6 Structu
~able B-10: !EEEi-Ji-“""Eﬁblue Base Bias

. _College ———
6%253932___-_ Military Servic® ———"7558.629
nstant — T 1539.518 41)
(0.978) 0 29551 *
A -0.2955
DDT 0.639891 ** (1.899)
; (2.164) 0.235974
LACK Eg,ggé§78 (1.03?;66 -~
o7 Os7
COLPROgG -o.115;12 (4.569) .
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(2.587) 0,11500¢"
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ESI (0.963) 4 o
B 0.198812 (7.342) oy
HEXP (4.546) 0.451509
0.136282" 1 (11.053)
e (0.229) 0.323313
sp 771610 % (1.322)
LAD (1,737} -0.7730
0 -u.2790% ‘3';233
. (0.468 =50
STAT 41.0373 0233201
fex (1.029) 0.1369
GE ~0.110915 (0~23g)
NaDqg (0 ’856'228)
103941, (0295561 **
N & A
ETy _0,3932u5 " et ?;%éze "
. (9.65
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Ty (0.7”8) 1 038)
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% (0.050) y
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timates

Table B-13: Model 7 gtructural gelection Eguation Es
vy 4 Bias Corrected -

~ Seif-Selectiv -y and Cholce-Base

college _ B

Eaﬁg%glfl—.,._____‘_Milipary Service Coll
2k 188.252 —517.12;)
ADDT (0.928) 0 J
0.588399 ** E?.83§?6u v
BLACK (2.010) 819
0.211307-2 (3.?;;?97 * ¥
COLPR (0.007) 2.
. -0.158521 (8.283?92 * ¥
Co (0.552) :
e ~0.561509-3 -0.806§23—3
) 449
DADM (0.701) (1.
- 1.45180 ** E?.§3§365
DUNRA (2.316) o2 )
- -0.193770 0.745944-1
(0.878)
EDAD (1.245) O
g.104370 *¥ .1282
(7.192)
L € fiad _0.1u1247-1
0.557 4172 (0. 475)
HEXp (0.1 : 2
~0.12011972 (1$-?ﬁ;?89
HISP (0-020) 0'7102514 **
0. 465k 1 (3:01«‘5)
LADo (1.058) 3+ a2
-2,0753¢ (0.340)
MSTAT (0.243) oottt
36.3261 (O:3uo)
MWAGE (0.979) 0 Juz 264
—0.97916, (0.331)
NADO (0.935 _ap3.382
614.597 8(3.331)
NETY (0.941) 0.315907‘1 e
~0.389487 ¥’ 557H)
P81es (38282 5.607153 **
O.28M88M (3.176)
PWAGE (0-933) . —0,581681-3 * ¥
HBco (4.575) ~0. 18067573
_0.365§77-3 0.742)
TF (0.962 _0.374311
MAFS ~0. 183506 (1.180) y
Tsc (0.359) 0.3171097"
i 0.331§7o—1 * (6.208391
VE (4.253 0.172
o -, 119781 (0.330)
(0 939) . e
P )
P'Centage Prediction Improvement7; 37.96



Table B-14: Model 8 Structural Selection Equation Estimates

= Uncorrected -
Variable ____Military Service College
Constant 337.589 -678.027
(0.959) (0.366)
ADDT 0.721717 ** -0.299508 *
(2.791) (1.914
BLACK -0.609641 ** 0.u89L5Yy **
(2.141) (2.200)
COLPROG -0.129316 0.766950 **
(0.523) (4.856)
DADMIL 1.08076 * -0.870847
(1.872) (1.279)
EDAD 0.127382 ** 0.137185 **
(5.346) (7.383)
EMOM 0.198055-1 -0.920857-2
(0.474) (0.300)
HEXP 0.612546-1 0.461148 **
(1.190) (11.448)
HISP -0.683592 * 0. P78 *¥
(1.1834) (3.171)
LADO 0.303757 0.279313
(0.042) (0.047)
MSTAT 31.6511 -61.0546
(1.1031) (0.369)
MWAGE -0.839010-1 0.16738%
(0.951) (0.361)
NADO 562.067 -1043.37
(1.022) (0.362)
NETY -0.404252 ** 0.297888-1 **
(11.502) (2.344
PSIBS 0.28508 0873813 **
(1.074) (3.440)
PWAGE -0.101610-2 ** -0.579983~3 **
(6.815) (4.4 )
RECO -0.197902-3 -0.20R814~-3
(0.581) (0.828
TFMAFS -0.2544202 -0.%77350
(0.503) (1.143)
TSCORE 0.316067-1 ** 0.325582-1 **
(4.601) (6.197)
UNRATEOQ -0.110814 0.752854-2
(1.255) (0.125)
VEAPO -0.111036 0.203712
(1.024) (0.361)
Per =ntage Predi-tion Improvement = 41 35 p2 = 0.390
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ral gelection Equation Estimates

Ta
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Appendix C

Derivaz'‘on of Elasticity Formulas

In general, for a given Xj, the elasticity of the dependent variable

(Y) with respect to Xj is given as

(C.0) . = /% *X . /Y.
Gl EYJ oY dXJ XJ Y
However, in logistic model specification, the formula for
calculating the elasticity is slightly different. Within a multinomial
logi* specification, the probability of a given outcome (ie - the

dependent ~iable) is expressed as

I
exp(?gw BiwXy)

{C:2) P =

where P, = the probability of the kth outcome,

Bip = tne coefficient of the ith explanatory in the kth equation, and

Xi = the ith explanatory variables. For simplicity it is assumed that

yik = Xi’ Tor all
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or kK =

Fop
OJ.:?GAZPZS:?t CéSG. the outcome set has three€ elements,
othOme prObabtiiljication let Vi = sum(i=1,I)BikXi. Therefore, the
s are expressed as
(€.3)
b * exP(VO)/(eXp(VO) + exp(Vy) * exp(Vo))s
(C.u)
P1 = exp(v1)/(exp(vo) + exp(V1) + exp(Vz)), and
(C-S)
iy = eXD(Vz)/(exp(vo) + exp(Vy) * exp(Vz))-
This
f1,3t02:t::miurther simplified by normalizing the coefficients of the
to equal 0. Or,
(C_3,
( | Po = 17(1 + exp(Vq) ¥ exp(Vz)),
C.y»
h | Py = exp(V4)/ (1 # exp(Vq) * exp(VZ)), and
(
C, 51
T | by # exp(V,)/ (1 * exp(Vy) * exp(Vz))-
he ¢,
o Step in the derivation is to find the€ partial derivative 0
Xj' This 18 given as

a
Pap
%
Cular p
k (say Py) with respect to an

(C-G)
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510exp(V)I[1+exp(Vy)+exp(V,)1-[exp(V,) {8, [exp(V,)1+8;,lexp(Vy) 1]

———

[1 + exp(Vy) + exp(vz)]z

= BJ,rexp(V1)+exp\2V1)+exp(V1+V2)]-BJ1[exp(2V1)]—Bjefexp(v1+vz)]

I exp(v1) + exp(Vz)]2

859Texp(Vy)] + [Byy - Bjo1lexp(Vy+V5)]

[1 + exp(Vy) + expfvz)]2

Substituting from equations (C.3') - (C.5') into equation (C.6) yields

8

C [R = .
(C.7) 9P, /3X; j1PoP1 * [Bjq — Bj21P4P,

l
-3
|

Now, define Py = P, - P,. Substituting this expression into

equation (C.7) and further simplifying, gives

(C.8) ap1/axJ = sj1(1 = Pg = By * PZ)P1 - 8J2P1P2

The final step needed to find the elasticity formula is to multiply

equatici (C.8) by'?3/51 and set P, = Py and P, = P,. This yields an
17



€xpression for the elasticity similar to that in equation (C.1). Or,

(€ _ - o o= 55 1% /5
T By - IP/3X XX /Py = [Byq(1 = FyIFy = B,PyPpJ8(X;/F,]

¥t 18 not difficult to derive similar expressions for the other model
Outcomes,
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