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This dissertation estimates the impact of two geographically targeted 

economic development programs on the employment of people living in the targeted 

areas.   This question is difficult to address for a number of reasons.  Unlike in most 

program evaluation problems, the process that determines the outcome of interest 

(resident employment) happens at a lower level of aggregation than the process that 

determines selection for treatment.  Therefore, standard program evaluation 

techniques have to be modified to address this issue.  The programs I study, the 

enterprise zone programs of California and Florida, were designated at a very 

detailed level of geography, making it hard to measure the location and the 

characteristics of the zones. 



 
 
 
 
 

I develop a methodology to address the unusual selection process of these 

programs.  The first step of the methodology is to create a neighborhood-level 

measure of the component of residents’ employment probabilities explained by the 

neighborhood that is conditional on the characteristics of area residents.  To do this, I 

estimate the component of employment probability correlated with residential 

neighborhoods, which I call tracts’ conditional employment probabilities.  The next 

step is to estimate the effect of enterprise zones on resident employment by 

comparing the conditional employment probabilities of neighborhoods containing 

enterprise zones with those of comparable areas.  I do this with tract-level propensity 

score matching.  I also carefully measure the location and attributes of enterprise 

zones.   

I find that a substantial portion of the variation across neighborhoods in 

employment rates can be explained by controlling for the attributes of residents.  

This indicates that it is important to control for resident characteristics when making 

cross-neighborhood comparisons.  Using propensity score matching, I find a large 

pool of non-zone tracts that are observationally similar to tracts containing enterprise 

zones.  I use these non-zone tracts to create an estimate of what the conditional 

employment probabilities in zone tracts would have been in the absence of the 

programs.  Even though I focus on two very targeted and generous enterprise zone 

programs, I find no evidence that the programs impacted the employment of zone 

residents.
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CHAPTER ONE 

Framework for Evaluating Impact of Enterprise Zones on Resident 
Employment 

 

 

1.1 Introduction 

In the last two decades, policymakers have pursued alternatives to traditional 

welfare programs.  One result has been a sharp increase in the number of enterprise 

zones.  The United States has gone from having no enterprise zones in 1980 to having 

at least one, and usually many, in 40 states by 2000.  Since 1994, there have also been 

federal Empowerment Zones that are similar to state and local enterprise zones. One 

of the motivations for creating enterprise zones is to increase the employment of 

people living in the zones.  However, existing research about how these 

geographically targeted programs impact zone resident employment is inconclusive. 

This dissertation estimates the change in zone resident employment probability 

due to the designation of an enterprise zone conditional on the residents' 

characteristics.  Prior research has ignored the influence of the composition of 

residents on employment rates.  To address this problem, I develop and implement a 

new estimation strategy to semi-parametrically estimate changes in zone residents' 

probabilities of being employed. This methodology can be applied to other topics 
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 where selection for treatment occurs at a more aggregated level than the process that 

determines the outcome of interest.  

Enterprise zones in California and Florida generally do not have the same 

boundaries as more common geographic areas, such as Census tracts or Zip Codes.  In 

order to minimize the measurement error that arises from the need to use real world 

data, I map enterprise zones at a very detailed level of geography and use 1980 Census 

tracts as my unit of analysis.  I show that 1980 Census tracts are a much more accurate 

measure of zone location than Zip Codes, the unit of analysis used by many studies of 

enterprise zones.  This precision also allows me to estimate the spillover effects of 

enterprise zones on people living near but not in the zones.   

Much of the literature that has examined the impact of enterprise zones on 

resident employment has found negative effects on employment outcomes.  These 

results are counterintuitive because there is, at best, a weak theoretical basis for zones 

reducing resident employment.  I also find that it is possible to estimate a negative 

effect of enterprise zones on the employment rate in the zones.  However, when I 

properly condition on the characteristics of zone residents, I find that the estimated 

effect of the enterprise zone programs of California and Florida on resident 

employment probability is zero.  This clearly demonstrates that ignoring the 

characteristics of residents when studying the employment effects of these 

geographically targeted programs can yield misleading results. 

The dissertation is organized in three interrelated chapters.  This chapter 

describes enterprise zones, provides detail on the programs of California and Florida, 
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 introduces the methodology I use, and describes the data that make this methodology 

feasible.  The next chapter focuses on the estimation of the component of employment 

probability related to residential neighborhood and shows why this is a superior 

outcome measure for evaluating geographically determined policies.  The last chapter 

integrates the estimates of the neighborhood-component of employment probability 

with non-experimental evaluation techniques to estimate the impact of enterprise 

zones on resident employment. 

1.2 Background 

 Enterprise zones are programs that provide incentives for businesses to operate 

in certain economically distressed areas selected by the government.  The concept of 

enterprise zones stems from the work of Peter Hall, a British urban planner, who saw 

them as a way to encourage development in declining industrial cities.  The first 

enterprise zones were enacted in England in the late 1970's.  In the early 1980's U.S. 

policymakers, especially those interested in changing anti-poverty programs, 

embraced enterprise zones.  State and local governments were the first to enact these 

policies, often as a response to the loss of manufacturing jobs many regions 

experienced in the 1980's (Van Allen 1995).  The types of incentives offered to 

businesses in the enterprise zones included: reduced property taxes, reduced capital 

taxes, wage subsidies for hiring zone residents, access to below market rate loans, and 

less stringent regulation.  The types and dollar values of the incentives varied from 

zone to zone, but all had the potential to reduce businesses' operating costs and make 
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 the zones more attractive business locations than they would have been in the 

absence of the programs. 

 One of the goals of creating enterprise zones was to increase employment in 

poor, high-unemployment communities.  Policymakers believed that encouraging 

business activity in disadvantaged areas would increase the employment of the 

residents of these areas, as suggested by the theory of spatial mismatch (e.g. Kain 

1968).  Several states used unemployment and/or poverty rates as criteria for 

designation of a zone.  Some enterprise zone programs provided incentives for hiring 

disadvantaged workers.    For example, California offered a wage subsidy to zone 

businesses of up to 50 percent of wages paid to participants in Job Training 

Partnership Act (JTPA) or welfare-to-work programs.      

 Economic theory suggests that enterprise zones may increase resident 

employment.  In zones where subsidies are provided for hiring zone residents, 

businesses have an incentive to hire zone residents rather than non-zone residents 

because the net cost of compensation for zone residents would be lower than for non-

zone residents.  In addition, the subsidies might be used to increase the wages of 

existing jobs for zone residents, perhaps causing wages to rise above individuals' 

reservation wages and moving them into employment.  Even if enterprise zones do not 

have specific incentives for hiring zone residents, one would still expect a rise in zone 

residents' employment probabilities if the policies lead to additional jobs locating in 

the area.  Establishments in an enterprise zone would be able to offer zone residents a 
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 lower wage than other workers because the residents would have lower commuting 

costs, so there would be an incentive to hire zone residents.   

Resident employment probability might not rise even if the enterprise zones 

increase the number of jobs in the area.  If the subsidies offered in enterprise zones 

attract businesses that require workers with skills not possessed by zone residents, then 

there would be no boost to zone resident employment probability.  This might be the 

case because the value of enterprise zone incentives differs greatly from establishment 

to establishment (Papke 1994).  A labor-intensive establishment will find little value in 

capital or property based incentives, while a capital-intensive establishment would 

benefit less from payroll-based incentives.  If enterprise zone incentives induce 

investment into capital that substitutes for the labor of zone residents, the policies 

could reduce the employment probabilities of zone residents by reducing demand for 

their labor   Therefore, the enterprise zones could either increase or decrease the 

employment of zone residents depending on how the composition of businesses 

changes in response to these incentives.  I estimate the net effect of these different 

influences, both positive and negative, of enterprise zones on zone resident 

employment probability. 

1.3 Enterprise Zones in California and Florida 

The programs of California and Florida share a number of key features, such as 

competitive designation of zones and a focus on reducing poverty in the zones.  In 

both states, the zone policies were set primarily at the state level.1  Both California and 

                                                 
1 In some states, such as Pennsylvania, the state designated enterprise zone programs varied greatly 
from zone to zone. 
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 Florida had a number of enterprise zones, thirteen and thirty respectively, that were 

designated in 1986 and implemented at the beginning of 1987.  These states also 

provided more substantial incentives than most states.  Lastly, detailed maps of where 

zones were located during the late 1980's were available for both states.  This section 

summarizes and contrasts the programs of the two states.2    

1.3.1 California's Enterprise Zone Programs 

 The enterprise zone program in California was carefully targeted and provided 

substantial incentives for businesses located in the zones to hire disadvantaged 

workers.  In 1984, California enacted two enterprise zone programs at the same time 

as a legislative compromise.  The Enterprise Zone Act allowed ten zones to be 

designated in 1986.  The Employment and Economic Incentive Areas (EEIA) Act 

created three zones per year in 1986, 1987, and 1988.3  The two programs were 

consolidated in 1994 (California Legislature 1999).   Following other research 

(Dowall 1996, Greenbaum and Engberg 2000, O'Keefe and Dunstan 2001, Bostic and 

Prohofsky 2002), the two programs will be treated as identical.   

  The designation process in California was focused on choosing areas that 

demonstrated need for assistance and potential to benefit from the program.  It was a 

two-tier process implemented by the state’s Department of Commerce.  Local 

jurisdictions filed applications with data from the 1980 Census of Population and 

Housing to establish need and provided descriptions existing and planned business 

infrastructure to demonstrate development potential.  The first tier of the designation 

                                                 
2 For more detail on the programs, see California Department of Commerce (1987) and Office of the 
Auditor General (1993). 
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 process was focused on choosing areas that had poor socio-economic conditions, 

both absolutely and relative to the surrounding counties.  The second tier chose the 

areas with the highest development potential from among the distressed areas.  The 

two programs used similar designation criteria, though the EEIA program was eligible 

only to areas that combined High Density Unemployment Areas (HDUA) with 

industrial areas. 

 Once designated in October of 1986, the incentives of the programs were 

available starting in January of 1987 and they lasted through 2002.  The State of 

California offered a number of incentives that would reduce the corporate income 

taxes of businesses located in enterprise zones.  When the legislature reviewed the 

enterprise zone policies in 1998, they concluded that the hiring tax credit was the most 

substantial incentive (California Legislature 1999).  The hiring tax credit allowed 

businesses to reduce their tax bill by as much as 10 to 50 percent of the wages paid to 

workers enrolled in specific job training or welfare-to-work programs.4  The credit 

started at 50 percent in the first year of employment and declined to 10 percent for the 

fifth year.  While the credit applied to qualified workers regardless of their wage, the 

wage used to determine the credit was capped at 150 percent of the minimum wage.   

The other incentives offered by California were more typical of those offered 

by other states.  Businesses could receive a Corporate Income Tax credit for sales tax 

paid on purchases of manufacturing machinery to be used in the zone.  They were also 

                                                                                                                                             
3 Only the three EEIA zones designated in 1986 are included in this analysis.   
4 In order to prevent fraud, qualified workers were given vouchers that their employers were required to 
submit when claiming the tax credit.  Only wages covered under unemployment insurance were eligible 
so that the state could confirm that the firm was paying the individuals they claimed.   
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 permitted to deduct from corporate income up to $10,000 of purchases of non-real 

estate, depreciable business property to be used in the enterprise zone.  In order to 

encourage start-up business to locate in the zones, businesses were allowed to carry-

over net operating loss for up to 15 years.5  Net interest income from third party 

investments in enterprise zone activities could be deducted from corporate or personal 

income taxes.   

 The incentives available to businesses in an EEIA were quite similar to those 

offered to businesses in an enterprise zone.  One difference is that location in an EEIA 

was not sufficient to qualify for the incentives.  In order to take advantage of the 

incentives either: at least 50 percent of the business's employees had to live in a 

HDUA; at least 30 percent of employees had to be HDUA residents and the business 

had an approved community service plan; or 30 percent of the business's owners were 

residents of a HDUA.  The types of incentives offered were the same as in the 

enterprise zone program, but the details of some of the incentives changed.  The Credit 

for Hiring the Unemployed applied to HDUA residents who were unemployed at the 

time of hire and was less generous than the Hiring Tax Credit in enterprise zones.  The 

business expense deduction was more generous than in enterprise zones, especially in 

the first four years after designation.  The Sales and Use Tax Credit, Net Operating 

Loss Carryover, and Nontaxable Investments incentives were effectively the same in 

both programs. 

According to the Franchise Tax Board of the State of California, the Sales and 

Use Tax Credits and the Hiring Tax Credits accounted for  $9.9 million in tax credits 
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 given to businesses as a result of the enterprise zone/EEIA programs between 1986 

and 1990 (California Legislature 1999).  Of this amount, $6.6 million was due to the 

Hiring Tax Credits.  The sum of the tax credits from 1987 to 1990 is equivalent to 

$450 per unemployed adult 1990 resident.  Unfortunately, the dollars spent are not 

available on a per zone basis during this period.   

In summary, the enterprise zone and EEIA programs in California designated 

zones in distressed communities that the application reviewers believed could be 

influenced by the tax incentives that were offered.  The incentives offered were a 

combination of deductions and tax credits for expenses related to expanding or 

upgrading business and tax credits for hiring targeted workers.  In enterprise zones, the 

targeted workers were those who were receiving job training or search assistance from 

the state.  Unemployed residents of HDUAs were targeted by the hiring credits in 

EEIAs.  Both programs put an emphasis on encouraging program area businesses to 

hire workers with a history of unemployment. 

1.3.2 Florida's Enterprise Zone Program 

 After the violence in Miami in 1980, Florida became the first state in the U.S. 

to implement the enterprise zone concept.  They developed a program that targeted 

"slum and blighted areas" for redevelopment through a combinations of tax and 

regulatory incentives.  After frustration with a very broad enterprise zone program that 

was both expensive and unproductive, the Florida legislature passed a law in 1984 

radically changing the states enterprise zone policies (Logan 1991).  This law reduced 

the number of zones to be designated, required a competitive process for designation, 

                                                                                                                                             
5  Five years for financial institutions. 
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 and set designation criteria that ensured that enterprise zones would go to needy 

areas.   The program created by this law will be described here.  Enterprise zone 

policies in Florida were adjusted in almost every year after 1986, though most of the 

changes were minor until 1993. 

 In 1986, the Department of Community Affairs designated six zones in each of 

five different population categories, for a total of 30 zones.6  The enterprise zone 

program was in effect from the first day of 1987 through 1994.  Designation was 

competitive within size category to ensure that the zones would be located in a variety 

of areas throughout the state.  Municipalities and counties applied to the Department 

of Community Affairs to request designation for zones.  The application included the 

boundaries of the proposed area, information on the condition of businesses in the 

area, information on the population and housing characteristics of the area, the local 

development plan, and the local incentives to be offered.  In order for an area to be 

eligible to be designated an enterprise zone, it had to meet three eligibility criteria.  

The first was that the population of the zone had to be no more than the greater of: 

2,500 people, 10 percent of the population of the jurisdiction where it is located, or the 

percentage of the population of the creating jurisdiction equal to the percentage of 

families with incomes below the poverty line in the county in which the enterprise 

zone is located.7  The boundaries of the proposed enterprise zones had to be 

                                                 
6  The five size categories were jurisdictions having a population of: fewer than 7500 people; 7,500 to 
19,999; 20,000 to 49,999; 50,000 to 124,999; and 125,000 or more. 
7 This eligibility option was created in 1986 so that the North Central Dade zone could be larger. 
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 continuous so that the enterprise zone was a single area.8  The other eligibility 

restriction was that at least 40 percent of the land in the zone had to be zoned 

residential and at least 40 percent had to be zoned commercial or industrial. 

 The decision of which applications to choose as enterprise zones was based on 

the level of need and the local participation plan, with weights of 65 and 35 percent 

respectively.  The factors used to determine the level of need were: the age, quality, 

and vacancy of housing units; unemployment and poverty rates; per capita income and 

its change from 1970 to 1980; percentage change in per capita taxable value of 

property in the area from the prior year; and per capita local taxes.  The local 

participation plan was judged based on the incentives planned, with the most weight 

given to tax abatement and then to improving infrastructure or services.  The greatest 

level of competition for designation was in jurisdictions with 25,000 to 124,999 

people.  In total, there were 43 applicants for 30 zones.9   

 Most incentives were available only to businesses located in the enterprise 

zones.  These were: a property tax credit, a sales tax exemption for electrical energy 

used in an enterprise zone, a sales tax exemption for business property used in an 

enterprise zone, and a sales tax exemption for building materials.  Except for the 

exemption for building materials, at least 20 percent of a business's employees had to 

be zone residents in order for the business to claim these tax credits.  Florida had an 

unusual set of incentives that applied to all businesses in the state, not just those 

                                                 
8 In fact, there were exceptions to this rule.  Some zones had discontinuous parts, specifically the Haines 
City, Umatilla, and Ft. Meyers zones.  The Ft. Meyers zone bordered three of the four sides of the 
Franklin Park zone, so they are treated as one zone in this study.  
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 located in the zones.  One incentive eligible to all businesses in the state of Florida 

was a Community Contribution Tax Credit that could be applied to a number of 

different taxes.  A business received a credit of 50 percent of the amount of an 

approved community contribution to zone development projects, with a maximum 

credit per business at $200,000.10  Businesses hiring eligible workers could choose 

between a corporate income tax credit of 15 percent of wages paid or a monthly sales 

tax credit of $100 for full-time employees and $50 for part time employees.  The 

credits could be claimed by businesses located in a zone for two years and by other 

businesses for one year.  To be considered an eligible employee, an individual had to 

be a zone resident, an AFDC recipient, or a JTPA participant for the prior three 

months and the monthly wages paid could be no more than $1,500.  Prior to 1988, the 

income tax credit was 25 percent of wages paid and JTPA participants were not a 

category of eligible employees.  Also, for non-zone businesses only zone residents 

were eligible hires.  The majority of the hiring tax credits were used for zone residents.  

In fiscal year (FY) 1990, the employers of 3,793 zone residents and 89 AFDC 

recipients benefited from the tax credit.  No credits were claimed for hiring a JTPA 

participant (Office of the Auditor General 1993).   

 In the first three years of the enterprise zone program, 1987-1990, businesses 

received $26,542,340 in tax credits.11  The Enterprise Zone Jobs Corporate Income 

                                                                                                                                             
9  Of the 30 zones that were designated, 25 were in jurisdictions that had enterprise zones in the earlier 
programs, though it is not possible to tell whether they were the same areas. 
10 Most of the businesses taking advantage of this credit were financial institutions. 
11 Data is missing for the equipment and energy tax credits for 1987.  The greatest dollar value for the 
equipment credit was $47,363 in 1988.  The corresponding number for the energy tax credit was $4,846 
in 1989.  It is likely that the values in 1987 were similarly small. 
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 Tax credit was by far the dominant tax credit.  The value of this credit ranged from 

$9.87 million in FY 1987 to $3.59 million in FY 1989, for a three-year total of $21.3 

million.  More than 80 percent of these credits were claimed in the first two years and 

it appears that these credits were claimed for employees hired prior to the start of the 

zone program.  The second largest incentive was the property tax credit, with a three-

year total of $4.2 million.  The remaining credits accounted for less than $1 million in 

forgone taxes.  The sum of the tax credits from 1987 to 1990 is equivalent to nearly 

$1,400 per unemployed adult 1990 resident. 

1.3.3 Comparison of Zone Programs in California and Florida 

 The enterprise zone programs of California and Florida shared a number of 

features.  Both states used a competitive designation process in which jurisdictions 

applied to have one of a fixed number of zones created in their area.  The applications 

were judged on the basis of need, local incentives to be offered, and potential for 

success.  Incentives were offered to employers in both states to hire zone residents or 

people with a history of unemployment.  While the programs of cost each state 

millions of dollars, the costs per unemployed zone resident were small relative to 

many training programs. 

 There are also some distinct differences between the programs of the two 

states.  In Florida, the wages subsidies were offered first for hiring zone residents and 

only later for hiring other disadvantaged workers.  In California, the wage subsidies 

were offered based on the unemployment and public assistance history of the worker.  

The Florida program chose areas in a wide number of size classes and in rural areas 
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 while all but three California zones were located in larger cities.12  The California 

program was more targeted than Florida’s.  In 1990, 1.5 percent of California’s 

population lived in one of the state’s 13 enterprise zones while in Florida 2.9 percent 

of the population lived in one of the state’s 30 zones. 

1.4 Enterprise Zone Evaluations 

 There has been an active literature regarding the effectiveness of state 

enterprise zone policies in increasing the total number of people employed in the 

zones, regardless of where they live.  Case study research has found a great degree of 

variation in policy effects.13  There have been studies of this type for the California 

and Florida programs (Dowall 1996, Office of the Auditor General 1993).  Each of 

these concluded that the zones had no effect.  These studies compared zones to larger 

geographic areas, such as the counties they are located in, but did not compare zones 

to similarly distressed areas.  Since enterprise zones were created in areas with high 

levels of poverty and unemployment, it is unlikely that the surrounding county is a 

relevant comparison to an enterprise zone. 

A recent book by Peters and Fisher (2002) provides a thorough summary of the 

literature regarding the effectiveness of enterprise zones in attracting businesses and 

presents their analysis of enterprise zones.  Their empirical work, which primarily uses 

Zip Code as the unit of analysis, uses a sample of zones drawn from 13 states and 

estimates the value of tax incentives offered in zones with representative firm models.  

They show that enterprise zone incentives are small relative to other business costs.    

                                                 
12 This difference is not likely to be important in reality because very few dollars were spent in the two 
smallest size classes in Florida (Office of the Auditor General 1993).   
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 Consistent with other studies, they find little growth in the number of jobs and 

businesses in enterprise zones.  Using the Census Transportation Planning Package to 

study a small number of zones, they show that nearly 10 percent of employed zone 

residents work in the zone, while roughly 20 percent of zone employees reside in the 

zone.  Unfortunately, they do not provide similar numbers for comparable non-zone 

areas. 

More recent analyses of the California enterprise zone program in the 1990's 

have found positive employment effects.  O'Keefe and Dunstan (2001) use a 

propensity score matching estimator to test whether tracts containing enterprise zones 

had higher growth in the number of jobs located in the zone tracts and wages paid by 

those jobs relative to similar non-zone tracts.  Using establishment data and 

controlling for only the 1990 characteristics of tracts, they find that zones on average 

had a higher rate of job growth than non-zone areas but lower growth in wages.   

While their work provides evidence that zones did encourage business development in 

the 1990's, it does not tell us whether zone residents benefited from the jobs.  Another 

recent paper by Bostic and Prohofsky (2002) uses individual tax returns from 1993 to 

1997 to study whether workers employed in zones had faster than expected wage 

growth.  They find that wages increased faster for workers employed in enterprise 

zones and these workers were more likely to file taxes each year than other similar 

workers, suggesting more sustained employment.  Their results suggest that zone 

policies did benefit workers, but their analysis cannot distinguish between zone 

residents and other workers who were hired using the tax credits. 

                                                                                                                                             
13 See Wilder and Rubin (1996) for a thorough summary of this research. 
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 There have been a few other studies of the impact of enterprise zones on 

resident employment.  In Papke's (1993) work regarding the employment impacts of 

enterprise zones, she focuses on a set of enterprise zones from Indiana.  She finds that 

the policies had only small effects on resident employment, reducing unemployment 

by 0.15 percentage points.  In other work, Papke  (1994) finds that unemployment 

claims in unemployment offices near enterprise zones fell by 25 percent relative to 

what they would have been in the absence of the programs.  This result runs contrary 

to her earlier finding of small employment effects, but this difference could be due to 

some empirical issues.  The result is based on 10 enterprise zone unemployment 

offices and 12 control unemployment offices, so the sample size is small.  

Furthermore, the offices all served a much larger area than just the enterprise zones, so 

the change cannot be directly attributed to enterprise zones.   

One important strand of the literature on enterprise zones is the work by 

Bondonio, Engberg, and Greenbaum (1998, 1999, 2000, 2001, 2003).  Their research 

is notable because it addresses the issue of selection for designation of enterprise 

zones and they collected a large database regarding enterprise zones in several states.  

Their papers explore the impact of zones on business outcomes by using 

establishment-side data aggregated to the Zip Code-level.  In general, they use data 

from six states and choose a sample of non-zone areas that are similar to the zone 

areas to use as controls.   These authors have consistently found no significant impact 

of enterprise zone policies on the number of jobs created and little impact on other 

business outcomes.   
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 In Greenbaum and Engberg (2000), the authors use Census of Population and 

Housing data from 1980 and 1990 aggregated to the Zip Code-level to estimate the 

impact of enterprise zones on the growth rates of employment, income, poverty status, 

population, housing value, occupancy, and home ownership.  The zones evaluated are 

drawn from California, Florida, New Jersey, New York, Pennsylvania, and Virginia.  

They find that, relative to similar non-zone areas, enterprise zones had higher rates of 

growth in poverty and unemployment.   

While the work of Engberg and Greenbaum is a substantial contribution to the 

study of the impact of enterprise zones on zone residents, there are a few reasons to 

question its results.  One issue is the method they use to control for Zip Code 

characteristics prior to designation.  They estimate the probability that a zone was 

designated an enterprise zone as a function of several Zip Code characteristics, 

including rates of poverty and unemployment in 1980 and changes in the number of 

jobs in the Zip Code prior to designation.  The estimated probability, or propensity 

score, is the only variable they include in their models to control for Zip Code 

characteristics.  This means that their estimate depends on a linear relationship 

between growth rates and their propensity score, which is not the usual method for 

conditioning on propensity score and imposes a severe functional form restriction on 

the relationship between the observable characteristics and the outcomes of interest. 14 

Another issue is that they use Zip Codes as their unit of analysis, which provides an 

imprecise measure of zone location.  Below, I find that Zip Code defined enterprise 

                                                 
14See Rosenbaum and Rubin (1983) and Black and Smith (2004) for more typical examples. 
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 zones are often more than five times as large as the true enterprise zones.  This is a 

troubling degree of measurement error in the variable of interest. 

  One issue that has not been addressed by the literature is the impact of the 

composition of residents on aggregated measures of resident employment.  This is 

important because zones may have had different demographic trends than other areas.  

Suppose that after zone designation enterprise zones experienced a sharp exogenous 

fall in the human capital of residents relative to non-zones.  In this case, one would 

expect a fall in employment rates in the zones due to differences in the characteristics 

of zone residents.  The absence of such a fall would suggest that zones increased the 

employment probabilities of zone residents.  Therefore, looking at employment 

outcomes without conditioning on the traits of residents could be misleading.  In order 

to estimate whether enterprise zones changed the employment probabilities of 

residents, rather than the employment rate in the zone, it is necessary to control for the 

characteristics of zone residents.  Another reason it is important to control for the 

characteristics of zone residents is that individual characteristics are a more important 

determinant of employment than where one lives.  A small difference in the education 

levels in a neighborhood is likely to have a larger influence on the neighborhood's 

employment rate than the effect of the neighborhood.  In order to identify the 

neighborhood effect on employment, it is necessary to control for the confounding 

effect of resident characteristics. 

While the literature regarding the evaluation of enterprise zones has grown and 

improved over time, we still know very little about how zones affected residents.  The 
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 rationale for such a geographically targeted program is that it should concentrate 

economic growth in the areas chosen and benefit the members of those communities.  

This study addresses specifically the question of whether zones increased the 

employment of people living in tracts that contained a zone.  The methodology I 

develop and implement allows me to condition for the characteristics of zone residents 

and estimate the effect of enterprise zones on resident employment probability, rather 

than on the unconditional employment rates used by the rest of the literature.  This is 

possible because I use individual-level data from the 1990 Census rather than 

aggregate data.  Using individual-level data also permits me to use more precise, time-

consistent geographic areas as my units of analysis.   

1.5 Methodology 

 This dissertation uses a three-stage estimation strategy to estimate the effects 

of enterprise zones on resident employment probability.  The first stage uses 

employment probability models in order to calculate the neighborhood effect on 

employment conditional on the characteristics of the people who live in the 

neighborhood.  The second stage estimates the propensity for an area to be designated 

an enterprise zone.  The third stage estimates the effect of enterprise zone policies on 

resident employment by matching on the estimated propensity score.  This section 

discusses in detail the estimation strategy and how it is implemented. 

 The parameter of interest in this thesis is the average effect of containing an 

enterprise zone on resident employment probability for areas containing a zone, 

conditional on the traits of residents.  This is also called the treatment effect on the 
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 treated, where the treatment for a neighborhood is containing an enterprise zone.  

More formally, the parameter of interest is: 

 1 0[ | 1, ]E Y Y T X x∆ = − = = , 

where T=1 if the area contains an enterprise zone, Y0 is the employment rate in an area 

in the absence of an enterprise zone, Y1 is the same with an enterprise zone, and X is a 

vector of the demographic characteristics of the people who live in the area.  What 

makes this non-trivial is that it is not possible to observe Y1 and Y0 for the same area 

and that it is necessary to condition on X.  The first stage conditions on X by 

estimating the probability that an individual is employed as a function of their own 

characteristics as well as area fixed effects.  The model estimated is: 

 ( )ij ij j iy f Xβ α ε= + + , 

where i indexes individuals and j indexes areas, 1ijy =  if individual i in j is employed 

and 0 otherwise, ijX  is a set of characteristics of individual i in j, jα  is an area fixed 

effect, and iε is an error term.  Because jα  is conditional on ijX , the parameter of 

interest becomes: 

 1 0 1 0[ ( ) ( ) | 1] [ ( ) | 1] [ ( ) | 1]c E g g T E g T E g Tα α α α∆ = − = = = − = ,  

where 1α  is the area effect if T=1 and 0α  is the area effect if T=0 and (.)g  is a 

function that maps the coefficient estimate to a marginal effect.   

By estimating the fixed effect, the estimation problem becomes like other 

program evaluation problems, where the difficulty is in estimating the counterfactual, 

0[ ( ) | 1]E g Tα = .  I use a propensity score matching estimator for that purpose.  The 
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 motivation for using propensity score matching rather than regressions to estimate 

the counterfactual is that enterprise zones were designated in a small number of 

distressed areas.  The vast majority of areas are not similar to enterprise zones, so most 

non-treated areas provide little information about what would happen to enterprise 

zone areas in the absence of the programs.  Propensity score matching resolves this 

problem by systematically selecting relevant comparison areas from a large pool of 

mostly irrelevant areas.  Also, enterprise zones would be outliers in most regressions 

of area traits on employment outcomes because they are so distressed.  Therefore, 

models that fit most areas are likely to fit poorly for enterprise zones.  Matching 

estimates do not suffer from this problem because matching does not impose a specific 

functional form on the relationship between observable characteristics and the 

outcome of interest.  

To use propensity score matching estimators it is necessary to assume:  

selection into treatment is a function of observable characteristics Z, there exists a set 

of observations S with similar Z that contain areas with T=1 and areas with T=0 (the 

common support condition), and 0( ) |g T Z Sα ∈ (the conditional independence 

assumption).15  These conditions are a summary of the conditions in Heckman, 

Ichimura, Smith, and Todd (1998).  It is also assumed there is a function such that 

Pr( 1| ) ( )T Z P Z= = .  Then by propositions one and two in Rosenbaum and Rubin 

(1983), it follows that: 

                                                 
15  symbolizes independence. 
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0( ) | ( ),g T P Z Z Sα ∈  

0 0[ ( ) | 1, ( ), ] [ ( ) | 0, ( ), ]α α∴ = ∈ = = ∈E g T P Z Z S E g T P Z Z S .  

The estimated parameter is now: 

 1 0{ [ ( ) | 1, ( )] [ ( ) | 0, ( )]} |α α∆ = = − = ∈f E E g T P Z E g T P Z Z S  

which differs from C∆  by requiring that observations be in the common support 

region.  This estimate also ignores general equilibrium effects, so the stable unit 

treatment value assumption must hold for all areas in the analysis (Lechner 2001).  

This assumption requires that the zone programs do not induce selective migration.  In 

the final chapter of this thesis, I provide evidence of the plausibility of that 

assumption.  It also must be assumed that individual characteristics do not change as a 

result of living in a treated area. 

 Of the assumptions necessary to use this estimator, the one that usually raises 

the most concern is that selection is strictly on observable characteristics.  It is 

possible that unobservable characteristics influenced which of the areas that met the 

states' criteria were designated enterprise zones.  However, as Greenbaum and 

Engberg (1999) noted, enterprise zones were designated by state governments in 

accordance with policies that outline specific levels of poverty, unemployment, or 

other observable characteristics.  In California and Florida, much of the legislated 

selection process depended on data from the 1980 Census of Population and Housing 

similar to that which I use to estimate the propensity scores.  Therefore, the concern 

about selection on unobservables is less problematic than in many other contexts. 
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  The effects of enterprise zones are estimated separately for California and 

Florida.  This is because the selection process and incentives offered differed by state, 

so it would be improper to treat them as equivalent programs.  The second chapter of 

this dissertation details the employment probability models that comprise the first 

stage and the resulting estimates of the neighborhood component of employment 

probability.  The estimation of P(Z) and the matching estimates of the effect of 

enterprise zones on resident employment are discussed in detail in the third chapter, 

which also contains my conclusions. 

1.6 Data 

 The remainder of this chapter discusses the data work that is the foundation for 

all of the empirical work.  Five kinds of data are necessary for this study: data on the 

location of zones, demographic data from prior the designation of the zones, 

demographic data from after the designation of the zones, information on employment 

growth prior to designation, and data that bridge the geographic codes used on each 

data source.  Maps of each of the zones are used to define where enterprise zones were 

located.  Data on the characteristics of the population by tract from 1970, 1980, and 

1990 come from the Censuses of Population and Housing.  The individual-level data 

from the 1990 Census long-form sample are also used to estimate the tract effects on 

employment probability and to create 1980-tract-level statistics from the 1990 Census.  

In order to control for pre-designation trends in local employment growth, I make 

special tabulations from the source data for the County Business Patterns data, the 
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 Standard Statistical Establishment List.16   Finally, to link detailed areas across time, I 

use geographic information system (GIS) data about how geographic codes changed 

over time.  

 This dissertation uses three units of geography that may be unfamiliar to some 

readers: Census place, tract, and block.  The following brief descriptions of these 

measures are derived from the Census Bureau's Geographic Area Reference Manual 

(1994), which contains more complete information.  Census geography changes 

somewhat for each decennial census.  Census places are typically incorporated areas, 

such as cities, towns, and villages.  They range greatly in size and there is no 

established minimum size because states have different incorporation criteria.17    

There are also Census designated places, which are unincorporated areas that resemble 

incorporated areas and, in the case of urban areas, have a population above 2,500.18  

Places vary greatly in population and land area and can cross county lines.  For 

Economic Censuses, data are tabulated for incorporated places with population of at 

least 2,500, as well as for certain economically important unincorporated places.  The 

Census Bureau also assigns Census tracts as a more detailed unit of geography.  Tracts 

usually have boundaries that follow visible features, population between 2,500 and 

                                                 
16 The individual-level data on people and establishments used in this study are restricted access, 
confidential data.  I have been able to use them because I am employed by the Bureau of the Census's 
Center for Economic Studies.  There is also a process for outside researchers to access similar data.  For 
more information, see http://www.ces.census.gov. 
17 Areas that are close to meeting the criteria for place can encourage the Census Bureau to designate 
the area as a place. 
18 In 1980, the minimum population for CDPs in larger (smaller) urban areas was 5,000 (1,000).  In both 
1980 and 1990, the minimum population for a CDP in a rural area was 1,000.  There are exceptions in 
both years because some areas had lower than anticipated populations. 
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 8,000, and do not cross county lines.19  In my sample, the median tract size is 0.67 

square miles and the median 1980 population is 3,501.  As a point of reference, an 

urban Zip Code typically contains four to six tracts, though their boundaries are 

unrelated.  Census blocks are the most detailed unit of geography that the Census 

Bureau releases data for and, since 1990, all other units of Census geography are 

aggregations of blocks.  In an urban area, a block is often a single city block.  Like 

tracts, block boundaries typically follow visible features.  A block group is a group of 

contiguous blocks and provides a level of detail between tract and block.   

1.6.1 Enterprise Zone Location 

 In California and Florida, enterprise zones do not conform precisely to any 

geographic areas for which data is available.  In order to analyze the zones, it is 

necessary to convert their ad hoc geography to more common statistical units.  After 

experimenting with alternative definitions, the unit of analysis for this study is 1980 

tract-place pair.  This is superior to other alternatives because it is possible to build 

precise, time-consistent definitions of the zones.  For example, Greenbaum and 

Engberg (2000) use Zip Codes as their unit of analysis because they have 

establishment-level data tabulated at the Zip Code-level and they aggregate 1990 

block groups and 1980 tracts to Zip-Code-like areas.  Each type of aggregation leads 

to less precision in the measurement of zone status and area characteristics.  This is 

especially true for Zip Codes, which often have boundaries that are unrelated to those 

of zones or common statistical units. 

                                                 
19 Tracts are delineated by committees of local data users or by governments where no such committee 
is feasible. 
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  I mapped each of the enterprise zones designated in 1986 in California and 

Florida with GIS software using the Census Bureau's 1992 TIGER/Line files as source 

data.  The 1992 TIGER/Line files provide geographic information at the polygon-

level, which is at least as small as a Census block.20  The 1992 TIGER/Line data have 

Census geographic codes for 1990 and 1980.  By mapping the zones using the 

TIGER/Line data, it is possible to get a very precise definition of where zones were 

located and then compare alternative definitions of zone location.  The source maps of 

zone locations were published by the states where the zones were located and I 

manually mapped the zones to the polygon-level.21  Except for zones that incorporated 

rural or water areas, which have very large polygons, the polygon-defined zones are 

very similar to the source maps.22   

 Tables 1.1 and 1.2 show how different measures of enterprise zone location 

relate to each other in California and Florida respectively.  The first column has the 

area of the zone calculated from the polygon-level.  In California, the zones ranged 

from 0.46 square miles to 17.38 miles, with an average of 7.11 miles.  Of the thirteen 

zones, eight are between 2.5 and 10 square miles.  In Florida, there was more 

dispersion in the size of zones, ranging from 0.14 to 26.53 square miles with an 

average of 3.29.  The largest zones in Florida were in Jacksonville and North Central 

Dade.  The average number of 1990 residents in a zone was 33,681 in California and 

                                                 
20 The X-Tools extension for ARCView 3.2 was used to augment the TIGER/Line data with the area of 
each polygon.  
21 The maps from Florida were very precise and appear to have been generated from similar 
TIGER/Line files.  In California, the boundaries were not as clearly delineated, but the maps showed 
the shape of the zones and showed major roads in and around the zones, which permitted accurate 
mapping. 
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 13,910 in Florida.  The population size in zones is more heterogeneous in Florida 

than California, reflecting Florida's decision to place zones in a variety of areas across 

the state.23  The Jacksonville and North Central Dade zones were particularly large, 

containing 63.5 percent of all zone residents.    In California, the most populated zones 

were Watts and San Jose, with 43.8 percent of all zone residents. 

 The most detailed geographic area for which Census data are available is 

Census blocks, so I convert the polygon definition of enterprise zones to a block 

definition.  Any block that contains part of a zone is counted as being within an 

enterprise zone.24  The block-based definition of zone location is very similar to the 

polygon definition.25  In order to use data from the 1980 Census to find control areas, I 

convert the block-defined zones to geographic codes that were used in the 1980 

Census.  Publicly available data for areas smaller than Census tract is very limited, so I 

use 1980 Census tract-place pairs, which I will call tracts throughout this thesis, as the 

unit of analysis.26  Tables 1.1 and 1.2 show how tracts can define zones.  If one uses 

all tracts that contain any part of an enterprise zone to define zone location, then the 

percent of the 1990 population of the tract defined zone that actually lives in the zone 

ranges from 3 percent to 100 percent, with an average across zones of 47 percent in 

                                                                                                                                             
22 Because I restrict the analysis to predominantly urban tracts, the poorly mapped zones are not 
included in the final analysis.  
23 This is also indicative of Florida's decision to let zone size vary with a city's poverty rate. 
24 Identifiable water blocks were excluded because they can contain the population of ships that are not 
clearly residents of the area. 
25 In California, the polygon-defined area is no less than 73 percent of the block-defined area, with an 
average of 90.76 percent across zones.  In Florida, all but one zone has overlap of 89 percent or higher, 
with an average of 95.9  percent.  The exception was Immoklee, where only 12 percent of the block 
area was in the polygon area.  This zone contained a number of unpopulated areas that led to larger 
blocks. 
26 I find the combination of Census place and tract more accurate than tract alone. 
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 both states.  If instead one counts only tracts where 25 percent or more of residents 

live in an enterprise zone as being zone tracts, the averages in Florida and California 

move up to 71 percent and 74 percent respectively.  One small zone in each state is 

excluded from the analysis by using this restriction.27  Using the 25 percent cutoff to 

count a tract as within a zone also means that some people who live in a zone are not 

included in the analysis.  When looking across zones in California, 86 percent of 

people who lived in an enterprise zone lived in a tract where 25 percent or more of the 

1990 population lived in a zone.  The corresponding number for Florida is 88 percent.  

If a more restrictive cutoff were used, the percent of people who actually live in zones 

that live in the tract-defined zones would fall.  Therefore, unless mentioned otherwise, 

tracts with more than zero and less than 25 percent of 1990 population living in a zone 

are dropped from the sample.   

 Figures 1.1a to 1.1d illustrate how accurate the definition I use is relative to 

alternate definitions.  Most of the enterprise zone evaluation literature uses Zip Code 

as the unit of analysis.  The darkest gray areas indicate Zip Codes that contain an 

enterprise zone, the lighter gray shows tracts that contain enterprise zones where no 

more than 25 percent of the tract's 1990 population lives in the zone, and the white 

areas are those tracts where more than 25 percent of the 1990 population live in the 

zone -- the definition of zone location I use.  The dark line is the boundary of the zone.  

Figure 1.1a shows a typical case, the Ft. Lauderdale, FL enterprise zone.  Its 

boundaries are oddly shaped and it is impossible to exactly match the zone boundaries 

using 1980 tracts.  However, using all tracts rather than those where at least a quarter 
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 of the population lives in the zone would yield an area nearly double the actual size 

of the zone.  Using Zip Codes to define zone location would yield an area much larger 

than the actual zone and would include areas more than four miles from the zone 

boundary as part of the zone.  Because these programs are tied directly to geography, 

such measurement error could be very problematic.   Figure 1.1b shows a similar map 

for the Jacksonville, FL enterprise zone, which is typical of zones in densely populated 

areas because the boundary of the zone matches closely with a group of 1980 tracts.   

Figures 1.1c and 1.1d provide examples from California, the zones of San Diego and 

Fresno. 

1.6.2 1980 Tract-level Data from 1970, 1980, and 1990 

 The data regarding the demographic and housing characteristics of tracts are 

from the Censuses of Population and Housing from 1970 through 1990.  The data 

from 1990 are my own tabulations using restricted access, individual-level data.  

Unfortunately, similar individual-level data from 1970 and 1980 are not available at 

this time.28  I use publicly available data from the 1970 and 1980 Censuses.   

 The 1980 data are drawn from the 1980 Summary Tape File 3A (STF3A), 

which contains population and housing counts for a wide variety of characteristics at 

various levels of geography.  One limitation of these data is that smaller areas have a 

high rate of suppression for very detailed tables.29  I deal with the problem of 

suppression in two ways.  First, only tracts with 1980 population of 100 or more are 

                                                                                                                                             
27 The excluded zones are Porterville, CA and Tarpon Springs, FL. 
28 There is a project working to reclaim such data now, but this work is in progress as of the writing of 
this thesis. 
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 used in the analysis.  This restriction also helps to reduce measurement error for 

items drawn from the one-in-six sample of households that receive the longer survey 

form, called the long-form sample.  This sample provides data on employment, 

income, education, and a host of other topics.  The second way I cope with 

suppression is I do not include traits broken out by race or ethnicity in my models 

using tract-level data from the Censuses prior to 1990.  These items, such as the 

percent of blacks with more than a high school degree, have high suppression rates 

and including variables derived from these traits could create a problem with missing-

data.  Some predominantly rural counties were not given Census tracts in the 1980 

Census, so I do not include them in the analysis.30  The 1970 data come from the 

Fourth Count A files for population and housing, which are very similar in nature to 

the 1980 STF3A data.  These files have data at the Census tract-level.  The link 

between 1970 and 1980 tracts was made with a file created by the Census Bureau that 

relates 1980 Census tracts to 1970 Census tracts.  Of the 9,234 tracts with 1980 

population of at least 100, 13 percent were not tracted in 1970.31  The asterisks in 

tables 1 and 2 indicate which enterprise zones were not given tracts in 1970. 

 This study uses data from the 1990 Census of Population and Housing in two 

ways.  In order to get 1990 data at the 1980 tract-level, I make tabulations from the 

1990 Sample Edited Detail File (SEDF) and the 1990 Hundred-percent Edited Detail 

File (HEDF).  The SEDF contains the records for the sample of respondents who 

                                                                                                                                             
29 For example, 2,062 of the 9,935 tracts in California and Florida have suppressed tables for 
characteristics of blacks even though these tracts have black residents.   
30 There are two enterprise zones in Florida that were not tracted in 1980, Chipley and Starke. 
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 completed a long-form questionnaire while the HEDF has the information from 

responses to the short-form questionnaire.32  I aggregate the data to 1980 tract by using 

1990 block and the 1992 TIGER/Line geographic data files.33  In addition, individual-

level data from the SEDF was used to estimate the employment probability models.  

This dataset has the large samples necessary to precisely estimate tract fixed effects. 

1.6.3 Business Climate Data 

 To control for changes in business climate prior to zone designation, I made 

special tabulations from the Standard Statistical Establishment List (SSEL) from 1982 

to 1986.  The SSEL is a database of establishments with employees maintained by the 

Census Bureau and serves as the sampling frame for most establishment surveys.34  It 

has limited information, such as total employment and industry codes, for most active 

establishments. The finest level of geography available in the SSEL in this period is 

the Census place code used in the 1982 Economic Census.35  I calculate the number of 

employees and establishments in each place for each year and link these data to the 

demographic data by Census place. 

                                                                                                                                             
31 There were 11 1980 tracts that linked to multiple 1970 tracts, in which case the mean of the 1970 data 
weighted by 1970 population was used for the 1970 characteristics for the 1980 tract. 
32 As is the case in the STF data, the HEDF was used to calculate 1990 population; percent white, black 
and Hispanic; vacancy rates; and the distribution of ages.  The SEDF was used to calculate the 
remaining 1990 tract-level variables. 
33 The tract that was the largest portion of the block was used for the 2 percent of blocks that were part 
of multiple tracts.  On average, 78.5 percent of the area of these blocks was in the tract assigned. 
34 Some industries that were out of scope for the Economic Censuses of 1982 had either no data or data 
at the firm-level.  These industries are: government, military, agriculture, FIRE, and colleges and 
universities. 
35 For incorporated places with 1980 population above 5,000 and unincorporated places with 1980 
population above 10,000, the 1982 Economic Census place code is the same as the place code used in 
the 1980 Census of Population and Housing.  Smaller places are not given place codes.  Rather than 
drop places that were not given unique codes in the 1982 Economic Census, I use the employment 
trends for the non-coded component of each county.   
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 1.7 Conclusion 

This chapter lays the groundwork for the rest of the dissertation.  One of the 

many goals of enterprise zone programs is to serve as a substitute for traditional social 

insurance and job training programs.  The literature on enterprise zones has primarily 

focused on the effectiveness of enterprise zones in attracting business activity.  The 

most robust finding is that enterprise zones had negligible impact on the growth rates 

of the number of businesses or jobs located in the zones.  The three papers that have 

studied the effect of enterprise zones on resident employment have contradictory 

findings: one found large positive effects (Papke 1994), one found small positive 

effects (Papke 1993), and the most recent found mixed but largely negative effects 

(Greenbaum and Engberg 2000).  My work provides definitive evidence by focusing 

on states where the zone programs were targeted to affect the employment of 

disadvantaged people, using better measures of where zones were located, and a 

methodology that is suited to evaluating the effect of a geographically determined 

policy on an individually determined outcome.  A caveat of my work is that I focus on 

two states and evaluate the impact of the programs from 1987 to 1990.  The effects of 

different enterprise zone programs, or the same programs over a different time period, 

may be different. 

 This dissertation adapts program evaluation techniques to evaluate the effects 

of these programs on the employment of zone residents.  The technique can be applied 

to other situations where selection for treatment occurs at an aggregated level while 

the outcome of interest is determined at the individual-level.  The first step is to 
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 generate a tract-level measure of employment outcomes that controls for the 

characteristics of individuals living in the tract.  Chapter 2 details this work.  The next 

step is to find the difference in outcomes between enterprise zone tracts and 

observationally equivalent non-zone tracts.  This gives the estimated effect of the 

enterprise zones conditional on the characteristics of the population in the zone and 

non-zone areas.  These estimates are presented in Chapter 3. 
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Figures for Chapter One 

 

Figures 1.1 to 1.1d: Comparison of Different Measures of Enterprise Zone 

Location 
Legend

(1.1a) Ft. Lauderdale, FL EZ (1.1b) Jacksonville, FL EZ

(1.1c) San Diego, CA EZ (1.1d) Fresno, CA EZ

=Enterprise zone boundary

= Zip Code containing EZ

=Tract containing EZ with no more than 25% of population in EZ

=Tract containing EZ with > 25% of population in EZ
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CHAPTER TWO 

Neighborhood and Employment:  Separating Who You Are from 

Where You Live 

 

2.1 Introduction 

 Since Kain's seminal paper (1968) introduced the spatial mismatch 

hypothesis, much has been made of how employment rates vary across 

neighborhoods.36  Researchers have also focused on how people's employment is 

influenced by the characteristics of their neighbors.37  One reason that addressing 

these questions is difficult is that neighborhoods vary by the characteristics of 

residents as well as by any neighborhood effects, such as spatial access, peer 

interactions, or other neighborhood-determined factors.  In this chapter, I estimate 

the component of employment probability that is directly correlated with residential 

neighborhood.  This provides relative measures of the influence of economic 

characteristics that are related to place of residence on employment. 

Most empirical studies of the spatial mismatch hypothesis have either used 

neighborhood-level data to study how average employment rates vary by 

neighborhood (e.g. Ellwood 1986) or individual-level data to study the relationship 

                                                 
36 See Holzer (1991) and Ihlanfeldt and Sjoquist (1998) for literature reviews. 
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 between employment and neighborhood type (e.g. Raphael 1998a).  Ihlanfeldt and 

Sjoquist (1998) note that, "Depending on which type of data is used, a different set 

of important independent variables gets excluded from estimated equations."  Using 

neighborhood-level data, it is not possible to fully control for the characteristics of 

residents when studying how employment rates vary by neighborhood.  This is 

especially problematic if there is within-neighborhood variation in characteristics 

related to individuals' employment probability, such as education, because 

neighborhood-level data will not capture that variation.  Studies that estimate the 

effect of neighborhood type with individual-level data are also not fully satisfying.  

These studies typically combine neighborhoods into broad categories, such as central 

city versus suburban.  These categories can contain heterogeneous neighborhoods.  

For example, the Washington, DC neighborhoods of Trinidad and Friendship 

Heights are both in a central city but are sharply different.38   

The spatial mismatch literature focuses on the impact of neighborhood 

attributes (primarily job access) on the people living in the neighborhoods.  Ideally, 

one would control for other determinants of employment, such as the human capital 

of people living in the neighborhood, when studying the impact of neighborhood 

characteristics.  Papers that have done this are subject to criticism regarding how 

they specify neighborhood attributes.  For example, Raphael's (1998b) choice of 

defining job growth rate within a 30 minute commute as a measure of job access has 

been criticized because it does not capture whether the jobs measured match the 

                                                                                                                                          
37 See Galsten and Killen (1995) for literature review. 
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 skills of residents (Ihlanfeldt and Sjoquist 1998).  Rather than assume a specific 

relationship between neighborhood attributes and individual employment, it would 

be good to control for neighborhood in a flexible, detailed manner.   One way to 

make cross-neighborhood comparisons more fruitful is to first estimate the 

component of employment probability correlated with residential neighborhood 

when conditioning on the individuals in the neighborhood.  This is the approach that 

I take. 

 My method for estimating the component of employment that is explained 

by neighborhood of residence is straightforward: I estimate employment probability 

models and estimate neighborhood fixed effects, either directly by including 

neighborhood fixed effects or indirectly by estimating neighborhood-level 

employment models and using the average residual from these areas.  These 

neighborhood effects provide a measure of the component of resident's employment 

probability that is explained by the neighborhood.  I call this neighborhood 

component the conditional employment probability because it is estimated 

conditional on the observable characteristics of residents.  I then estimate how the 

conditional employment probability is correlated with neighborhood characteristics, 

such as percent of the population that is black or whether the neighborhood is in a 

central city.  I do this for two different types of employment probabilities: the 

probability that an adult is employed given they have chosen to participate in the 

labor market and the probability that an adult is employed regardless of labor market 

                                                                                                                                          
38 At the time this dissertation is being written, Trinidad is a poor, predominantly black area while 
Friendship Heights is a wealthy, predominantly white neighborhood. 
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 participation.  I look at the employment of men and the employment of all prime 

age adults.  I use a variety of specifications and find the results consistent.  Because 

my ultimate motivation for estimating the conditional employment probabilities of 

these neighborhoods is to study the effect of enterprise zone policies on the 

employment probabilities of zone residents, I focus on two states: California and 

Florida.  This also motivates my definition of neighborhood: a 1980 tract-place pair.  

The reasons for these choices are discussed in the first chapter of the dissertation. 

I do not believe that the tract effects I estimate are strictly neighborhood 

effects that reflect only relatively fixed neighborhood characteristics like job 

accessibility.  Instead, a number of different factors correlated with residential 

neighborhood are potentially embodied in the tract effects.  For example, if people 

with unobservable propensities to be employed live near people with similar 

propensities, that would be reflected in the tract effects.  Similarly, if there are peer 

effects or interaction effects between neighbors, that would be picked up in the tract 

effects.  However, I do believe that the tract effects I estimate are closer to the 

underlying neighborhood effects on employment than the unconditional employment 

rates are. 

 This chapter is organized as follows.  Section 2.2 discusses how I estimate 

the conditional employment probabilities and presents the results from the 

employment probability models.  Because these tract effects are not a commonly 

used measure and are important inputs to the work in Chapter 3, I discuss the 

characteristics of these effects in detail.  I discuss the distributions of the different 
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 estimates of conditional employment probability and how they are related in section 

2.3.  I end with conclusions in section 2.4. 

2.2 Employment probability models 

 I use three different models to estimate the neighborhood effects: individual-

level probit, individual-level ordinary least squares (OLS), and tract-level weighted 

least squares (WLS).  In each of the individual-level employment probability models, 

the dependent variable is an indicator for whether or not an individual is employed.  

The independent variables included are a number of individual characteristics and a 

set of neighborhood fixed effects.  These fixed effects provide an estimate of the 

component of employment explained by the tracts when controlling for the 

characteristics of individuals.  In the WLS models, the dependent variable is the 

neighborhood employment rate and the independent variables are neighborhood level 

measures of resident characteristics. 

As mentioned in the first chapter, the data I use to estimate the employment 

probability models is the 1990 Sample Edited Detail File (SEDF).  The SEDF is the 

long form sample of households from the 1990 Census of Population and Housing 

and provides large samples, detailed geographic units, and data regarding 

individual's housing, labor market activities, education, and a wealth of demographic 

characteristics.  Using the process discussed in Chapter 1, I focus first on California 

and Florida and convert 1990 Census Blocks to 1980 Census Tract-Place pairs 

(hereafter, tracts).  In order to focus on urban areas similar to enterprise zones, some 

sample restrictions were placed on all stages.  Tracts where less than 95 percent of 
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 the 1990 population lived in an urban area are dropped, which eliminated 15 

percent of the tracts in the sample.  Tracts with 1980 population below 100 are 

dropped to reduce problems with measurement error and missing data.  This cut 662 

tracts from the sample.  In order to eliminate isolated urban areas that would not be 

appropriate controls for enterprise zones, the analysis was restricted to tracts located 

in a Metropolitan Statistical Area in 1990, which eliminated 295 tracts.39  In addition 

to the restrictions related to the share of the population of the tract living in an urban 

area and the 1980 tract population, the sample for the individual-level employment 

probability model is restricted to adults aged 18 to 55 and not enrolled in school in 

order focus on prime-age employment.40  I drop observations that have missing or 

imputed data for employment status, enrollment status, race, education, or age to 

reduce measurement error.41  To have a basis with which to compare California and 

Florida to the whole United States, I also estimate individual-level employment 

probability models without fixed effects for men and women living in all urbanized 

areas in the United States, which I will call the urban US samples.  The national 

samples have the same restrictions as the single-state samples in regard to age, 

school enrollment, and imputed data. 

I look at employment probabilities for twelve different samples.  The primary 

sample, which I call the pooled sample, includes both men and women and is 

                                                 
39 The zones eliminated from the study by the MSA restriction were Calexico and Eureka in 
California and Leesburg and Umatilla in Florida.   
40 Note that if enterprise zones induced individual to leave school and search for a job this restriction 
may produce a bias in my results.  Such behavior would be counter to the assumption that zones do 
not lead people to change their characteristics, which is introduced in Chapter 1. 
41 In the 1990 SEDF, non-response was dealt with by using the response of a similar person through 
an allocation process. 
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 restricted to those who are in the labor force.  The second sample consists of men 

and women together and includes those people who are out of the labor force; I call 

this the pooled with non-participants sample.  Third, I consider sub-samples of men 

from the pooled sample (referred to as the men only sample) and, fourth, I consider 

men for the pooled with non-participants sample (called the men with non-

participants sample).  Throughout the analysis, I treat California, Florida, and - 

where applicable - the urban US separately.  Three areas times four sample types 

brings the total number of samples to twelve. 

 In all of the employment probability models, I include controls for age, 

education, race, marital status, and immigration status.  For the models with the 

pooled samples, I also include the number of related children in the household.  

Table 2.1 reports the sample means of all these variables broken out by gender.  

Table 2.2 contains similar means for the urban US sample.  The means show that the 

state samples that I focus on have similar patterns as the urban US as a whole.  On 

average, a larger fraction of men than women participate in the labor market.  

Comparing labor market participants and non-participants, participants have higher 

levels of education in California, Florida, and the urban US.  Non-participating men 

are less likely to be married while non-participating women are more likely to be 

married.  The average levels of employment and education are lower for black men 

than all men.  Hispanic men in the sample are on average younger and less educated 

but have similar employment rates to all men.  This table shows that the samples I 

use are very large, ranging from 174,884 to 1,239,023 observations.  These large 
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 samples are critical to my estimation procedure because I need to have a sufficient 

number of observations per tract to precisely and consistently estimate the tract fixed 

effects. 

   The employment probability models estimate the conditional employment 

probability of each tract in the sample.  It has become standard practice to use non-

linear, maximum likelihood estimators to model discrete dependent variables, such 

as an employment indicator variable.  I use one of the most common estimators of 

this class, the probit (Greene 1998).  I have also estimated logit models with the 

same independent and dependent variables.  The resulting estimates are extremely 

similar to the probit estimates; therefore I do not include them in this thesis.  There is 

some fear that including fixed effects in non-linear models can lead to inconsistent 

estimates of model coefficients (e.g. Maddala 1987).  Greene (2002) recently found 

that as the number of observations per fixed effect approaches 20, estimates from a 

probit model with 1,000 observations are consistent.  The smallest sample I use to 

estimate individual-level employment probability models has 174,884 

observations.42  The median number of observations per fixed effect ranges across 

samples from 60 (Florida men in the labor market sample) to 205 (California pooled 

including non-participants sample).  The mean number of observations per fixed 

effect ranges across samples from 77 to 223. 

Because I am interested in the relationship between tract of residence and 

employment probability, I convert the coefficient estimates from the probit models 
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 into marginal effects.  The marginal effects can be interpreted as the effect of a one-

unit increase in the independent variable conditional on being at the sample average 

for all characteristics in the models.  More formally, the probit models take the form: 

( )β α ε= + +y F X D  

where y is a vector of employment indicators, F(.) is the Normal cumulative density 

function, X is a matrix of individual-level observable characteristics, D is a matrix of 

neighborhood indicators, ε  is a vector of error terms, and and β α  are coefficient 

vectors.  I calculate the marginal effect of continuous variable xk as: 

 
( ) ( )β α

β β α β
β

 + = = + 
 

k k k
k k

dF X D
ME f X D

d x
 

where βk  is the coefficient for xk, and X D  are the sample means of X and D, and 

f(.) is the partial density function of F(.).  The marginal effect of indicator variable xl 

in X is calculated : 

( ) ( )β α β β β α β= + − + − + −l l l l l lME F X D x F X D x  

where βl  is the coefficient for xl and lx is the sample mean of xl.  I use this method 

for calculating marginal effects of the individual-level characteristics for 

computational ease.   

Unlike the marginal effects of the individual-level control variables, the tract 

fixed effects are central to the rest of this dissertation.  Therefore, to calculate the 

marginal effects for the tract fixed effects I summarize across the distribution of 

                                                                                                                                          
42 While Greene (2002) finds that the coefficients of non-fixed effect variables can be consistently 
estimated in probit models with fixed effects, he makes no comment about whether the fixed effects 
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 individual characteristics rather than simply calculating the marginal effect at only 

one point in the distribution.  The marginal effect of tract fixed effect for tract j is: 

1

1 ( ) ( )β α β α
=

 = + − + ∑
N

j i j i c
i

ME F X F X
N

 

where i indexes over individuals, N is the number of individuals in the sample, α j is 

the tract fixed effect for tract j, and αc  is a comparison tract fixed effect.  I use four 

alternatives for αc : the mean α , the median α , the 25th percentile of the 

distribution ofα , and the 75th percentile of the distribution of α .43  Each of these 

methods for calculating marginal effects is presented in more detail in Greene 

(1998). 

The other estimator I use to directly estimate tracts' conditional employment 

probabilities is an ordinary least squares (OLS) model with tract fixed effects.  For 

the OLS models, the coefficients are reported because they have the same scale as 

the marginal effects.  The disadvantage of using the OLS estimator is that there is 

nothing to restrict the predicted employment probability for a person to be in the 

range of zero and one.  This means that the error term does not fit the assumptions of 

the OLS estimator.  Still, the point estimates from an OLS model should be very 

close to the marginal effects estimates from a comparable probit model. 

                                                                                                                                          
themselves are consistently estimated. 
43 Greene (1998) shows that the results of these two alternate methods for calculating marginal effects 
are generally very close.  I have calculated the marginal effects of some of the individual-level 
variables using both methods and the results are very similar.  For example, the marginal effect 
associated with “Black” in the first column of Table2.3 is -0.060 while the marginal effect calculated 
by summing the effect over individuals is –0.064. 
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 The last way I estimate tracts’ conditional employment probabilities is using 

a weighted least squares (WLS) approach called the minimum chi-square method by 

Maddala (1997).  This approach regresses a grouped discrete outcome, such as 

neighborhood employment rate, on a set of grouped independent variables, and 

weights each group by the square root of the inverse of the variance of the outcome 

for that group.  More formally, I estimate the following model:  

 β= +t t t t tw e w x u , 

where te is the tract employment rate, tx is a vector of tract-level independent 

variables, tw is the weight for tract t, β is the set of coefficients to be estimated, tu is 

the error term.  With tn  as the number of people in the sample from tract t, the 

formula for the weight is: 

(1 )
=

−
t

t
t t

nw
e e

.44   

I use the estimatedβ to estimate the conditional employment probability of tract t as 

the estimated residual for tract t: 

 ,
ˆˆα ε β= = −WLS t t t te x . 

Maddala notes, and my experimentation with various samples confirms, that this 

approach only produces meaningful results if tn is large for all t.  For this reason, I 

restrict the WLS models to tracts with at least 25 observations in a specific sample.  

                                                 
44 This presentation of the model closely follows Maddala (1997). 
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 Also, the weight is not defined when 1=te  or 0te = , so I drop tracts where all or 

no people in the sample are employed from the WLS samples.    

The control variables included in the models are age and (age squared)*0.01 

and indicators for race, education level, immigrant status, and marital status.  For the 

models with men and women pooled, I add a gender indicator and the number of 

related children in household.  For the probit and OLS models, I interact all controls 

except the fixed effects with the gender indicator so the coefficients are estimated 

separately for men and women.  To keep the WLS estimates comparable to the probit 

and OLS estimates, I separately estimate models for men and women.  If I were to 

include measures of men’s and women’s characteristics in the same tract-level 

employment regression, the coefficients would have a very different interpretation 

than those from the probit and OLS models.  Consider the example of the 

coefficients related to marriage for women.  In the individual-level OLS models, this 

coefficient on marriage interacted with an indicator for being female can be 

interpreted as the decrease in a woman’s employment probability that is correlated 

with being married.  If I were to model tract-level employment rate for men and 

women pooled using the WLS approach, the coefficient for the share of women who 

are married would reflect the effect of proportion of women who are married on both 

men’s and women’s employment.  By separately estimating the tract-level 

employment regressions for women, the coefficient I estimate can be interpreted as 

the effect of this proportion on the employment rate of women.  This is similar to the 

interpretation of the corresponding coefficient from an individual-level model.   
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 Therefore, separately estimating the tract-level regressions by gender facilitates the 

comparison of the results from the different types of models.  The conditional 

employment probability for the pooled samples is then: 

 ( ), , ,1α α α= + −f m
WLS t t WLS t t WLS tf f  , 

where ft  is the proportion of the sample from tract t that is female and ,
s

WLS tα is the 

tract residual from the male (s=m) or female (s=f) sample model.45   

 These models are ultimately designed to estimate for California and Florida 

the component of employment probability that is related to tract of residence after 

controlling for individual traits, not to give insight into the determinants of 

employment.  That said, it is helpful to know how similar the models I estimate are 

to what I would get with samples and models that are more typical.  To address this, 

I estimate employment probability models without tract fixed effects for the urban 

US, California, and Florida samples.  The tables with the estimates from the probit 

and OLS models without tract fixed effects for the pooled samples are Table 2.2 

(urban US), Table 2.3 (California), and Table 2.4 (Florida).  I provide these results to 

show that the estimates from the models that include tract fixed effects are not 

radically different from those from models that do not included tract fixed effects.  

Because the WLS estimates do not include tract fixed effects, I do not include them 

in these tables.  The comparisons across sample are very similar for each of the 

estimators.  Therefore, I will only discuss the probit results, although the tables also 

                                                 
45 In earlier work, I also interacted the controls in the men only models with indicators for race.  The 
resulting conditional employment probability estimates were nearly the same as the estimates from the 
simpler models, so I do not report them here. 
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 include OLS results.  I find that the estimates from the employment probability 

models from the state samples are similar to those from the urban US sample.  For 

example, the marginal effect of being a married man is 0.032 in the Florida 

participant sample and 0.036 in the California and urban US participant samples.  

For all the samples including non -participants, the marginal effects for different 

levels of education are monotonically increasing: more education is associated with 

higher probability of being in the labor force and employed.  The most striking 

difference is in the estimates in the models including non-participants for the 

marginal effect of being a Hispanic woman.  This estimated marginal effect is 0.018 

in California, -0.025 in Florida, and -0.016 in the US.  The variation in these 

estimates is mostly likely due to differences in characteristics related to employment 

-- such as human capital, family structure, or country of origin -- between Hispanic 

women in California, Florida, and the US.  

 The results from the individual-level models including tract fixed effects and 

the WLS models for the pooled samples from California are in Table 2.5.  For the 

sample of people who are labor market participants, the estimated coefficients on 

individual characteristics are similar to those without tract fixed effects.  For 

example, in the probit model, the marginal effect associated with being a black male 

is -0.041.  The marginal effect of education is monotonically increasing with two 

exceptions: men with less than a 9th grade education and women with more than a 

BA.  The probit and OLS estimates are similar and differ by no more than 0.04 and 

generally by less than 0.01.  For example, the marginal effects associated with being 
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 a married man are 0.032 and 0.043 for the probit and OLS models respectively.  

There is more difference between the coefficients from the tract-level WLS models 

and the individual-level models than between the individual-level models.  

Generally, the signs are the same but the magnitudes of the WLS coefficients are 

greater.  For example, the OLS coefficient for male participants for having a BA is 

0.028 while the WLS coefficient is 0.098.  Some WLS coefficients have the opposite 

sign of the estimates from the individual-level models, such as the number of own 

children for male participants.  This may be partially due to changes in sample 

because the WLS samples do not include tracts with fewer than 25 people in the 

sample and tracts where the employment rate is one are dropped.  It may also be due 

to the fact that these models are estimated with tract-level data.  Consider again the 

difference in the interpretation of the coefficients related with being married 

estimated from individual-level models versus tract-level models.  In the individual-

level models, the coefficient related with being married is the effect of an individual 

being married on own employment probability.  In the tract-level models, the 

coefficient on proportion of people who are married reflects the influence of being 

married on individual employment and any other influence that tract-level marriage 

rates have on tract-level employment rates.  Therefore, it is not surprising that the 

WLS coefficients are different. 

These patterns also hold for the models that include men and women who are 

not labor force participants.  The primary difference is that the magnitudes of most 

coefficients are higher when the non-participants are included.  The magnitude of the 
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 OLS coefficients are typically higher than those of the probit model for women and 

lower for men.  The WLS estimates still typically have the same sign and are of a 

larger magnitude.  Table 2.6 has the corresponding estimates for Florida.  The 

patterns in coefficients for Florida are similar enough to those for California that 

there is no need for a separate discussion.  The hypothesis that the tract fixed effects 

are equal is rejected for all the individual level models and are not applicable for the 

tract-level models. 

While the estimates from the models with tract fixed effects are similar to the 

estimates from the models without tract fixed effects, it is interesting to note how 

they differ.  With the exception of the estimates for the Hispanic dummy variable, all 

of the estimates for dummy variables are closer to zero in the models with fixed 

effects than those in the models without fixed effects.  In absolute terms, the 

marginal effect of being black is the most sensitive to the inclusion of the tract fixed 

effects.  In the probit model for people in labor force in California, the marginal 

effect of being a black male is -6.0 percentage points without tract fixed effects and -

4.1 percentage points with them.  The changes in the samples including non-

participants are even starker.  The spatial mismatch hypothesis predicts that 

controlling for access to employment should reduce the difference between the 

employment probabilities of blacks and whites, so the pattern of my estimates is 

consistent with this hypothesis.  Access to employment is typically defined to 

include sufficient transportation infrastructure to reach jobs and any neighborhood-

related sources of information about jobs, such as informal relationship networks.  
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 The tract fixed effects control not only for job access, but for anything related to 

employment shared by people living in the same tract, observable or unobservable.  

Therefore, the changes in the marginal effects of being black from including the tract 

fixed effects are only suggestive, not evidentiary.  The fact that nearly all of the 

dummy variable marginal effects are attenuated when tract effects are included adds 

to my caution about interpreting the change in the black marginal effect as 

supporting the spatial mismatch hypothesis.  

I also estimate models for men separately to see whether the tract effect 

estimates are sensitive to how gender is treated and so I can estimate the impact of 

enterprise zones on men’s employment in chapter 3.  The estimates for these models 

are reported in Tables 2.7 (individual-level models without tract fixed effects for all 

samples) and 2.8 (models to estimate conditional employment probability for tracts 

in California and Florida).  As in the models I estimate with both men and women, 

the estimated effects are very similar within sample across the individual-level 

estimators.  The magnitudes of the coefficients are generally highest for the WLS 

models and some WLS coefficients have different signs than the corresponding OLS 

and probit estimates.  For the samples with only male labor force participants, the 

estimated marginal effects are very close to the estimates for males from the models 

with men and women pooled.  This is least surprising for the WLS models, where the 

only difference is that men living in tracts with less than 25 men and at least 25 men 

and women were included in the pooled model and excluded from the men only 

models.  For the individual-level models, the estimates are less similar between the 
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 pooled and men-only samples including non-participants, especially when the 

models include tract fixed effects.  For example, the estimated marginal effect of 

being a black male in the probit model with tract effects for the pooled California 

sample is -11.2 percentage points and the corresponding estimate from the male-only 

sample is -6.6 percentage points.  Even though the marginal effects estimates from 

the male-only non-participant models are of a different magnitude than those from 

the pooled non-participant models, the patterns discussed above with respect to the 

pooled samples largely hold.  The marginal effects have the expected magnitudes 

and signs and the marginal effects of the dummy variables are attenuated when the 

tract effects are added to the models.  

 I find that my employment probability models are sensible.  They are 

consistent with both the human capital theory and prior empirical literature.  One 

important caveat to note is that I find my models are less effective at explaining 

employment probability when including people outside of the labor force.  For OLS 

models with tract effects for men and women in California, the R-squared is 0.94 

when restricted to people in the labor force and 0.81 when including non-

participants.46  This suggests that there is more unexplained variation in the samples 

that include non-participants to be incorporated into the tract fixed effects.   This 

may also be due to endogenous selection of neighborhood: people who have opted 

out of the labor market may choose to live in certain neighborhoods because they 

place less value on access to employment or they have lower income than others.  

People who are unemployed but still looking for work may value neighborhood 
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 attributes more similarly to the employed, so neighborhood choice may be more 

similar for people in the labor force than those out of it. 

2.3 Tract effects 

 Each of the models described in the prior section generates a different set of 

tract effect estimates.  How similar are these estimates to one another?  How do they 

compare to the observed employment rates?  For simplicity, I will refer to all the 

estimates of conditional employment probability as tract effects, even though the 

WLS estimates are actually estimated grouped residuals. 

 From here forward, I will be discussing tract-level data, estimates, and 

models.  One problem with using the tract-level figures is that tracts have different 

numbers of observations used to estimate tract-level characteristics.  For tracts with 

very small numbers of observations, it is possible that sampling error leads to bad 

estimates of tract characteristics.  To focus on tracts where I have reasonable 

measures of tract characteristics, I restrict the sample to those tracts where at least 25 

people were included in the employment probability models.47     

 The mean and standard deviation of each of the different sets of tract effect 

estimates is in Table 2.9.  While the scale of the effects is different, the variances are 

very similar.  The standard deviations of the tract effects are at most 82 percent as 

large as the standard deviations for the corresponding employment rate.  For 

example, the WLS tract effect for the pooled sample in California has a standard 

                                                                                                                                          
46 For Florida, the corresponding numbers are 0.95 and 0.81. 
47When comparing estimates from different samples the rule is applied to the smallest sample.  For 
example, if comparing estimates from the men alone sample to the men and women pooled sample, 
tracts with fewer than 25 men were dropped. 
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 deviation of 0.032, which is 64 percent as large as the standard deviation of the 

corresponding employment rate, 0.050.  This means that much of the variation in 

employment across tracts is explained by resident characteristics.  The tract effects 

estimated with the samples that include non-participants have higher variance than 

those estimated with labor for participants, but still have standard deviations 25 

percent smaller than those of the corresponding employment rates.  The means and 

standard deviations for the estimated effects for estimates from the pooled samples 

are similar for the same model and sample restrictions.  Excluding women when 

estimating the tract effect does not markedly change the mean of the tract effects.   

 Another way to see how similar the tract effects are to one another and how 

they compare to the employment rate is to look at the degree of correlation between 

the different sets of estimates.  I use four methods to calculate the probit marginal 

effects that vary by what the effect is relative to: the mean, median, 25th percentile, 

or the 75th percentile.  The four alternate probit marginal effects are perfectly 

correlated.  Therefore, I focus exclusively on the probit tract marginal effects 

calculated relative to the mean tract effect, but the results are applicable to the other 

probit marginal effects as well.  The correlation coefficients of tract effects across 

estimators for the pooled labor force participant samples are in Table 2.10.  The tract 

effects are highly correlated across estimators. The least correlated sets of estimates 

are the probit and WLS tract effects, with a correlation coefficient of 0.912 in 

California and 0.947 in Florida.  Each of the sets of tract estimates is more correlated 

with the other tract effects than the employment rate, for which the correlation 
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 coefficients range from 0.75 for the WLS effects in California to 0.925 for the OLS 

effects in California.  The correlation coefficients have similar patterns for other 

samples and I do not report them. 

 The correlations above were for the pooled samples.  Table 2.11a has 

correlation coefficients that show the correlation between effects estimated with the 

pooled and male participant samples.  The most interesting correlations are on the 

diagonal, which show that the correlation across sample but within estimator is high, 

ranging 0.766 for the WLS effect in Florida to 0.8702 for the OLS effect in 

California.  The correlation coefficients comparing tract effects estimated with the 

pooled participant and non-participant samples are in Table 2.11b.  The fact that the 

correlation coefficients are lower than the other ones I have discussed shows that the 

tract effects are most sensitive to whether or not non participants are included in the 

model.  This is not surprising because including non-participants changes the 

outcome being modeled in the employment probability models that generate the tract 

effects.  When non-participants are add to the sample, the outcome being modeled 

changes from the probability that an individual in the labor force is employed to the 

joint probability that someone chooses to participate in the labor market and is 

employed. 

 The remainder of the results that I will discuss in this section is presented in 

the form of graphs.  These graphs are presented in sets of four, with separate graphs 

for the pooled and men only samples by state.  The graphs for California are on the 

left and the graphs for Florida are on the right.  The top rows are for the pooled 
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 samples and the bottom rows are for the men only samples.  For the graphs and 

regressions, I restrict the sample to tracts that are not in the first or 99th percentile of 

the estimated tract effects from any model.  This restriction makes the graphs easier 

to grasp because I drop outliers that would force the range of the graphs to be very 

large, but it does not have a qualitative effect on the results.48 

 The similarity across estimators can be seen in the kernel density graphs of 

the tract effect estimates in Figures 2.1a to 2.1d, which has graphs of the densities of 

the effects estimated when excluding people out of the labor force.  For this graph, 

the tract effects and the employment rate have been demeaned to eliminate the 

difference in scale.  These densities show that the distribution of the tract effects is 

similar across estimators, especially for Florida.  They also show that the 

distributions of the tract effects is more compressed then that of the employment 

rate.  The densities of the effects estimated when including non-participants are in 

Figures 2.2a to 2.2d.  These graphs show the same patterns: the distributions of the 

different tract effect estimates are similar and more compressed than the distribution 

of the employment rate.  All of the distributions are single peaked and skewed to the 

right. 

 Even though the tract effects are highly correlated within sample, they could 

be poorly correlated in some parts of the distribution.  In Chapter 3, I show that 

enterprise zone tracts and the matching non-zone tracts have lower than average tract 

fixed effects.  If the tract effects are poorly correlated in the lower tail, it would 

                                                 
48As in the restrictions on number of observations per tract, the outlier rules were applied to the 
smallest sample when comparing effects from different samples. 
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 suggest that the results in Chapter 3 would be sensitive to the tract effect estimator 

used.  This is one motivation for using graphs to compare the various tract effect 

estimates.  The other motivation is that these kinds of effects are not often estimated, 

so their distribution and robustness to different estimators are not known.  Graphing 

the effects is an intuitive way to look at the properties of the tract effects. 

The scatter plots in Figures 2.3a through 2.6d compare the WLS effects to the 

other tract effects.  Figures 2.3a to 2.3d compare the WLS effects to the probit 

effects for the participant samples.  These figures show that the WLS and probit 

effects are least similar to one another in the upper tail of the distribution.  This is 

also true for the non-participant samples (Figures 2.4a to 2.4d), but the correlation is 

lower throughout the distribution for these samples than in the participant samples.  

Figures 2.5a to 2.5d show that the correlation between the WLS and OLS tract 

effects are equally high throughout the distribution for the participants sample.  For 

the non-participants sample, the relationship between the two sets of estimates is 

strongest in the upper half of the distribution.    

The tract effects I estimate are fairly robust to the estimator used.  Within 

sample, the correlation across sets of estimates is high.  This is true even for the 

WLS estimates, which are the product of tract-level regressions (while the other 

estimates come from individual-level regressions).  The tract effects are most 

sensitive to whether one is modeling the probability that people in the labor force are 

employed or the joint probability that people participate in the labor market and are 

employed.   
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 2.4 Conclusions 

 This chapter demonstrates the feasibility and importance of controlling for 

individual characteristics when comparing neighborhood-level employment 

outcomes.  I estimate the component of employment probability explained by 

neighborhood by estimating individual-level employment probability models with 

tract fixed effects.  I find that the results from those models are sensible and robust.  

The estimation of the component of employment probability explained by residential 

tract is robust to which control variables are included and whether the sample 

includes men and women or only men.  These estimates are not sensitive to whether 

the tract effects are estimated with individual-level OLS models, individual-level 

probit models, or tract-level WLS models.  They are sensitive to whether the 

probability modeled is the probability that an individual in the labor force is 

employed or the joint probability that someone is in the labor force and employed.   

I find that a quarter of the across-tract variation in employment rates can be 

explained by the characteristics of tract residents.  This shows that it is important to 

condition on the characteristics of neighborhoods’ populations when comparing 

employment outcomes by neighborhood.  In the next chapter, I use this insight and 

the tract employment effects estimated above to test whether the state designated 

enterprise zones of California and Florida impacted the employment of zone 

residents. 
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 Table 2.7: Employment Probability Models without Tract Effects for Men 

 
Probit OLS Probit OLS

All of Urban US
Black -0.048 -0.063 -0.100 -0.121
Hispanic -0.007 -0.007 0.003 0.015
Age 0.004 0.007 0.009 0.011
Age sq./100 -0.004 -0.008 -0.014 -0.016
Married 0.045 0.049 0.112 0.115
Immigrant 0.002 0.003 -0.002 -0.002
Education level:
Less than grade 9 -0.029 -0.047 -0.149 -0.177
Grade 9-12 -0.032 -0.060 -0.092 -0.120
Some college 0.019 0.021 0.038 0.041
BA 0.033 0.036 0.076 0.076
More than BA 0.037 0.035 0.082 0.081
Observations 4118811 4118811 4462738 4462738
State=California
Black -0.059 -0.066 -0.119 -0.132
Hispanic -0.002 0.000 0.029 0.040
Age 0.003 0.006 0.009 0.010
Age sq./100 -0.004 -0.007 -0.014 -0.016
Married 0.043 0.045 0.101 0.102
Immigrant 0.000 0.000 -0.004 -0.004
Education level:
Less than grade 9 -0.032 -0.040 -0.102 -0.110
Grade 9-12 -0.040 -0.057 -0.092 -0.113
Some college 0.025 0.029 0.055 0.062
BA 0.048 0.042 0.091 0.102
More than BA 0.040 0.043 0.096 0.109
Observations 551865 551865 601427 601427
State=Florida
Black -0.043 -0.052 -0.083 -0.096
Hispanic -0.008 -0.007 -0.001 0.005
Age 0.003 0.005 0.012 0.013
Age sq./100 -0.004 -0.006 -0.019 -0.020
Married 0.039 0.041 0.101 0.102
Immigrant -0.004 -0.003 0.001 0.000
Education level:
Less than grade 9 -0.032 -0.042 -0.116 -0.141
Grade 9-12 -0.021 -0.032 -0.060 -0.074
Some college 0.010 0.010 0.027 0.027
BA 0.021 0.020 0.057 0.053
More than BA 0.026 0.023 0.067 0.063
Observations 174884 174884 190321 190321

Note:  Marginal effects are reported for the probit models and coefficients are 
reported for the OLS models.

Men in labor force All men
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 Table 2.8: Employment Probability Models to Estimate Tract Effects for Men  

 
 Probit OLS WLS Probit OLS WLS

California:
Black -0.035 -0.051 -0.074 -0.066 -0.083 -0.151
Hispanic 0.004 0.009 0.035 0.041 0.053 0.201
Age 0.003 0.006 0.000 0.010 0.012 -0.029
Age sq./100 -0.004 -0.007 -0.002 -0.016 -0.018 0.026
Married 0.035 0.045 0.052 0.092 0.094 0.220
Immigrant 0.002 0.002 -0.047 -0.001 -0.002 -0.203
Education level:
Less than grade 9 -0.021 -0.031 -0.061 -0.077 -0.089 -0.269
Grade 9-12 -0.030 -0.053 -0.091 -0.077 -0.098 -0.401
Some college 0.018 0.024 0.105 0.047 0.052 0.210
BA 0.033 0.034 0.114 0.077 0.083 0.276
More than BA 0.029 0.034 0.063 0.084 0.091 0.116
Individuals 551865 551865 519660 601427 601427 576436
Tracts 5522 5522 4526 5522 5522 4770
Florida:
Black -0.021 -0.034 -0.067 -0.048 -0.057 -0.074
Hispanic -0.002 0.000 -0.013 0.004 0.010 0.029
Age 0.003 0.005 -0.002 0.012 0.013 0.000
Age sq./100 -0.003 -0.006 0.001 -0.018 -0.021 -0.008
Married 0.028 0.039 0.052 0.087 0.090 0.229
Immigrant -0.003 -0.004 0.034 -0.002 -0.002 0.107
Education level:
Less than grade 9 -0.022 -0.039 -0.007 -0.106 -0.134 -0.134
Grade 9-12 -0.014 -0.029 -0.072 -0.049 -0.063 -0.550
Some college 0.007 0.009 0.001 0.024 0.024 -0.112
BA 0.014 0.018 0.019 0.050 0.048 -0.051
More than BA 0.018 0.022 0.012 0.061 0.061 -0.127
Individuals 174884 174884 156437 190321 190321 175897
Tracts 2265 2265 1564 2272 2272 1710

Men in labor force All men
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Table 2.9: Means of Tract Employment Measures 

 
Samples with men and women pooled:

In labor force All In labor force All

Employment rate 0.933 0.758 0.940 0.773
(0.050) (0.110) (0.043) (0.095)

OLS tract effect 0.796 0.626 0.842 0.655
(0.037) (0.080) (0.033) (0.078)

WLS tract effect -0.007 -0.007 -0.005 -0.007
(0.032) (0.066) (0.029) (0.067)

Probit tract marginal effect -0.008 -0.009 -0.008 -0.014
  Relative to mean effect (0.033) (0.079) (0.028) (0.075)
Probit tract marginal effect -0.006 -0.018 -0.004 -0.019
  Relative to median effect (0.033) (0.079) (0.028) (0.075)
Probit tract marginal effect 0.010 0.022 0.010 0.012
  Relative to 25th percentile effect (0.033) (0.079) (0.028) (0.075)
Probit tract marginal effect -0.019 -0.046 -0.016 -0.046
  Relative to 75th percentile effect (0.033) (0.079) (0.028) (0.075)
Number of tracts in sample 4995 5087 1900 1959

Men only samples:
In labor force All In labor force All

Employment rate 0.934 0.854 0.942 0.857
(0.050) (0.106) (0.046) (0.099)

OLS tract effect 0.789 0.606 0.836 0.627
(0.039) (0.083) (0.036) (0.076)

WLS tract effect -0.008 -0.006 -0.007 -0.005
(0.035) (0.063) (0.033) (0.067)

Probit tract marginal effect -0.015 -0.014 -0.018 -0.017
  Relative to mean effect (0.036) (0.081) (0.032) (0.071)
Probit tract marginal effect -0.005 -0.016 -0.004 -0.015
  Relative to median effect (0.036) (0.081) (0.032) (0.071)
Probit tract marginal effect 0.014 0.020 0.012 0.013
  Relative to 25th percentile effect (0.036) (0.081) (0.032) (0.071)
Probit tract marginal effect -0.022 -0.044 -0.018 -0.040
  Relative to 75th percentile effect (0.036) (0.081) (0.032) (0.071)
Number of tracts in sample 4725 4798 1672 1725

California Florida

California Florida
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 Table 2.10: Correlation Between Sets of Tract Effect Estimates 

Probit effect OLS Effect WLS effect
Employment 

rate
California (obs.=4890)
Probit effect 1.000
OLS Effect 0.972 1.000
WLS effect 0.912 0.931 1.000
Employment rate 0.898 0.925 0.750 1.000

Florida (obs.=1843)
Probit effect 1.000
OLS Effect 0.964 1.000
WLS effect 0.947 0.956 1.000
Employment rate 0.868 0.922 0.788 1.000

Correlation between alternate employment measures
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 Table 2.11a and 2.11b: Correlations of Tract Effects Across Samples 

 
 
 

Probit effect OLS Effect WLS effect
Employment 

rate
Men only
California (obs.=4526)
Probit effect 0.8519
OLS Effect 0.845 0.8702
WLS effect 0.7605 0.7785 0.8318
Employment rate 0.824 0.845 0.680 0.915

Florida (obs.=1564)
Probit effect 0.753
OLS Effect 0.748 0.794
WLS effect 0.707 0.728 0.766
Employment rate 0.724 0.790 0.648 0.865

Probit effect OLS Effect WLS effect
Employment 

rate
Pooled, all
California (obs.=4890)
Probit effect 0.684
OLS Effect 0.688 0.715
WLS effect 0.494 0.504 0.599
Employment rate 0.693 0.722 0.508 0.827

Florida (obs.=1843)
Probit effect 0.586
OLS Effect 0.591 0.634
WLS effect 0.490 0.486 0.554
Employment rate 0.610 0.667 0.528 0.749

Table 2.11a: Correlation between measures estimated with pooled and men samples

Table 2.11b: Correlation between measures estimated with and without non-participants

Pooled

Pooled, in labor force
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CHAPTER THREE 

The Impact of Enterprise Zones on Resident Employment 
 

3.1 Introduction 

 Enterprise zones are geographically targeted programs that are usually 

implemented with the goals of increasing tax revenues, creating jobs, and providing 

services to underserved areas.  The mechanism for achieving those goals is 

ambiguous.  Businesses are offered a combination of subsidies, low-interest loans, or 

government services and the desired outcomes are supposed to be generated by 

businesses’ responses to the program.  Measuring the effects of such a program is 

difficult.  First, the mechanism for the causal relationship is very unclear.  Second, it 

is necessary to find an outcome that can be measured at a level of geographic detail 

that is similar to that of the programs. 

 A reduced-form estimate of the effect of enterprise zones on resident 

employment resolves both of these problems.  It imposes very little structure on how 

enterprise zones influence resident employment, and simply estimates what the effect 

of the programs are without defining how the programs yield that effect.  In the 

absence of experimental data, resident employment may be the only outcome that 

can be studied at a sufficiently detailed level of geography.  To my knowledge, there 

is no widely available source of business data with sufficient geographic detail to 

evaluate business outcomes at the Census tract-level.  Most of the evaluations of the 

impact of enterprise zones on business outcomes that have been done use Zip Code 
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 as the unit of analysis (e.g. Engberg and Greenbaum 1999, Greenbaum and Engberg 

2000, Bonodonio 2000, Peters and Fisher 2002), which I find to be a very poor 

measure of where most enterprise zones are located.  The Decennial Censuses 

provide 1-in-6 sample estimates of employment and other characteristics at the tract-

level, which allows for good measures of the characteristics of zones before and after 

designation.   

The downside of looking at resident employment is that place of residence is 

only one of many factors that influence people’s employment.  In order to sort out 

the effect of a geographically based program it is necessary to control for 

confounding factors.  Chapter 2 of this dissertation documents the creation of 

estimates of the component of employment probability associated with each tract.  

This chapter uses those estimates to estimate the average treatment effect on resident 

employment probability of containing an enterprise zone for tracts that contain an 

enterprise zone.  To generate these estimated effects, I estimate the counterfactual 

state using propensity score matching.  Essentially, this technique chooses non-

treated tracts to function as controls for the zone tracts based on the similarity 

between the zone and non-zone tracts in observable characteristics correlated with 

containing an enterprise zone.  I find propensity score matching suitable for this 

application because the states’ processes for selecting enterprise zones were based on 

observable characteristics and because I have a sufficient number of non-zone tracts 

with propensity scores similar to zone tracts. 
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 My results consistently show that, conditional on the characteristics of zone 

residents, enterprise zones had no measurable effect on the employment of zone 

residents who participate in the labor market.  The estimated effects range from –1.7 

to 2.0 percentage points, are centered near zero, and are rarely more than one 

standard error away from zero.  This is contrary to some of the prior literature, which 

found substantial (and counterintuitive) negative effects of enterprise zones on 

resident employment.  If I ignore the characteristics of zone residents, the estimated 

effects are consistently in the neighborhood of  –1.0 percentage point.  This suggests 

that what drives the difference between my results and the prior literature is neither 

the different technique used to estimate the counterfactual nor better measurement of 

zone location and characteristics.  My results are different because I control for the 

characteristics of zone residents and therefore obtain a better estimate of the 

component of employment explained by residential neighborhood. 

 This chapter starts with a description of how I implement propensity score 

matching.  The second section discusses the creation of the propensity scores.  The 

third section presents the estimates of the average treatment effect on the treated for 

the effect of enterprise zones on resident employment probabilities.  The fourth 

section presents robustness checks and addresses the issue of induced migration.  

The chapter ends with conclusions for both the chapter and the dissertation. 

3.2 Propensity Score Matching Methodology 

 In the first chapter, I gave a formal description of propensity score matching 

and the assumptions that must be made to use this methodology.  Here I describe the 
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 details of propensity score matching.  There are two components to propensity score 

matching: estimating the propensity score and calculating the difference in outcomes 

between treated and matched observations. 

 In this thesis, the propensity score serves as an index that summarizes 

observable characteristics that are correlated with containing an enterprise zone and 

with the employment rate of tract residents.  I estimate the propensity score with a 

tract-level probit model, where the dependent variable is an indicator for containing 

an enterprise zone and the independent variables are controls for the demographic 

and economic characteristics of the tracts.  I do this separately for California and 

Florida because the selection process is different in each state and economic trends 

may have varied across the two states.  As a test of sensitivity to the selection of 

variables included in the probit models, I estimate a set of propensity scores where 

the demographic variables included in the model include socio-economic data from 

the 1970 Census. 

 This thesis uses two matching estimators, nearest neighbor and Epanechnikov 

kernel.  Both provide a way to estimate what the outcome of a treated observation 

would be in the absence of the treatment.  This discussion of those estimators closely 

follows Black and Smith (2004).  These matching estimators have the shared form 

for the estimate of the counterfactual outcome for treated observation i:  

0 0
1

( | ( )) ( ( ), ( ))
J

i i j j
j

E Y P X w P X P X Y
∧ ∧ ∧ ∧

=

= ∑ , 
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 where j=1,…,J indexes the observations in the untreated comparison group and 

( )iP X
∧

 is the estimated propensity score for the vector of characteristics of 

observation i, Xi. The matching estimators differ by their weighting functions, w(.).  

The nearest neighbor estimator uses a weight of 1 for the closest non-treated 

observation and 0 for all others.  Formally, the weighting function for the nearest 

neighbor estimator with caliper d is: 

{ }
( 0)

1 if arg min | ( ) ( ) |  and | ( ) ( ) | ;
( ( ), ( ))

0 otherwise,

∧ ∧ ∧ ∧

∧ ∧
∈ =

 = − − ≤
= 



i k i k
k T

i j

j P X P X P X P X d
w P X P X

 

with T=1 if the observation is treated and 0 otherwise.  Kernel estimates create a 

composite control observation based on a number of non-treated observations, where 

the distance from the treated observation using the propensity score as a metric 

determines the contribution of each non-treated observation.  Formally, the 

weighting functions with kernel function K(.) and bandwidth an is: 

{ 0}

( ) ( )

( ( ), ( ))
( ) ( )

i j

n

i j

i k

k T n

P X P X
K

a
w P X P X

P X P XK
a

∧ ∧

∧ ∧

∧ ∧

∈ =

 − 
 
 =

 − 
 
 

∑
 

and the Epanechnikov kernel function is: 
 

23 (1 ) if | |<1
( ) 4

0 otherwise.
K

λ λ
λ

 −= 

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 Each of the matching estimators has different strengths and weaknesses.  Nearest 

neighbor matching matches a treated observation to the most similar non-treated 

observation, so the matches are as similar as possible.  The downside is that there 

may be many close matches, so by choosing a single match one ignores other non-

treated observations that are also valid counterfactuals.  Because nearest neighbor 

matching ignores this source of information, nearest neighbor estimates often have 

higher variance than kernel matching estimates.  When there are multiple potential 

matches, kernel matching uses these potential matches weighted by the closeness of 

the propensity scores.  The downside of kernel matching with finite samples is that 

there is the potential for non-treated observations that are dissimilar to the treated 

observation to influence the estimate.  The kernel estimator is well suited to my 

application because for most zone tracts there are a number of non-treated tracts with 

close propensity scores.  Also, I have relatively few treated observations, so the 

higher variance of the nearest neighbor estimator is especially problematic.  I provide 

estimates using both estimators in the tables. 

 Another difference between matching estimators is what caliper or bandwidth 

is used.  The caliper used in nearest neighbor matching determines the greatest 

acceptable difference in propensity score between a zone tract and a non-treated 

tract.  If a zone tract does not have a potential match within the distance of the 

caliper, the tract is not included in the estimates of the effect.  The bandwidth serves 

a similar purpose for Epanechnikov kernel matching.  For a zone tract, all non-zone 

tracts within the bandwidth are incorporated in the counterfactual estimate while all 
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 those outside the bandwidth are ignored.  In my work, I found my estimates 

sensitive to the caliper with nearest neighbor estimators and very robust to 

bandwidth selection with kernel estimators.  For this reason, I provide nearest 

neighbor estimates with calipers of 0.01 and 0.10 and kernel estimates with 

bandwidth 0.025. 

3.3 Propensity scores  

 The first step in propensity score matching is to estimate a propensity score 

that summarizes observable characteristics that are correlated with selection into 

treatment and the outcome of interest.  This section discusses the probit models I use 

to create the propensity scores and the resulting scores.  I find that my models fit the 

data well.  I also find that there is sufficient overlap between the distributions of the 

scores for the zone and non-zone tracts to use matching estimators.  All but the 

worst-off enterprise zone tracts have potential matches.  

 In order to focus on areas similar to enterprise zones, some sample 

restrictions are placed on all stages.  Tracts where less than 95 percent of the 1990 

population lived in an urban area are dropped.  All but six enterprise zone tracts met 

this restriction, while 15 percent of non-zone tracts are eliminated.  Tracts with 1980 

population below 100 are dropped to reduce problems with measurement error and 

missing data.  This cut 648 non-zone tracts and 14 zone tracts from the sample.  In 

order to eliminate isolated urban areas that would not be appropriate controls for 

enterprise zones, the analysis was restricted to tracts located in a Metropolitan 

Statistical Area in 1990.  This eliminated eight enterprise zone tracts and 287 non-
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 zone tracts.49  The sample is further restricted to those tracts where at least 25 

people are in the sample for the employment probability models.  Like other 

statistics, fixed-effects estimated with very small samples have high variance and the 

point estimate may be far from the true effect.  As explained in the previous chapter, 

because I cannot estimate the weighted least squares (WLS) employment probability 

models for tracts with employment rates equal to one, those tracts are dropped from 

the sample.  One criticism of enterprise zone policies is that they are likely to pull 

business development away from areas near but not in the zone because a small 

change in location would yield a reduction in taxes.  If these negative spillovers 

exist, using tracts near enterprise zones as matches for zone tracts may overstate the 

effect of zone programs.  For this reason, I exclude all non-zone areas that are fewer 

than five miles from any enterprise zone.50  In California, the final sample has 4,280 

non-zone tracts and 93 zone tracts.  In Florida, the corresponding numbers are 1,195 

and 102.   

 The tracts' propensities of containing an enterprise zone are estimated using a 

probit.  The degree to which enterprise zones are distressed can be seen in the 

difference in means between enterprise zone tracts and non-zone tracts shown in 

Table 3.1.  The precise definitions of the tract-level variables are in the appendix.51  

In both states, the share of households receiving public assistance in 1980 in 

                                                 
49 The zones eliminated from the study by the MSA restriction were Calexico and Eureka in 
California and Leesburg and Umatilla in Florida.   
50 The distance I use is the distance from the geographic center of the potential control tract to that of 
the zone. 
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 enterprise zone areas is more than three times that of non-zone areas and the 1980 

unemployment rate is nearly double.  Enterprise zones were similarly more 

distressed than non-zone areas in the 1970's.  Zone tracts had more than double the 

poverty and unemployment rates in 1970 of non-zone areas.  Zone tracts remained 

disadvantaged in 1990.  They had lower rates of post-secondary education and higher 

rates of single mother households than non-zone tracts. 

 The bottom of Table 3.1 provides information for three different 1990 

employment measures.  The employment rate for men and women together is lower 

for zone tracts than for all non-zone tracts by 9.8 percentage points in California and 

8.9 percentage points in Florida.  The unconditional difference in men's employment 

rates is very similar to that for all people (-9.0 in California and -8.0 in Florida).  The 

difference between zones and non-zones in the conditional employment probability 

is much smaller than the difference in the unconditional employment rate: -2.9 

percentage points in California and –2.4 in Florida.  This shows that conditioning on 

who lives in an area in 1990 does not eliminate the difference between zone tracts 

and all non-zone tracts in employment rates but does reduce it by more than 70 

percent.  This is what one would expect if the composition of residents were an 

important determinant of tract-level employment rates that should be controlled for 

when estimating the effect of enterprise zones on employment. 

                                                                                                                                          
51 The means in this Tableare only for those tracts that had data in 1980.  All tracts with 1980 data 
also had 1990 data.  Those areas that were not assigned tracts in 1970 are not included in the means 
for the 1970 characteristics.   
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  The probit estimates for California and Florida, shown in Table 3.2, are 

largely consistent with the differences in means.  The first set of conditioning 

variables includes only traits from the 1980s and the second set includes variables 

from 1980 and 1970.  The variables included measures of socio-economic distress 

(unemployment, poverty, education, household structure, building age, and vacancy 

rate) and the economic climate in the city or town the tract is located in (the job 

growth rate from 1983 to 1986).  The probit models fit very well for non-zone areas; 

more than 85 percent of non-zone areas in each state have propensity score below 

0.05.  Figures 3.1a through 3.2c illustrate the degree of support for each of the 

propensity scores.  These graphs show that there are potential matches for all but a 

few enterprise zone tracts, however there are few potential matches for zones with a 

propensity score above 0.40.  Support is weakest for the zone tracts with the highest 

propensity scores.  Figure 3.1b shows the counts of zone and non-zone areas by 

range of propensity scores in California.52  In most ranges of the propensity score 

distribution, there are non-zone areas that can serve as controls. 

3.4 Effects of enterprise zones on resident employment 

I estimate the effect of enterprise zones on two outcomes.  The first is the 

employment rate of people aged 18 to 55 and in the labor force, which I refer to as 

the employment rate.  It is the probability that a resident of a tract who is in the labor 

force is employed and does not condition on the traits of the person.  The second 

outcome is the tract effect estimate from the employment probability models 

                                                 
52 This figure is typical of the other propensity score distributions. 
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 discussed in Chapter 2.  These tract effects are the component of employment 

probability related to tract of residence after conditioning on the traits of the 

individuals living in the tract.  Therefore, I call the tract effects the conditional 

employment probabilities.  To make the measures comparable, the sample of people 

used to estimate the conditional employment probability is also used to calculate the 

employment rate.  I also present results for the employment rate and conditional 

employment probability for people who are out of the labor force. 

 One common concern when using propensity score matching is whether the 

score is sufficient for finding appropriate matches.  This issue is addressed by figures 

3.3a (California) and 3.3b (Florida) and by the "Matched" columns in Table 3.1.  The 

graphs illustrate the average characteristics for all zone tracts, all non-zone tracts, 

and zone and non-zone tracts included in the nearest neighbor estimates.53  These 

graphs demonstrate that the propensity score is sufficient to choose non-zone tracts 

that match zone tracts on these characteristics.  This shows that my propensity scores 

fulfill their role as balancing scores.  Not all treated observations have appropriate 

matches, which raises the question of whether the treated observations that can be 

matched are very different from those that cannot.  As shown in figures 3.3a and 

3.3b, the matched zone tracts are less disadvantaged than the full sample of zone 

tracts, but the differences are slight. 

The average treatment effect of containing an enterprise zone is estimated for 

two different measures of employment outcomes: the employment rate in the tract 

                                                 
53 Specifically, the estimates with caliper of 0.01 using the propensity score estimated with 1980 
variables. 
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 and the conditional employment probability (the tract effect from the employment 

probability model).  For both outcomes, three different matching estimates are 

presented for each set of propensity scores.  The estimators I use are: nearest 

neighbor with calipers of 0.01 and 0.10 and Epanechnikov kernel with bandwidth of 

0.025.  The reason for the variety of estimates is that the standard errors of the 

estimated effects are high relative to the effects; considering multiple estimates helps 

to test robustness of the results.  While I include estimates using the nearest neighbor 

with caliper of 0.10 estimates in the tables, I do not discuss them because they suffer 

from poor support and may be misleading.  This is seen in the high rates of repeated 

use of controls and the low number of control tracts relative to zone tracts, which are 

reported in the bottom half of each table.   

Bootstrapping the employment models, propensity score estimation, and 

matching 300 times generates the standard errors in tables 3.3 to 3.8.  I do this by 

taking samples of tracts with replacement from the actual sample for each model so 

that each sample drawn has the same number of tracts as the true sample.  I use 

bootstrapped standard errors because the estimation strategy I use has multiple stages 

and the relationship between the stages is not straightforward.  The bootstrapped 

standard errors show how sensitive the estimates are to the sample of tracts used to 

generate the estimates.  If a small number of tracts are driving the results, the 

bootstrapped standard errors should be high.  The bootstrapped errors do not adjust 

for the fact that the propensity scores and the conditional employment probabilities 
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 are estimated rather than known, but it does adjust for the sensitivity of those stages 

to sample composition.54   

I use the WLS employment models so that it is feasible to bootstrap all stages 

of the estimation process.  The probit and OLS models with tract effects take many 

hours to estimate, so repeating them 300 times for each of the different samples I 

consider would be infeasible.  For example, each probit model with fixed effects for 

California takes at least 11 hours to estimate.55  Using the technology available to 

me, it would take approximately four months to bootstrap the probit estimation with 

300 replications for one sample.  I show in Chapter 2 that the tract effects estimated 

using the WLS models are highly correlated with the effects estimated with the other 

models.  For this reason, I believe that the benefit gained by using the WLS models, 

being able to estimate standard errors that reflect the estimation of the tract effects, 

comes at little cost. 

 The estimates of the effect of enterprise zones on resident employment are in 

Table 3.3.  The first and second columns have the estimated effects of enterprise 

zones on, respectively, the employment rate and conditional employment probability 

of zone residents in California.  When only conditioning on 1980 variables, the 

estimated effect of California enterprise zones on the employment rate from nearest 

neighbor matching is –0.8 percentage points and the kernel estimate is -1.5 

                                                 
54 Based on Andrews and Buchinsky (2001), the level of certainty that the bootstrapped standard error 
is within 10 percent of the standard errors estimated with an infinite number of bootstrap replications 
is at least 95 percent with 300 repetitions for all matching results presented. 
55 The hours of computing time are given for the fastest machine available to me, a workstation with 
four 20GHz Pentium 4 XEON CPUs, 16 GB of RAM, SCSI Ultra 320 KVE drives, and a Linux 
operating system.  The machine has a speed rating of 3,984.58 BogoMIPS (a standardized measure of 
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 percentage points.  The estimated effects of zones on conditional employment 

probability range from -0.4 to -0.5 percentage points.  Controlling for the 

characteristics of 1990 zone residents, the results indicate that California enterprise 

zones had no substantive effect on resident employment.  Given the semi-parametric 

estimators I use and the size of the estimated effects, it is not surprising that all of the 

estimated effects for California are not different from zero at any standard level of 

significance. 

 The estimated effects of Florida enterprise zones are in the third and fourth 

columns of Table 3.3.  Conditioning on variables from 1980, the estimates of the 

impact of enterprise zones on the employment rate of residents range from -1.2 to     

–0.7 percentage points.  The estimated effects of Florida enterprise zones on the 

conditional employment probability are less negative by about 0.6 percentage points, 

ranging from –0.4 to -0.1 percentage points.  When I control for the characteristics of 

zone residents, the estimated effect on resident employment is nearly zero.  This 

shows that ignoring the traits of zone residents can yield misleading results. 

 The employment outcomes discussed above were for men and women 

together.  An alternative measure is the employment outcomes of men.  Table 3.4 has 

the matching estimates of the effect of enterprise zones on the employment rate and 

conditional employment probability of men.  These estimates were generated with 

the same three stage methodology, but calculating the employment outcomes for 

only men and restricting the matching sample to those tracts where at least 25 men 

                                                                                                                                          
the relative speed of a Linux machine).  The software I use for these models is SAS, version 8.2 for 
Linux. 
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 were included in the employment probability models.56  The results for the 

propensity score matching stage are not reported, but are qualitatively similar to 

those presented in Table 3.2. 

In California, the estimated effects on men's employment rates are more 

varied than those for all people’s employment rates.  Looking at the raw employment 

rate, the estimated effects range from -1.3 to 1.8 percentage points.  The effect on the 

conditional employment probability of men is equally varied, ranging from -0.4 to 

2.0 percentage points.  Note that the kernel estimates, which are the most precise, are 

very similar to those for all people.  In Florida, the estimated effects of enterprise 

zones on the male employment rate are more negative than those for the employment 

rate of all workers in Table 3.3.  The nearest neighbor estimate of the effect of 

Florida zones on the conditional employment probability of men is –0.7 percentage 

points while the kernel estimate is –1.2 percentage points.  Both are closer to zero 

than the estimated effect on the raw employment rate and all estimates are not 

statistically different from zero. 

The estimates discussed above all use the same characteristics from the 1980 

Census and the job growth rate from 1983 to 1986 to estimate the propensity of a 

tract to contain a zone.  However, it might be important to control for long-term 

trends to find areas that are good matches for enterprise zones, which were typically 

distressed for many years prior to designation.  To address this concern, I estimate 

the propensity of a tract to contain an enterprise zone adding characteristics from the 

                                                 
56 The results are qualitatively similar if I use men from the samples in Table3.3 instead. 
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 1970 Census.57  The marginal effects from these probits are in Table 3.2 and show 

that some 1970 characteristics are correlated with zone status.  Table 3.5 has the 

estimated effects on employment outcomes when conditioning on these tract 

characteristics.  The estimated effects are qualitatively similar to the estimates using 

only 1980 characteristics to estimate the propensity score that are presented in Table 

3.3.  The nearest neighbor estimates of the effect of California zones on the raw and 

conditional employment measures are –1.6 and –0.7 percentage points. The kernel 

estimate of the effect on the conditional employment probability is 0.2 percentage 

points, which is 0.8 percentage points higher than the raw employment rate estimate.  

In Florida, the estimated effects on the raw employment rate when focusing on 

matches that were similar in both 1970 and 1980 is –2.7 for both estimators and the 

conditional employment probability effects range from –1.3 to –1.7 percentage 

points.  These results are suggestive that residents of Florida zones located in major 

cities – the areas of Florida that were assigned tracts in the 1970 Census – were less 

likely to be employed due to the zones.  However, the estimated effects are not 

significantly different from zero.  In general, these results lead to the same 

conclusion as the results based on matching only on characteristics from the 1980’s: 

ignoring the characteristics of residents would give an overly pessimistic estimate of 

the effect of enterprise zones on the employment of zone residents. 

Even if enterprise zones did not increase the employment probabilities of 

zone residents, they might benefit people in the area surrounding the zones by 

                                                 
57  Adding these traits reduces the sample because some 1980 tracts were not given tracts in the 1970 
Census. 
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 encouraging development in the zones.  Alternatively, the zone programs could also 

reduce the employment probabilities of people living near but not in the zones by 

encouraging businesses to locate in the zone and hire zone residents.  Given the fact 

that the estimated effect of zones on resident employment is close to zero, it would 

be surprising to find that the zone programs reduced employment prospects for 

people living near but not in a zone.  Nonetheless, in order to see if there are any 

measurable spillover effects of this sort, I estimate the effect of enterprise zones on 

residents of tracts not in the enterprise zones but within five miles of the center of the 

zones.  The methodology is very similar to that used to estimate the effect of zones 

on zone residents.  The key difference is that the propensity score estimated is the 

propensity of a tract to be located within five miles of zone and not contain a zone.  

The estimates of the average treatment effect of enterprise zones on the employment 

of residents of tracts surrounding a zone are in Table 3.6.  The raw employment rate 

effect estimates range from -0.6 to –0.3 percentage points in California and are both 

0.2 percentage points in Florida.  Controlling for the characteristics of people living 

around the zone brings the estimated effects up by no more than 0.8 percentage 

points.  While the precision of the estimates of the effect of enterprise zones on 

nearby tracts is much higher than the precision of the estimates of the effect of zone 

tracts, all but one of these estimates is statistically insignificant at the ten percent 

level.  My results do not support the hypothesis that zones reduced the employment 

of people living in the areas surrounding enterprise zone. 
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 The results to this point have only looked at the employment of people who 

are labor market participants, which means they are either employed or looking for 

employment.  During the 1980’s, many communities experienced rapid growth in the 

number of men out of the labor force.  Therefore, it is interesting to know whether 

enterprise zones impacted the proportion of all working age people who are 

employed.  If enterprise zones created new jobs, the zones may have encouraged 

marginal workers to enter or remain in the labor market.  I estimated the effect of 

enterprise zones on the proportion of all men who are employed using the samples of 

men including non-participants.  The individual-level samples and the conditional 

employment probability estimates for these samples are discussed in Chapter 2.  I 

focus on only men because it is unambiguous whether a change in the proportion of 

prime-aged men employed is good or bad.  Because most men aged 18-55 participate 

in the labor market, it is likely that men out of the labor force are either not able to 

work or discouraged workers, meaning they have dropped out of the labor market 

because of inability to find an acceptable job.  I repeat the propensity score 

estimation process for the sample of tracts with at least 25 men in the individual-

level employment models when non-participants are included.  The propensity score 

stage results are very similar to those in Table 3.2 and are not reported. 

The matching estimates of the effect of enterprise zones on the proportion of 

all working-age men who are employed are in Table 3.7.  In California, the estimated 

effect on the raw employment rate of all men ranges from –3.3 to –1.8 percentage 

points.  The estimated effects on the conditional employment probability range from   



 

96

 
 
 
 

 –2.6 to –1.4 percentage points.  In Florida, the estimated effects on the employment 

rate of all men range from –3.4 to –1.0 percentage points.  The effects on the 

conditional employment probability range from -0.9 to 0.1 percentage points.   These 

point estimates suggest that enterprise zone programs reduced the probability that a 

man living in a zone is participating in the labor market and employed.   In 

California, the estimated effects on the conditional employment probability are less 

negative than the effects on the employment rate.  While the point estimates are 

consistently negative, they are not statistically significant.  The results for Florida are 

more typical of the other matching results: when conditioning on resident 

characteristics, the estimated effect of enterprise zones on resident employment is 

close to zero. 

3.5 Sensitivity analysis 

 To test the robustness of the results discussed above, I repeated the estimation 

with alternative sample specifications, conditioning variables, and matching 

schemes.  For example, I estimated the individual-level employment probability 

models with interactions between indicators for race and all the regressors except the 

fixed effects; the average treatment effects from the final stage were very similar.  I 

estimated the propensity score with a reduced set of controls and the effects on 

conditional employment probability were not markedly different.  This section 

discusses in more detail two sensitivity checks: trimming outliers and using the 

conditional employment probability estimates from individual-level probit models.  



 

97

 
 
 
 

 This section ends with an investigation of whether or not enterprise zone tracts had 

differential migration patterns than matching non-zone tracts. 

Propensity score matching can be very sensitive to outliers, especially when 

using finite samples.  This is because an outlying observation that is not in the 

treatment group can be matched to multiple treated observations and have a large 

influence on the estimated effects.  To see whether outliers drive my results, I 

repeated the three stages for samples that excluded observations in the lower tail of 

the employment rate and conditional employment probability distributions.  I do not 

drop observations from the upper tail because I drop tracts with employment rates of 

one in order to use the WLS models.  In addition, there are no striking outliers in the 

upper end of the distribution, only the lower end.  Prior to estimating the WLS 

employment probability models, I drop tracts in the first percentile of the 

employment rate distribution from the sample.  After estimating the WLS models, I 

drop observations in the first percentile of the tract effect distribution.  Aside from 

these restrictions, I use the same methodology for these results as those discussed 

above. 

The results when dropping outliers are in the first four columns of Table 3.8.  

For the California pooled sample, the trimmed estimates are not more than 0.3 

percentage points from the corresponding estimates from the fuller sample.  The 

kernel estimate for the Californian men sample is not sensitive to outlying 

observations, but the nearest neighbor estimate is.  The nearest neighbor estimate of 

the effect of enterprise zones on men’s conditional employment probability is –0.5 
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 percentage points in the trimmed sample while the estimate from the fuller sample 

is 2.0 percentage points.  This unusually high estimated effect is not robust to 

trimming outliers.  In Florida, the estimates are more sensitive to outliers than in 

California.  The kernel estimate of the effect of zones on the pooled conditional 

employment probability is –0.1 in the full sample and is –1.2 in the trimmed sample.  

For the men samples, the corresponding figures are –1.2 and 0.1.  The gap between 

the employment rate and the conditional employment probability effects are very 

similar in the trimmed and full samples.  Even with the sensitivity of the point 

estimates to outliers, the results show that ignoring the characteristics of tract 

residents gives a more pessimistic estimate of the effect of zones on resident 

employment. 

The last column of Table 3.8 has the estimated effects for Florida men using 

the probit estimates of the tract effect rather than the WLS estimates.  When using 

the probit estimates, the marginal effect of a tract on an individual depends on the 

probability that individual is employed, as reflected in the z-score of the individual.  

To get a treatment effect estimate that is comparable to those already reported, it is 

necessary to convert the coefficients for the tract effects into the employment 

probability scale.  To do that, I use propensity score matching to estimate the 

counterfactual tract coefficient and then convert that to a marginal effect on 

employment.  Formally, the average treatment effect estimate becomes: 
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 where Z is the number of zone tracts in the sample, Nz is the number of people 

living in the sample living in tract z (which contains a zone), F(.) is the Normal 

cumulative density function, Xi is a vector of observable characteristics for individual 

i, β̂ is the vector of coefficient estimates from the probit model, ˆzα  is the tract fixed 

effect estimate from the probit model for tract j, and ˆ M
zα is the matching estimate of 

the counterfactual tract fixed effect.58  This is the formula I use for the estimates in 

the last column of Table 3.8.  The probit-based estimates are similar to the WLS-

based estimates.  These estimates are within 0.5 percentage points of the estimates 

using the WLS tract effects reported in the last column of Table 3.4.  The probit-

based kernel estimate is more negative than the WLS-based kernel estimate while the 

probit-based nearest neighbor estimate is less negative than the corresponding WLS-

based estimate.  These results suggest that my results are robust to the method 

chosen to estimate the tracts’ conditional employment probabilities. 

One potential critique of my results is that conditioning on the post-

designation characteristics of zone residents is improper because changes in these 

characteristics could be an effect of the programs.  If the programs make the zone 

tracts more attractive to different kinds of individuals, the composition of residents 

might change as a result of the policy and controlling for those changes ignores an 

important effect.  I disagree with this critique.  Given the small effects of enterprise 

zones on the outcomes they were intended to affect, it would be surprising if the 

zone programs had a significant impact on the composition of residents.   
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 In order to see if there are substantial differences between zones and 

observationally similar non-zone tracts in who moved to the area, I look at the 

attributes of adults who moved to their 1990 residence after 1984 (movers) relative 

to the attributes of adults who moved to their 1990 residence no later than 1984 

(stayers).59  I look at the ratio of the traits of new residents to the traits of prior 

residents, X move
X stay

.   moveX  are the characteristics of movers while stayX  are the 

characteristics of stayers.  I use ratios to make it easier to interpret the resulting 

estimates.  I also look at the difference between zone tracts and matching tracts in the 

percent of all adults who are movers.  I use the same propensity score matching 

approach as above to compare zone tracts to tracts that were observationally similar 

in 1980 using the Epanechnikov estimator with bandwidth of 0.025.   

The comparisons of movers to stayers are in Table 3.9.  On average, 57.9 

percent of adults in the zone tracts in California and 60.8 percent in Florida are 

movers, compared to 55.2 percent and 59.9 percent respectively for matching non-

zone tracts.  In both states, zones did not experience an atypical amount of moving.  

Comparing X move
X stay

 for different characteristics shows that generally the 

relationship between the traits of movers and stayers are not very different in zones 

than in matching areas.  If X move
X stay

=1, then the average X for movers is the same 

                                                                                                                                          
58 I thank Judith Hellerstein and Jonah Gelbach for helping me determine the best way to create this 
estimate. 
59 Unfortunately, the 1990 Census has limited migration data.  It is not possible to identify who 
arrived after 1986, when the zones were designated, or to identify who left the zone.  It could also be 
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as for stayers.  If X move

X stay
=0.5 (2), then the average X is half (double) that of 

stayers.  For all but the ratio for the share of the population with more than a high 

school degree, in both states the difference in the ratios between zones and similar 

non-zone areas are less than 0.10.    In California, the ratio for the share with more 

than high school was 1.14 in zones and 1.29 for matches, suggesting that zones were 

not as attractive to higher education people than non-zones.  In Florida, the opposite 

was the case: the corresponding ratio for zone tracts was 0.15 higher than for non-

zone tracts.  Both of these differences are less than half of a standard deviation.  The 

similarity between zone and matching tracts in the relationship between movers and 

stayers in most characteristics suggests that selective migration is not a major issue 

when evaluating the effects of zones. 

The results discussed in this section suggest that the main average treatment 

effect results reported in the beginning of the chapter capture the impact of enterprise 

zones on resident employment.  The estimates are fairly robust to whether outliers 

are included in the sample.  At least for one sample, the estimated effects when using 

probit tract fixed effects are similar to the WLS-based estimates.  Finally, there is no 

strong evidence that enterprise zone policies induced selective migration. 

3.6 Conclusions 

 My work provides a comprehensive analysis of the impact of the enterprise 

zone programs of California and Florida on the employment of zone residents.  In 

                                                                                                                                          
that some of the people who moved into their residence after 1984 lived in the tract before in a 
different residence. 



 

102

 
 
 
 

 order to estimate the effects of enterprise zones on resident employment, I develop 

and implement a methodology that recognizes the fact that the selection into 

treatment occurs at the geographic level and the determination of employment occurs 

at the individual-level.  In addition, I am careful to minimize error in the 

measurement of zone location and the characteristics of zones both before and after 

designation. 

Most of the literature that has looked at the effects of enterprise zones on the 

employment rate of zone residents has found negative effects.  When looking at the 

unconditional employment rate of residents, I also find that zone residents were less 

likely to be employed than residents of observationally similar areas, though the 

standard errors are too high to make a definitive conclusion.  These results are 

misleading because they do not control for the characteristics of zone residents.  

Once I control for the characteristics of zone residents, the estimated effect of 

enterprise zones on resident employment probability is indistinguishable from zero 

in both California and Florida.  The estimated effects that are large in magnitude 

appear to be sensitive to the inclusion of outliers in the sample. My estimates also do 

not support the belief that zones had negative spillovers for residents of nearby areas.  

One caveat that might explain the lack of measurable effects is that the programs 

studied had been in effect for only three years prior to 1990. 

The enterprise zone programs of California and Florida were atypical in that 

they were carefully targeted and provided relatively large incentives for hiring zone 

residents and people with a history of unemployment.  The majority of the zone 
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 program expenditures in these states were spent on hiring tax credits.  If one were to 

expect a positive impact of enterprise zones on resident employment, it would be in 

these two states.  I carefully measure zone location, control for the characteristics of 

people who lived in the zones in 1990, and systematically choose observationally 

similar non-zone tracts to use as comparison samples.  In the end, I find that the 

enterprise zones of California and Florida had no measurable impact on the 

employment of residents.  This provides further evidence that, at least at the 

historical level of expenditures, enterprise zones are not an effective way of 

increasing the probability that people in distressed communities are employed. 
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Figures for Chapter Three 

Note: Throughout figures and tables, enterprise zone is abbreviated as EZ. 

Figures 3.1a to 3.1c: Distribution of Propensity Score (California) 

Note: 92.8% of non-EZ tracts had Pr[EZ] less than .05

Note: 93.4% of non-EZ tracts have Pr[EZ] less than .05

Fig. 3.1b

Fig. 3.1c

Fig. 3.1a
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 Figures 3.2a to 3.2b: Distribution of Propensity Score (Florida) 

Note: 87.8% of non-EZ tracts have Pr[EZ] less than .05

Note: 91.0% of non-EZ tracts have Pr[EZ] less than .05.

Fig. 3.2b

Fig. 3.2a
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 Figures 3.3a and 3.3b: Match Quality 

 

Fig. 3.3b: Florida

Fig. 3.3a: California

Using only 1980 conditioning variables to estimate propensity score

EZ compared to all areas and areas matched
Based on Nearest Neighbor matches with a caliper of .01
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Tables for Chapter Three 

Table 3.1: Means of Tract Characteristics 

 

EZ Non-EZ EZ Non-EZ EZ Non-EZ EZ Non-EZ
Characteristics from 1980's

0.026 0.666 0.094 0.078 -0.244 0.497 -0.141 -0.086
(0.316) (0.389) (0.312) (0.339) (0.331) (0.339) (0.309) (0.287)

Unemployment rate 0.140 0.064 0.131 0.136 0.093 0.049 0.085 0.085
(0.069) (0.045) (0.058) (0.075) (0.038) (0.029) (0.038) (0.045)

Poverty rate 0.395 0.140 0.357 0.355 0.458 0.147 0.417 0.398
(0.142) (0.102) (0.128) (0.123) (0.142) (0.104) (0.133) (0.144)

Public assistance rate 0.282 0.086 0.251 0.243 0.189 0.050 0.166 0.153
(0.139) (0.072) (0.124) (0.108) (0.090) (0.047) (0.080) (0.090)
0.174 0.437 0.195 0.197 0.162 0.350 0.177 0.175

(0.106) (0.175) (0.111) (0.087) (0.100) (0.151) (0.110) (0.081)
Share non-white 0.643 0.199 0.585 0.548 0.647 0.102 0.594 0.544

(0.240) (0.194) (0.242) (0.280) (0.337) (0.204) (0.358) (0.368)
Share single mother households 0.145 0.065 0.131 0.122 0.143 0.054 0.132 0.119

(0.108) (0.042) (0.098) (0.065) (0.080) (0.045) (0.081) (0.069)
Vacancy rate 0.060 0.050 0.061 0.062 0.100 0.114 0.095 0.096

(0.038) (0.055) (0.037) (0.046) (0.060) (0.107) (0.055) (0.056)
0.112 0.270 0.123 0.126 0.148 0.474 0.151 0.170

(0.146) (0.258) (0.155) (0.164) (0.113) (0.278) (0.115) (0.120)
0.310 0.200 0.279 0.269 0.131 0.123 0.135 0.134

(0.135) (0.101) (0.121) (0.120) (0.078) (0.061) (0.081) (0.071)
Job growth rate 0.144 0.229 0.156 0.137 0.159 0.311 0.168 0.196

(0.088) (0.210) (0.093) (0.104) (0.126) (0.256) (0.125) (0.111)
In remainder place 0.226 0.194 0.197 0.194 0.108 0.510 0.141 0.205

(0.420) (0.395) (0.401) (0.398) (0.312) (0.500) (0.350) (0.408)
Characteristics from 1970

Unemployment rate 0.116 0.061 0.109 0.107 0.051 0.037 0.049 0.062
(0.048) (0.034) (0.042) (0.054) (0.018) (0.018) (0.017) (0.024)

Poverty rate 0.327 0.103 0.291 0.257 0.348 0.136 0.314 0.330
(0.143) (0.080) (0.137) (0.113) (0.139) (0.088) (0.133) (0.134)

Public assistance rate 0.254 0.068 0.225 0.193 0.131 0.030 0.117 0.120
(0.123) (0.061) (0.108) (0.121) (0.069) (0.035) (0.063) (0.069)
0.123 0.319 0.137 0.139 0.112 0.246 0.122 0.129

(0.073) (0.157) (0.076) (0.063) (0.076) (0.128) (0.087) (0.074)
Share non-white 0.464 0.076 0.370 0.319 0.539 0.077 0.484 0.545

(0.364) (0.148) (0.347) (0.337) (0.396) (0.187) (0.402) (0.378)
Share single mother households 0.179 0.069 0.158 0.134 0.142 0.052 0.126 0.125

(0.105) (0.044) (0.099) (0.075) (0.083) (0.036) (0.079) (0.065)
Vacancy rate 0.066 0.048 0.060 0.057 0.074 0.078 0.069 0.074

(0.029) (0.054) (0.025) (0.026) (0.053) (0.073) (0.047) (0.040)
0.279 0.217 0.263 0.234 0.138 0.148 0.144 0.112

(0.108) (0.102) (0.109) (0.111) (0.085) (0.070) (0.091) (0.054)
Measures of employment in 1990

Employment rate 0.840 0.938 0.852 0.865 0.856 0.945 0.863 0.885
(0.083) (0.043) (0.077) (0.076) (0.069) (0.032) (0.055) (0.055)

Mens employment rate 0.849 0.939 0.852 0.871 0.867 0.947 0.871 0.901
(0.079) (0.047) (0.081) (0.082) (0.076) (0.039) (0.069) (0.066)
-0.034 -0.006 -0.031 -0.024 -0.028 -0.004 -0.026 -0.021
(0.068) (0.029) (0.062) (0.064) (0.060) (0.024) (0.043) (0.047)

Number of tracts 93 4,188 71 62 102 1,158 71 44
Tracts without 1970 data 3 254 2 1 12 235 9 14

All

Share of adults with more than 
HS

California

Non-zone areas restricted to those at least 5 miles from a zone

Florida
Matched All Matched

Fixed effect from employment 
probability model

Share of workers in 
manufacturing

Share of units built in prior ten 
years
Share of workers in 
manufacturing

Log of median household income

Share of adults with more than 
HS
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 Table 3.2: Probit Models to Estimate Tracts Propensity of Containing an 

Enterprise Zone 

Non-zone areas restricted to those at least 5 miles from a zone 
 
 
 
 

Marginal 
Effect 

(thousandths)

Standard 
Error 

(thousandths)

Prob. that 
coefficient 

equals 0

Marginal 
Effect 

(thousandths)

Standard 
Error 

(thousandths)

Prob. that 
coefficient 

equals 0

California
1980 Characteristics

Log of median household income 0.097 (1.782) 0.96 0.399 (2.590) 0.88
Unemployment rate -6.104 (6.028) 0.29 -13.882 (10.420) 0.14
Poverty rate 15.184 (7.975) 0.00 15.355 (9.057) 0.03
Public assistance rate 14.545 (8.392) 0.01 4.590 (8.421) 0.58
Share of adults with more than HS -4.015 (2.884) 0.20 -5.712 (6.834) 0.39
Share non-white 5.809 (2.572) 0.00 4.846 (3.506) 0.15
Share single mother households -11.375 (7.312) 0.04 -8.425 (10.229) 0.38
Vacancy rate 0.766 (6.353) 0.90 -4.681 (10.328) 0.64
Share of units built in prior ten year -0.136 (1.841) 0.94 -0.666 (2.607) 0.80
Share of workers in manufacturing 14.082 (6.080) 0.00 23.767 (9.659) 0.00
Job growth rate -0.495 (2.122) 0.82 1.749 (2.740) 0.52
In remainder place 1.236 (1.193) 0.17 1.051 (1.389) 0.37

1970 Characteristics:
Unemployment rate -6.728 (14.177) 0.63
Poverty rate 15.648 (9.670) 0.03
Public assistance rate 19.965 (12.154) 0.03
Share of adults with more than HS 5.728 (8.564) 0.47
Share non-white 3.340 (3.084) 0.22
Share single mother households -13.881 (11.616) 0.19
Vacancy rate 7.027 (11.419) 0.53
Share of workers in manufacturing -3.216 (6.457) 0.62

Observations 4281 4019
Psuedo R sq. 0.464 0.489

Florida
1980 Characteristics

Log of median household income -0.005 (0.004) 0.08 -6.902 (5.748) 0.00
Unemployment rate -0.003 (0.013) 0.80 2.201 (9.964) 0.82
Poverty rate 0.016 (0.013) 0.04 9.241 (10.138) 0.15
Public assistance rate -0.001 (0.008) 0.90 1.115 (7.229) 0.87
Share of adults with more than HS -0.004 (0.005) 0.41 12.591 (11.449) 0.02
Share non-white 0.005 (0.004) 0.02 2.645 (3.633) 0.36
Share single mother households -0.016 (0.015) 0.14 -11.796 (13.592) 0.19
Vacancy rate 0.008 (0.008) 0.22 9.787 (9.500) 0.07
Share of units built in prior ten year -0.009 (0.005) 0.00 -7.998 (6.063) 0.00
Share of workers in manufacturing 0.017 (0.012) 0.01 8.147 (8.785) 0.20
Job growth rate -0.011 (0.007) 0.00 -3.911 (3.873) 0.09
In remainder place -0.004 (0.003) 0.00 -2.947 (2.472) 0.00

1970 Characteristics:
Unemployment rate -35.917 (33.771) 0.05
Poverty rate -14.290 (12.964) 0.02
Public assistance rate 2.610 (9.894) 0.79
Share of adults with more than HS -19.873 (16.758) 0.00
Share non-white 1.931 (3.221) 0.49
Share single mother households 14.506 (15.478) 0.15
Vacancy rate -5.749 (8.596) 0.45
Share of workers in manufacturing 13.903 (12.553) 0.02

Observations 1260 1012
Psuedo R sq. 0.634 0.684

Only 1980 Traits 1970 and 1980 Traits
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 Table 3.3: Matching Estimates of Effect of Enterprise Zones on Resident 

Employment 

Outcome: employment measures for men and women in the labor force 

Notes: Bootstrapped standard errors with 300 repetitions in parentheses.  The tract-
level conditional employment probabilities are estimated with a WLS employment 
probability model.  Propensity scores estimated with tract characteristics from the 
1980’s. 

  California Florida 
  Outcome Outcome 

Estimator Employment rate 

Conditional 
Employment 
Probability Employment rate 

Conditional 
Employment 
Probability 

        
Epan. Kernel -0.015 -0.005 -0.007 -0.001 
Bandwidth=0.025 (0.012) (0.010) (0.013) (0.011) 

Nearest Neighbor -0.008 -0.004 -0.012 -0.004 
Caliper=0.01 (0.015) (0.013) (0.015) (0.014) 

Nearest Neighbor -0.011 -0.005 -0.007 0.002 
Caliper=0.10 (0.017) (0.015) (0.018) (0.015) 
     

Supplemental information:     

Tracts contributing to estimate: 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Epan. Kernel 79   92   
Nearest Neighbor, Caliper=0.01 71 62 3 71 44 6 
Nearest Neighbor, Caliper=0.10 90 65 10 102 45 11 
       
Number of people per tract 
(Nearest Neighbor, Caliper=0.01) 

Average Minimum Average Minimum 

Zone tracts 166 29 116 25 
Non-zone tracts 162 25 101 27 
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 Table 3.4: Matching Estimates of Effect of Enterprise Zones on Male Resident 

Employment 

Outcome: employment measures for men in the labor force 

Notes: see Table 3.3. 
 

  California Florida 
  Outcome Outcome 

Estimator Employment rate 

Conditional 
Employment 
Probability Employment rate 

Conditional 
Employment 
Probability 

        
Epan. Kernel -0.013 -0.004 -0.014 -0.012 
Bandwidth=0.025 (0.010) (0.010) (0.018) (0.017) 

Nearest Neighbor 0.018 0.020 -0.016 -0.007 
Caliper=0.01 (0.015) (0.014) (0.022) (0.021) 

Nearest Neighbor 0.019 0.025 -0.015 -0.014 
Caliper=0.10 (0.017) (0.017) (0.021) (0.020) 
     

Supplemental information:     

Tracts contributing to estimate: 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Epan. Kernel 70   63   
Nearest Neighbor, Caliper=0.01 65 55 4 45 32 4 
Nearest Neighbor, Caliper=0.10 76 55 8 83 30 10 
       
Number of people per tract 
(Nearest Neighbor, Caliper=0.01) 

Average Minimum Average Minimum 

Zone tracts 110 34 71 25 
Non-zone tracts 111 25 57 26 
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 Table 3.5: Estimates of Effect - Propensity Score Estimated with 

1970 and 1980 Characteristics 

Outcome: employment measures for men and women in the labor force 

Notes: Bootstrapped standard errors with 300 repetitions in parentheses.  The tract-
level conditional employment probabilities are estimated with a WLS employment 
probability model.  Propensity scores estimated with tract characteristics from the 
1980’s and the 1970 Census. 
 

  California Florida 
  Outcome Outcome 

Estimator Employment rate 

Conditional 
Employment 
Probability Employment rate 

Conditional 
Employment 
Probability 

        
Epan. Kernel -0.006 0.002 -0.027 -0.013 
Bandwidth=0.025 (0.011) (0.010) (0.014) (0.012) 

Nearest Neighbor -0.016 -0.007 -0.027 -0.017 
Caliper=0.01 (0.014) (0.012) (0.019) (0.016) 

Nearest Neighbor -0.016 -0.004 -0.037 -0.024 
Caliper=0.10 (0.016) (0.014) (0.018) (0.016) 
     

Supplemental information:     

Tracts contributing to estimate: 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Epan. Kernel 67   67   
Nearest Neighbor, Caliper=0.01 63 54 2 57 29 7 
Nearest Neighbor, Caliper=0.10 86 56 11 90 30 17 
       
Number of people per tract 
(Nearest Neighbor, Caliper=0.01) 

Average Minimum Average Minimum 

Zone tracts 168 29 109 28 
Non-zone tracts 175 27 114 27 
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 Table 3.6: Estimates of Effect on People Who Live Near Zones 

Effect of living within 5 miles of a zone but not in a zone 
Outcome: employment measures for men and women in the labor force 

Notes: The probability that a tract is located with-in five miles of an enterprise zone 
is modeled in the propensity score stage.  Zone tracts are not included in the sample.  
Bootstrapped standard errors with 300 repetitions in parentheses.  The tract-level 
conditional employment probabilities are estimated with a WLS employment 
probability model.  Propensity scores estimated with tract characteristics from the 
1980’s. 

  California Florida 
  Outcome Outcome 

Estimator Employment rate 

Conditional 
Employment 
Probability Employment rate 

Conditional 
Employment 
Probability 

        
Epan. Kernel -0.006 0.002 0.002 0.005 
Bandwidth=0.025 (0.003) (0.003) (0.002) (0.002) 

Nearest Neighbor -0.003 0.005 0.002 0.004 
Caliper=0.01 (0.004) (0.004) (0.003) (0.003) 

Nearest Neighbor -0.003 0.005 0.003 0.004 
Caliper=0.10 (0.004) (0.004) (0.003) (0.003) 
     

Supplemental information:     

Tracts contributing to estimate: 
Near-zone 

tracts 
Distant tracts

 
Max. times 

repeated 
Near-zone 

tracts 
Distant tracts 

 
Max. times 

repeated 
Epan. Kernel 614   599   
Nearest Neighbor, Caliper=0.01 605 469 8 595 375 13 
Nearest Neighbor, Caliper=0.10 619 470 9 600 375 13 
       
Number of people per tract 
(Nearest Neighbor, Caliper=0.01) 

Average Minimum Average Minimum 

Near-zone tracts 172 25 146 25 
Distant tracts 180 27 168 25 
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 Table 3.7: Matching Estimates of Effect of Enterprise Zones on Resident 

Men's Employment When Including Men Out of the Labor Force 

Outcome: employment measures for men, including those out of the labor force 

Notes: See Table 3.3. 
 

  California Florida 
  Outcome Outcome 

Estimator Employment rate 

Conditional 
Employment 
Probability Employment rate 

Conditional 
Employment 
Probability 

        
Epan. Kernel -0.018 -0.014 -0.010 0.001 
Bandwidth=0.025 (0.022) (0.017) (0.027) (0.023) 

Nearest Neighbor -0.033 -0.026 -0.034 -0.009 
Caliper=0.01 (0.027) (0.022) (0.035) (0.028) 

Nearest Neighbor 0.013 0.005 0.010 0.019 
Caliper=0.10 (0.034) (0.024) (0.034) (0.024) 
     

Supplemental information:     

Tracts contributing to estimate: 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Zone tracts Non-zone 

tracts 
Max. times 

repeated 
Epan. Kernel 81   71   
Nearest Neighbor, Caliper=0.01 73 62 3 52 38 4 
Nearest Neighbor, Caliper=0.10 88 63 7 95 39 15 
       
Number of people per tract 
(Nearest Neighbor, Caliper=0.01) 

Average Minimum Average Minimum 

Zone tracts 120 26 73 27 
Non-zone tracts 132 26 56 26 
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APPENDIX 

Tract-level Variable Definitions 

Data source listed in parentheses.  The abbreviations used are:  1980 Census 

of Population and Housing: Summary Tape File 3A (STF80), 1970 Census of 

Population and Housing: Fourth Count (4C70), and my own tabulations from the 

Standard Statistical Establishment Lists of 1983-1986 (SSEL). 

Variable definitions: 

Employment rate: Share of people in the tract-place pair aged 18 to 55 and not 

enrolled in school who are in the non-military labor force and employed. 

(STF80 and 4C70). 

In remainder place:  Place not included in the 1982 Economic Census geography so 

that the 1982 Economic Census place code equals “9990”.  (SSEL). 

Job growth rate: (place-level employment in 1986 – place-level employment in 

1983)/(place-level employment in 1983).  (SSEL). 

Poverty rate: The fraction of people in a tract-place pair who live in a family with 

income below 125 percent of the poverty line.  (STF80 and 4C70). 

Share of adults with more than HS: The fraction of adults in a tract-place pair aged 

25 or above with more than a high school degree.  (STF80 and 4C70). 

Share of workers in manufacturing: The fraction of employed workers in the tract-

place pair who worked in a manufacturing industry.  (STF80 and 4C70). 

Share non-white: 1 minus the share of tract-place pair population that is white.  

(STF80 and 4C70). 
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 Share single mother households: Share of the tract-place pair households headed by 

an unmarried female with own children.  (STF80 and 4C70). 

Unemployment rate:  Share of all people in the tract-place pair aged 15 or above who 

are in the non-military labor force and not employed.  (STF80 and 4C70). 
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