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In this dissertation we develop novel primitives and algorithms in quantum cryptography, specifically for quantum key distribution and random number generation. We show a device-independent quantum key distribution (DIQKD) algorithm that is based on the notion of synchronous correlations. Most algorithms in DIQKD literature rely on the well-known CHSH inequality which is neither symmetric nor synchronous. We propose a new synchronous Bell inequality that simplifies the QKD setting by being fully symmetric so that the roles of the two parties in the protocol, Alice and Bob, are completely interchangeable. This has implications for QKD hardware since an identical set of devices can be produced for both parties instead of separate devices for each. We also achieve key rates comparable to CHSH-based protocols.

This dissertation also focuses on closing the causality or locality loophole present in device-independent schemes. An assumption that is critical to device-independent protocols is that the two parties are acausally separated and cannot communicate with each other
once they receive their inputs. This is typically referred to as the nonsignaling condition. If the condition of nonsignaling is violated, then an attacker may simulate the entire protocol classically. This erases any certificate of quantumness produced by the violation of a Bell inequality. We pose a new security assumption with respect to the adversary's uncertainty about the two parties' measurement bases. We derive a bound for this uncertainty and show that if the uncertainty grows any larger than the threshold, there is no strategy any adversary can use to cheat in the protocol. This closes the causality loophole and makes the protocol easier to implement for practical use.

A primitive widely used in QKD and other cryptographic protocols is a random bit generator. We define ideal and real models of random bit generators and show their efficiency and security in the Constructive Cryptography framework. We specifically look at random bit generators based on process tomography of one-qubit channels. We consider ideal quantum random bit generators, then introduce some state preparation and bit-flip errors to define real quantum random bit generators. We show that the ideal and real generators are close to each other in statistical distance.

The third part of this dissertation presents some initial ideas for quantum lattice sieving algorithms. Lattices are very important objects in the effort to construct cryptographic primitives that are secure against quantum attacks. A central problem in the study of lattices is that of finding the shortest non-zero vector in the lattice. Asymptotically, sieving is the best known technique for solving the shortest vector problem, however, sieving requires memory exponential in the dimension of the lattice. This work tries to provide better memory complexity while also improving runtime. Our ideas are inspired by classical heuristic sieving algorithms and make an attempt to quantize those algorithms.
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## Chapter 1: Introduction

In this dissertation, we explore new algorithms and frameworks for quantum cryptography. Charles Bennet and Gilles Brassard kick-started the field of quantum cryptography by proposing the first protocol for generating shared classical keys using quantum states. For a long time quantum cryptography was synonymous with quantum key distribution. However, quantum cryptography has now grown into a rich field of research and encompasses a variety of paradigms and protocols such as uncloneable cryptography, quantum randomness generation and expansion, quantum interactive protocols, proofs of quantumness, and quantum money among others. An adjacent area of research is that of post-quantum cryptography which has gained traction recently due to NIST's Post-Quantum Cryptography Standardization competition that aims to standardize cryptographic encryption and digital signature algorithms that are secure against attacks by quantum computers.

Constructive Cryptography, also referred to as Abstract Cryptography [1] is a framework for analyzing cryptographic protocols from the top-down, rather than the traditional bottom-up approach. Traditionally, analyzing cryptographic protocols first requires defining a model of computation (ex. Turing machines), writing an algorithm using this model, then defining a notion of complexity for this algorithm (ex. number of steps, or number of queries to an oracle), and then arguing about the efficiency of the algorithm based on
that notion of complexity. We finally then prove security of the algorithm based on the infeasibility of a game. The security proofs quite often also get very complicated.

Constructive Cryptography aims to simplify cryptographic proofs by defining systems at the highest level of abstraction, and then moving down to lower levels only when necessary. This allows us to prove properties of systems at every level without worrying about finer-grained details necessary at lower levels. Systems can be composed using simple algebraic rules. This framework allows us to compose different systems, and if each of the individual systems is secure, then the composed system also remains secure. An important paradigm that is used in constructive cryptography is that of defining ideal systems and real systems. An ideal system is a system that provides the desired functionality under ideal circumstances. A real system provides the same functionality, however considers the effect of noise in the system, which could be due to the presence of an adversary that may be trying to gain information about the system or trying to sabotage it. The goal is to show that if the ideal and real systems are "close", determined by some measure of differentiability, then a protocol that uses the ideal system remains secure (up to the same parameter of closeness) when the ideal system is replaced by the real system. In Section 3.5, we introduce some definitions and state some lemmas that are fundamental to the classical framework.

There has been work analyzing classical cryptographic primitives in the framework including private-key algorithms [2, 3], public-key algorithms [4, 5], digital signatures [6], key-encapsulation [7, 8], and other primitives such as one-time pads [9] and coin-tossing [10]. There is also some preliminary work on analyzing the security of quantum cryptographic protocols in this framework including device-dependent quantum key distribution
[11], quantum message transmission [12], and also in showing the impossibility of quantum and relativistic bit commitment [13]. While previous work addresses complete cryptographic protocols, the analysis of basic primitives such as random bit generators remains open. In section 1.1, we highlight our main contributions and progress towards the analysis of random bit generators in the constructive framework.

Quantum Key Distribution (QKD) is a major research area in quantum cryptography. The idea of QKD is to distribute a shared classical secret key to two parties by using quantum resources. There are two main ways of implementing QKD schemes:

1. Prepare-and-send, where Alice prepares a number of qubits in one of two incompatible bases and sends them to Bob. He then measures the states to obtain a binary string based on his measurement outcomes. They then use classical communication to select the bits that are part of the key (those where Alice and Bob selected the same basis), and then do other error correction and privacy amplification to make sure they end up with the same key, and that an adversary has minimal information about the shared key.
2. Entanglement-based, where Alice and Bob share a number of EPR pairs [14]. They also select which rounds in the protocol are testing rounds, and which ones are keygeneration rounds. The key-generation rounds are used to generate the shared secret. The testing rounds are used to test if the value of a certain inequality, known as a Bell inequality, is equal to a specific value. If the value of the Bell inequality is what they expected, they use monogamy of entanglement to show that the adversary cannot have any correlation with the key bits that they both received.

The first QKD protocol was given in the seminal paper [15]. Most prepare-and-send protocols require the use of trusted devices for key generation. Proofs of security against quantum adversaries followed in $[16,17,18,19]$. While theoretically secure, real world implementation challenges and imperfect devices gave rise to side channel attacks and cheating strategies $[20,21,22,23,24]$. Some of the practical challenges like photon-number-splitting attacks were overcome using decoy states [25, 26].

In [27], Mayers and Yao proposed the idea of 'device-independence', where the protocol should produce a secure key-bit even in the presence of untrusted and imperfect devices. Entanglement-based schemes form the basis of device-independent QKD. The first fully device-independent QKD protocol was given in [28], and was based on the well known CHSH inequality [29]. For a brief introduction and history of device-independent QKD, see section 3.2.4. The initial proofs of security for DIQKD [28,30] were quite complicated and were subsequently simplified by the Entropy Accumulation Theorem [31]. The simplified proofs were given by [32]. The one limitation of existing literature is that most DIQKD protocols are based on the CHSH inequality [29]. The CHSH inequality is not symmetric, which means that the two parties in the protocol execute different strategies based on their respective inputs. DIQKD protocols are typically split into two kinds of rounds: (i) testing rounds and (ii) key-generation rounds. The adversary does not know which rounds will be testing versus key-generation and thus must come up with a strategy that helps her cheat in both cases. Proofs of security rely on the fact that the adversary cannot cheat in both types of rounds simultaneously and therefore checking for the violation of the CHSH inequality in the testing rounds helps bound the entropy of the outputs in the key-generation rounds. In CHSH based protocols, the two parties also need additional pre-shared randomness to
select which rounds of the protocol act as testing versus key-generation rounds.
Finally, a key assumption in device-independent protocols is that the two parties are not allowed to communicate with each other once the receive their inputs and before they produce their outputs. Most loophole-free experiments [33, 34, 35] separate Alice and Bob at a distance far enough such that the measurement signal of one party is outside the light cone of the other, thus preventing signaling by the fact that no communication is possible faster than the speed of light. However this method requires distant separation of the two parties which introduces other practical challenges like maintaining highly entangled quantum states over that distance. In section 1.1 we highlight how we solve some of the challenges and relax some of the requirements associated with CHSH based protocols.

### 1.1 Overview of contributions

There are three main contributions this dissertation makes: (i) introducing new primitives for random bit generators in the Constructive Cryptography framework, (ii) a fully device-independent quantum key distribution protocol, and (iii) a quantum lattice sieving algorithm that attempts to improve the memory and runtime complexity of lattice sieving algorithms.

### 1.1.1 Random bit generators

In a device-independent QKD protocol, Alice and Bob both use random bits to determine which measurement they should perform on their shared EPR pair. As a result, random bit generators play a very crucial role in the working of the protocol. In general, random
number generators are very basic, but rather very critical primitives in a lot of cryptographic protocols, which motivates their study in the constructive cryptography framework. To that effect, in Chapter 4 we define ideal and real random bit generator models along with ideal and real quantum random bit generators using process tomography of one-qubit quantum channels, and analyze their security in the constructive framework.

### 1.1.2 Synchronous device-independent quantum key distribution

We show a fully device-independent quantum key distribution protocol based on synchronous correlations in Chapter 6. The mathematical analysis of synchronous correlations first appeared in our work [36] and is also revisited in Chapter 5. The main contributions and advantages of our protocol over other CHSH based protocols are as follows.

1. The protocol is symmetric with respect to Alice and Bob, each performs exactly the same tasks.
2. Alice and Bob do not need to share randomness before starting the protocol, there is no need to pre-select which rounds of the protocol are testing rounds and which ones are key-generation rounds as these will be determined based on their independent selection of measurement bases.
3. Each round of the protocol is effective, by which we mean every testing round improves the estimate of the Bell violation (6.3) and every key generation round either improves the bound on any asynchronicity (6.7) or produces one bit of uniform shared secret.
4. Our protocol is well suited for circumventing the causality loophole common to deviceindependent protocols. By bounding the asynchronicity in the protocol, we can bound an adversary's maximum uncertainty about Alice and Bob's measurement selections.

The synchronicity condition in our protocol creates a loophole: can we achieve a maximal Bell violation using asynchronous correlations and no maximally entangled states? We answer this in the affirmative in Chapter 5 and show an example classical asynchronous strategy that achieves a maximal Bell violation. We also show how to close this asynchronicity loophole and extend our rigidity result to the almost-synchronous case in Section 6.4. Finally, we close the locality or causality loophole in device-independent schemes by introducing a new security assumption in Section 6.6. As a result, we have a protocol that is very well suited to real world implementation where the symmetry property means that the exact same devices can be manufactured for Alice and Bob, and the closing of the causality loophole eliminates the distance requirement present in prior experimental work.

### 1.1.3 Quantum lattice sieving

The third part, which has been included in Appendix A, gives a quantum sieving algorithm for finding the shortest vector in lattices. Lattices form the basis of many postquantum cryptographic algorithms and this work is an important step towards the cryptanalysis of these algorithms.

### 1.2 A note about mathematical notation

Since the work in this dissertation involves topics in classical as well as quantum cryptogra-
phy, there is a very big overlap in the notation that is typically found in literature. In order to be consistent with existing literature, and also reduce confusion, we introduce notation in the sections as we go instead of redefining new global notation that deviates from what exists in literature.

## Chapter 2: Preliminaries

### 2.1 Quantum Background

In this section we provide some background on basic concepts in quantum information theory relevant to our discussion, and introduce notation that we will use in this section. This section is not extensive, and we point the interested reader to [37, 38, 39, 40] for a more thorough introduction to quantum information and computing.

A qubit is a unit vector in a two-dimensional complex vector space also known as a Hilbert space, which we denote using $\mathfrak{H}=\mathbb{C}^{2}$. We write a qubit as $|\phi\rangle=\alpha_{0}|0\rangle+\alpha_{1}|1\rangle$, where $\alpha_{0}, \alpha_{1} \in \mathbb{C}$, and $|0\rangle=(1,0)^{T}$ and $|1\rangle=(0,1)^{T}$ are known as the computational basis states. Since $|\psi\rangle$ is a unit vector, $\left|\alpha_{0}\right|^{2}+\left|\alpha_{1}\right|^{2}=1$. Quantum states in separate registers are represented using the tensor product. For example, if $\left|\phi_{A}\right\rangle \in \mathfrak{H}_{A}$ and $\left|\phi_{B}\right\rangle \in \mathfrak{H}_{B}$, then $\left|\phi_{A}\right\rangle \otimes\left|\phi_{B}\right\rangle \in \mathfrak{H}_{A} \otimes \mathfrak{H}_{B}$. To simplify notation, tensor product states are sometimes written without the $\otimes$ symbol, eg. $|0\rangle \otimes|0\rangle$ is often written as $|00\rangle$. A maximally entangled state on two qubits, also known as a Bell pair or EPR pair is denoted as $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$. Given a matrix $\mathbf{A}=\left\{a_{i j}\right\}$, we write $\operatorname{tr}(\mathbf{A})=\sum_{i} a_{i i}$, which is the sum of the diagonal entries. We denote by $\mathbf{A}^{\dagger}=\left\{a_{j i}^{*}\right\}$ the adjoint or conjugate-transpose of $\mathbf{A}$. The three Pauli
matrices, which have special symbols, are given by

$$
\sigma_{X}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \sigma_{Y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \text { and } \sigma_{Z}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

Note that $\mathbf{P}^{\dagger}=\mathbf{P}$ for $\mathbf{P} \in\left\{\sigma_{X}, \sigma_{Y}, \sigma_{Z}\right\}$ and $\operatorname{tr}\left(\sigma_{X}\right)=\operatorname{tr}\left(\sigma_{Y}\right)=\operatorname{tr}\left(\sigma_{Z}\right)=0$. We denote by $\mathbb{1}_{d}$ the identity matrix of dimension $d$, and omit the dimension when it is clear from the context. The single-qubit Hadamard gate is given by $\mathbf{H}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$. A matrix $\mathbf{A}$ is Hermitian if it is equal to its conjugate-transpose, i.e. $\mathbf{A}=\mathbf{A}^{\dagger}$. A matrix $\mathbf{U}$ is called unitary if $\mathbf{U}^{\dagger}=\mathbf{U}^{-1}$. Unitary matrices (or operators) preserve inner products, i.e. if $|\psi\rangle=\mathbf{U}|\phi\rangle$, then $\langle\psi \mid \psi\rangle=\langle\phi| \mathbf{U}^{\dagger} \mathbf{U}|\phi\rangle=\langle\phi \mid \phi\rangle$, and therefore, quantum gates are represented using unitary matrices.

We also use an equivalent description of quantum states given by density operators, which are defined as:

Definition 1 (Density operator). A density operator, or density matrix, $\rho$ is defined as a Hermitian operator that satisfies the following properties:

- It must be positive, which means $\langle\psi| \rho|\psi\rangle \geq 0$ for any $|\psi\rangle$.
- It must have trace 1 , denoted as $\operatorname{tr}(\rho)=1$.

Definition 2 (Quantum channel). [39, Definition 4.4.3] A quantum channel is a linear, completely positive, trace preserving map, corresponding to a quantum physical evolution

A quantum channel $\mathcal{C}$ is a general way to describe the evolution of quantum systems. Suppose we have a system initially in state $\rho_{i n}$, that interacts with the environment in some
state $\rho_{\text {env }}$, then the evolution of the system is unitary and the final state of our system is obtained by tracing out the environment.

$$
\mathcal{C}\left(\rho_{i n}\right)=\operatorname{tr}_{e n v}\left(U\left(\rho_{i n} \otimes \rho_{e n v}\right) U^{\dagger}\right)=\rho^{\prime} .
$$

A quantum channel acting on density operator $\rho$ can be written in its operator sum representation:

$$
\begin{equation*}
\mathcal{C}(\rho)=\sum_{k} \mathbf{E}_{k} \rho \mathbf{E}_{k}^{\dagger} \tag{2.1}
\end{equation*}
$$

where $\left\{\mathbf{E}_{k}\right\}$ are known as the Kraus operators for the channel, with $\sum_{k} \mathbf{E}_{k}^{\dagger} \mathbf{E}_{k}=\mathbb{1}$ to preserve traces [37, Section 8.2.3]. Kraus operators for a channel are generally not unique.

### 2.2 Process Tomography

We develop the theory needed to describe random bit generators based on process tomography. In general, process tomography is a method of characterizing what a quantum channel does by learning its process matrix. We use it to show how to get a bit with the maximum min-entropy by performing the right measurement on a given channel. Minentropy is given by $H_{\min }=-\log \max _{i} p_{i}$ for a probability distribution $\left\{p_{i}\right\}$. We focus on min-entropy because it has uses in quantum key distribution where one of the classical post-processing steps requires a high min-entropy source. We defer the analysis of QKD protocols to Section 3.2.

In order to generate random bits, we want to start by preparing a qubit in the $|0\rangle$
state, perform a quantum operation on it, and then measure the state to obtain a bit with maximum min-entropy. However, in order to design the right measurement that optimizes our min-entropy, we need to characterize the quantum operation using process tomography. Once we have the full characterization of the quantum channel, we make the measurement and obtain the required random bit. An example of a channel one might use to obtain random bits is given in Example (3) below. In this section we develop the theory needed to characterize one-qubit channels.

We start with a brief discussion of quantum channels and their properties. Using eq. (2.1), a quantum channel $\mathcal{C}$ acting on a one-qubit state $\rho$ can be written as

$$
\begin{align*}
\mathcal{C}(\rho) & =\sum_{k} \mathbf{E}_{k} \rho \mathbf{E}_{k}^{\dagger} \\
& =\sum_{k} \sum_{\mu, \nu} e_{k \mu} e_{k \nu}^{*} \sigma_{\mu} \rho \sigma_{\nu}^{\dagger} \\
& =\sum_{\mu, \nu} \chi_{\mu \nu} \sigma_{\mu} \rho \sigma_{\nu}^{\dagger} \tag{2.2}
\end{align*}
$$

where in the second equality we wrote $\mathbf{E}_{k}=\sum_{\mu} e_{k \mu} \sigma_{\mu}$ for some complex numbers $e_{k \mu}$ since the Pauli matrices form an operator basis for $\mathbb{C}^{2}$, and in the third equality we wrote $\chi_{\mu \nu}=\sum_{k} e_{k \mu} e_{k \nu}^{*} . \mathbf{X}=\left\{\chi_{\mu \nu}\right\}$ is known as the process matrix of the channel. Kraus operators for a channel are not unique in general as there may be unitary freedom in choosing the operator sum representation. However, the process matrix for a channel is always unique. Density operators are Hermitian, so taking the adjoint of eq. (2.2), we get

$$
\mathcal{C}(\rho)^{\dagger}=\sum_{\mu, \nu} \overline{\chi_{\mu \nu}} \sigma_{\nu} \rho \sigma_{\mu}^{\dagger}=\sum_{\mu, \nu} \overline{\chi_{\nu \mu}} \sigma_{\mu} \rho \sigma_{\nu}^{\dagger}
$$

and hence $\chi_{\mu \nu}=\overline{\chi_{\nu \mu}}$, which means that $\mathbf{X}$ is Hermitian. Since $\chi_{\mu \nu} \in \mathbb{C}$, we can write the entries of $\mathbf{X}$ in the form $a+b i$, where $i=\sqrt{-1}$.

$$
\mathbf{X}=\left[\begin{array}{rrrr}
a_{0} & a_{1}+i b_{1} & a_{2}+i b_{2} & a_{3}+i b_{3} \\
a_{1}-i b_{1} & a_{4} & a_{5}+i b_{5} & a_{6}+i b_{6} \\
a_{2}-i b_{2} & a_{5}-i b_{5} & a_{7} & a_{8}+i b_{8} \\
a_{3}-i b_{3} & a_{6}-i b_{6} & a_{8}-i b_{8} & a_{9}
\end{array}\right]
$$

We examine $\mathbf{X}$ and see that it satisfies certain key properties. Since the output of the channel is a density operator we know that it has trace one. Using $\rho=\frac{1}{2} \mathbb{1}$, we get:

$$
1=\operatorname{tr}\left[\mathcal{C}\left(\frac{1}{2} \mathbb{1}\right)\right]=\frac{1}{2} \sum_{\mu, \nu} \chi_{\mu \nu} \operatorname{tr}\left[\sigma_{\mu} \sigma_{\nu}\right]
$$

For $\mu \neq \nu, \operatorname{tr}\left[\sigma_{\mu} \sigma_{\nu}\right]=0$ and for $\mu=\nu, \operatorname{tr}\left[\sigma_{\mu} \sigma_{\nu}\right]=\operatorname{tr}[\mathbb{1}]=2$. Therefore,

$$
\begin{aligned}
1 & =\frac{1}{2} \sum_{\mu} \chi_{\mu \mu} \operatorname{tr}\left[\sigma_{\mu} \sigma_{\mu}\right] \\
& =\sum_{\mu} \chi_{\mu \mu}
\end{aligned}
$$

Similarly, using $\rho \in\{|0\rangle\langle 0|,|+\rangle\langle+|,|i\rangle\langle i|\}$ and $\sum_{\mu} \chi_{\mu \mu}=a_{0}+a_{4}+a_{7}+a_{9}=1$, we get the following equalities:

$$
\begin{aligned}
\operatorname{tr}[\mathcal{C}(|0\rangle\langle 0|)] & =a_{0}+2 a_{3}+a_{4}+a_{7}+a_{9}+2 b_{5} \\
1 & =1+2 a_{3}+2 b_{5} \\
\therefore b_{5} & =-a_{3}
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{tr}[\mathcal{C}(|i\rangle\langle i|)] & =a_{0}+2 a_{2}+a_{4}+a_{7}+a_{9}-2 b_{6} \\
\therefore b_{6} & =a_{2} \\
\operatorname{tr}[\mathcal{C}(|+\rangle\langle+|)] & =a_{0}+2 a_{1}+a_{4}+a_{7}+a_{9}+2 b_{8} \\
\therefore b_{8} & =-a_{1}
\end{aligned}
$$

Let $\Pi_{\sigma}^{0}$ (respectively $\Pi_{\sigma}^{1}$ ) be the projector onto the +1 (respectively -1 ) eigenspace of $\sigma \in\left\{\sigma_{X}, \sigma_{Y}, \sigma_{Z}\right\}$. We define probability variables $p_{\rho}^{\Pi_{\sigma}^{j}} \equiv \operatorname{tr}\left[\Pi_{\sigma}^{j} \mathcal{C}(\rho)\right]$. Using the equation,

$$
p_{\rho}^{\Pi{ }_{\sigma}^{j}}=\sum_{\mu, \nu} \chi_{\mu \nu} \operatorname{tr}\left[\Pi_{\sigma}^{j} \sigma_{\mu} \rho \sigma_{\nu}^{\dagger}\right]
$$

we obtain the system of equations,

$$
\begin{aligned}
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}} & =a_{0}+2 a_{3}+a_{9} \\
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} & =-2 a_{3}+a_{4}+a_{7} \\
p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}} & =2 a_{3}+a_{4}+a_{7} \\
p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Z}}^{0}} & =\frac{1}{2} a_{0}+2 a_{3}+\frac{1}{2} a_{4}+a_{6}+\frac{1}{2} a_{7}+\frac{1}{2} a_{9}-b_{2} \\
p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Z}}^{0}} & =\frac{1}{2} a_{0}+2 a_{3}+\frac{1}{2} a_{4}+\frac{1}{2} a_{7}+a_{8}+\frac{1}{2} a_{9}+b_{1} \\
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}} & =\frac{1}{2} a_{0}+2 a_{2}+\frac{1}{2} a_{4}+\frac{1}{2} a_{7}+a_{8}+\frac{1}{2} a_{9}-b_{1} \\
p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}} & =\frac{1}{2} a_{0}+2 a_{2}+\frac{1}{2} a_{4}+\frac{1}{2} a_{7}-a_{8}+\frac{1}{2} a_{9}+b_{1} \\
p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Y}}^{0}} & =\frac{1}{2} a_{0}+2 a_{2}+\frac{1}{2} a_{4}+a_{5}+\frac{1}{2} a_{7}+\frac{1}{2} a_{9}+b_{3} \\
p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Y}}^{0}} & =a_{0}+2 a_{2}+a_{7} \\
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}} & =\frac{1}{2} a_{0}+2 a_{1}+\frac{1}{2} a_{4}+a_{6}+\frac{1}{2} a_{7}+\frac{1}{2} a_{9}+b_{2}
\end{aligned}
$$

$$
\begin{aligned}
p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}} & =\frac{1}{2} a_{0}+2 a_{1}+\frac{1}{2} a_{4}-a_{6}+\frac{1}{2} a_{7}+\frac{1}{2} a_{9}-b_{2} \\
p_{|+\rangle\langle+|}^{\Pi_{\sigma_{X}}^{0}} & =a_{0}+2 a_{1}+a_{4} \\
p_{|-\rangle\langle-|}^{\Pi_{\sigma_{X}}^{0}} & =\frac{1}{2} a_{0}+2 a_{1}+\frac{1}{2} a_{4}+a_{5}+\frac{1}{2} a_{7}+\frac{1}{2} a_{9}-b_{3}
\end{aligned}
$$

Solving this system of linear equations, we determine all the $a$ 's and $b$ 's as follows:

$$
\begin{aligned}
& a_{0}=-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|11\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|1\rangle\langle(1 \mid}^{\Pi_{\sigma_{Y}}^{0}} \\
& +\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{2} p_{|00\rangle(0 \mid}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} \\
& a_{1}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|1|\langle(1 \mid}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} \\
& a_{2}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} \\
& a_{3}=\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} \\
& a_{4}=-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle(1 \mid}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} \\
& a_{5}=-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Y}}^{0}} \\
& a_{6}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Z}}^{0}} \\
& a_{7}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} \\
& a_{8}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Z}}^{0}} \\
& a_{9}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}} \\
& -\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{2} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{1}} \\
& b_{1}=-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{Z}}^{0}} \\
& b_{2}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Z}}^{0}} \\
& b_{3}=\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}+\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2} p_{|-\rangle\langle-|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{4} p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{4} p_{|1\rangle\langle 1|}^{\Pi_{\sigma_{Y}}^{0}}+\frac{1}{2} p_{|+\rangle\langle+|}^{\Pi_{\sigma_{Y}}^{0}}
\end{aligned}
$$

Consider a generic measurement $\mathcal{M}=\left\{\Pi^{0}=|\psi\rangle\langle\psi|, \Pi^{1}=\left|\psi^{\perp}\right\rangle\left\langle\psi^{\perp}\right|\right\}$ written in Bloch sphere coordinates, where $|\psi\rangle=\cos \left(\frac{\theta}{2}\right)|0\rangle+e^{i \phi} \sin \left(\frac{\theta}{2}\right)|1\rangle$. Our goal is to optimize for $\theta$ and $\phi$, so that we obtain the maximum min-entropy after measuring state $\rho^{\prime}=\mathcal{C}(\rho)$ Using $\rho=|0\rangle\langle 0|$ and our measurement basis, the probability of getting bit 0 is given by $\operatorname{tr}\left[\Pi^{0} \mathcal{C}(|0\rangle\langle 0|)\right]$. Writing the channel in terms of its process matrix form, we get,

$$
\begin{align*}
\operatorname{Pr}[0] & =\operatorname{tr}\left[\Pi^{0} \mathcal{C}(|0\rangle\langle 0|)\right] \\
& =\sum_{\mu \nu} \chi_{\mu \nu} \operatorname{tr}\left[\Pi^{0} \sigma_{\mu}|0\rangle\langle 0| \sigma_{\nu}^{\dagger}\right] \\
& =\sum_{\mu \nu} \chi_{\mu \nu}\langle 0| \sigma_{\nu}^{\dagger} \Pi^{0} \sigma_{\mu}|0\rangle \\
& =\sin (\theta) \cos (\phi)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2}\right)+\sin (\theta) \sin (\phi)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{2}\right)+\cos (\theta)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right)+\frac{1}{2} \tag{2.3}
\end{align*}
$$

Recall that min-entropy is given by $H_{\infty}=\min \left(-\log p_{i}\right)$. In our case we only have two outcomes, and therefore the maximum min-entropy achievable is 1 , when $\operatorname{Pr}[0]=\operatorname{Pr}[1]=\frac{1}{2}$. Therefore in order to maximize min-entropy we minimize the function $f(\theta, \phi)=\left|\operatorname{Pr}[0]-\frac{1}{2}\right|$. Working directly with eq. (2.3), we see that in order to get $\operatorname{Pr}[0]=\frac{1}{2}$, we want

$$
\sin (\theta) \cos (\phi)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2}\right)+\sin (\theta) \sin (\phi)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{2}\right)+\cos (\theta)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right)=0
$$

At this point, we can proceed in multiple ways. If either of $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}, p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}, p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ are very close to $\frac{1}{2}$, we can choose $\theta$ and $\phi$ accordingly to get min-entropy very close to 1 .

- For example, if $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ is equal to (or very close) to $\frac{1}{2}$, we can choose $\theta=0$ (computa-
tional basis) to get min-entropy equal to (very close) to 1.
- Similarly for $p_{|0\rangle\langle 0|}^{\Pi_{\sigma}^{0}}\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}\right)$ equal to (close to) $\frac{1}{2}$, we choose $\theta=\frac{\pi}{2}, \phi=0\left(\theta=\frac{\pi}{2}, \phi=\right.$ $\left.\frac{\pi}{2}\right)$.

Alternatively, if we want to achieve min-entropy exactly 1 , we can pick a phase $\phi=\phi_{0}$ and compute $\theta$ as

$$
\theta=\operatorname{atan} 2\left(-\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right),\left(\cos \left(\phi_{0}\right)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2}\right)+\sin \left(\phi_{0}\right)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{2}\right)\right)\right)
$$

If $\phi_{0}=0, \theta=\operatorname{atan} 2\left(-\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right), p_{|0\rangle\langle 0|}^{\Pi_{\sigma}^{0}}-\frac{1}{2}\right)$
If $\phi_{0}=\frac{\pi}{2}, \theta=\operatorname{atan} 2\left(-\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right), p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}-\frac{1}{2}\right)$
Example 3. Ideally, we want to prepare our initial qubit in the $|0\rangle\langle 0|$ state, apply a Hadamard gate and measure in the computational basis to get a random bit with minentropy 1. However in practice, due to the environment and other factors, it is hard to prepare the exact state $|0\rangle\langle 0|$ and apply the exact Hadamard operator to it. We introduce an error term in the Hadamard operator and use a bit-flip error model in our state preparation of the initial state $|0\rangle\langle 0|$. A simple calculation shows that:

$$
\begin{aligned}
e^{-i \mathbf{H} t} & =\cos (t) \mathbb{1}-i \sin (t) \mathbf{H} \\
e^{-i \mathbf{H} \frac{\pi}{2}} & =-i \mathbf{H}
\end{aligned}
$$

Note that $i \mathbb{1}=e^{i \mathbb{1} \frac{\pi}{2}}$, and therefore we have

$$
\mathbf{H}=e^{i \mathbf{1} \frac{\pi}{2}} e^{-i \mathbf{H} \frac{\pi}{2}}=e^{-i(\mathbf{H}-1) \frac{\pi}{2}}
$$

Now that we have $\mathbf{H}$ written out in this form, we allow for a small error in that we denote $d t$. Thus we can rewrite $\mathbf{H}$ with over-rotation error as $\mathcal{H}_{d t}=\exp \left(-i(\mathbf{H}-\mathbb{1})\left(\frac{\pi}{2}+d t\right)\right)$. Using this as our Hadamard operator, we write the channel as follows:

$$
\mathcal{H}_{d t}(\rho)=\mathcal{H}_{d t} \rho \mathcal{H}_{d t}^{\dagger}
$$

Substituting the values of $\mathcal{H}_{d t}$ and $\mathcal{H}_{d t}^{\dagger}$, and simplifying the expression, we get

$$
\mathcal{H}_{d t}(\rho)=(\sin (d t) \mathbb{1}+i \cos (d t) \mathbf{H}) \rho(\sin (d t) \mathbb{1}-i \cos (d t) \mathbf{H})
$$

We use this description of the Hadamard in conjunction with the error channel: $\mathcal{E}(\rho)=(1-p) \rho+p \sigma_{X} \rho \sigma_{X}$. Therefore our combined channel can be written as

$$
\mathcal{H}_{d t}(\mathcal{E}(\rho))=(1-p) \mathcal{H}_{d t} \rho \mathcal{H}_{d t}^{\dagger}+p \mathcal{H}_{d t} \sigma_{X} \rho \sigma_{X} \mathcal{H}_{d t}^{\dagger} .
$$

Using $|0\rangle\langle 0|$ as our initial state the channel is written as

$$
\mathcal{C}(|0\rangle\langle 0|)=\mathcal{H}_{d t}(\mathcal{E}(|0\rangle\langle 0|))=(1-p) \mathcal{H}_{d t}|0\rangle\langle 0| \mathcal{H}_{d t}^{\dagger}+p \mathcal{H}_{d t}|1\rangle\langle 1| \mathcal{H}_{d t}^{\dagger}
$$

Using our method described, we compute $p_{|0\rangle\langle 0|}^{\Pi_{X}^{0}}, p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}}, p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ for $\mathcal{C}(|0\rangle\langle 0|)$ and get,

$$
\begin{aligned}
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}} & =-\frac{1}{2}(2 p-1) \cos ^{2}(d t)+\frac{1}{2} \\
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Y}}^{0}} & =-\frac{1}{2}(2 \sqrt{2} p-\sqrt{2}) \cos (d t) \sin (d t)+\frac{1}{2} \\
p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}} & =-\frac{1}{2}(2 p-1) \sin ^{2}(d t)+\frac{1}{2}
\end{aligned}
$$

Using phase $\phi=0$, we compute $\theta$ as

$$
\theta=\operatorname{atan} 2\left(\frac{1}{2}(2 p-1) \sin ^{2}(d t),-\frac{1}{2}(2 p-1) \cos ^{2}(d t)\right)
$$

This gives us $H_{\infty}=-\log \left(\max p_{i}\right)=-\log (\operatorname{Pr}[0])=-\log \left(\frac{1}{2}\right)=1$

## Chapter 3: Literature Review

### 3.1 Nonlocal Games

In this section we review the literature on nonlocal games in the context of quantum key distribution. Two player nonlocal games are characterized by a tuple $\left(\mathcal{X}_{A}, \mathcal{X}_{B}, \mathcal{Y}_{A}, \mathcal{Y}_{B}, \mu, \mathcal{D}\right)$ where the terms in the tuple is as follows:

- $\mathcal{X}_{A}, \mathcal{X}_{B}$ : Finite sets of input (or question) alphabets for Alice and Bob respectively,
- $\mathcal{Y}_{A}, \mathcal{Y}_{B}$ : Finite sets of output (or answer) alphabets for Alice and Bob respectively,
- $\mu$ : Probability distribution on $\mathcal{X}_{A} \times \mathcal{X}_{B}$,
- $D: \mathcal{X}_{A} \times \mathcal{X}_{B} \times \mathcal{Y}_{A} \times \mathcal{Y}_{B} \rightarrow\{0,1\}:$ The decision predicate that determines whether the players win or lose the game.

The two-player setting can easily be generalized to $k$-player games, where we have an input and output alphabet for each player involved, the probability distribution $\mu$ is defined over all input sets, and the decision predicate $D$ takes as input all $k$ questions and answers, and outputs a bit to determine whether the $k$ players win or lose the game. For the rest of the section and thesis, we focus on two player nonlocal games. We think of nonlocal games in terms of the probability of producing specific outputs given specific inputs. We maximize
the value:

$$
v(p)=\sum_{\substack{y_{A}, y_{B} \\ x_{A}, x_{B}}} D\left(x_{A}, x_{B}, y_{A}, y_{B}\right) p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) \mu\left(x_{A}, x_{B}\right)
$$

Definition 4 (Classical value). The classical value $v_{c}^{*}$ of a game is obtained by maximizing $v(p)$ over probability distributions of the form:

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\sum_{\omega \in \Omega} p_{\Omega}(\omega) p_{A}\left(y_{A} \mid x_{A}, \omega\right) p_{B}\left(y_{B} \mid x_{B}, \omega\right)
$$

where $\Omega$ is a finite set.

Definition 5. The quantum value $v_{q}^{*}$ of a game is obtained by maximizing $v(p)$ over probability distributions of the form:

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right) \rho\right)
$$

where $\left\{\left\{E_{y}^{x}\right\}_{y \in \mathcal{Y}}\right\}_{x \in \mathcal{X}}$ and $\left\{\left\{F_{y}^{x}\right\}_{y \in \mathcal{Y}}\right\}_{x \in \mathcal{X}}$ are POVMs on $\mathfrak{H}_{A}$ and $\mathfrak{H}_{B}$ respectively, and $\rho$ is a pure state on $\mathfrak{H}_{A} \otimes \mathfrak{H}_{B}$.

### 3.1.1 CHSH game

The CHSH game is named after its authors Clauser, Horne, Shimony, and Holt [29]. In this game the input consists of bits, i.e. $\mathcal{X}_{A}=\mathcal{X}_{B}=\mathcal{X}=\{0,1\}$ and the output also consists of
bits $\mathcal{Y}_{A}=\mathcal{Y}_{B}=\mathcal{Y}=\{0,1\}$. The decision predicate $D$ is given by

$$
D\left(x_{A}, x_{B}, y_{A}, y_{B}\right)= \begin{cases}1 & \text { if } x_{A} \wedge x_{B}=y_{A} \oplus y_{B} \\ 0 & \text { otherwise }\end{cases}
$$

The maximum winning probability using classical correlations is $\frac{3}{4}$ and is given by a simple strategy: Alice and Bob always return 0 (or 1) independent of their input bits.

We can win the win with probability higher than the classical winning probability by using quantum correlations. The maximum quantum winning probability is $\cos ^{2}\left(\frac{\pi}{8}\right) \approx 0.85$, and is given by the quantum strategy: Alice and Bob share a maximally entangled quantum state $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$. Upon receiving $x_{A}=0$. Alice measures her qubit in the computational basis ( $Z$ basis), and outputs $y_{A}=0$ for the +1 outcome and $y_{A}=1$ for the -1 measurement outcome. If she receives $x_{A}=1$, she measures her qubit in the Hadamard basis ( $X$ basis) and outputs $y_{A}=0$ (or $y_{A}=1$ ) corresponding to the $+1(-1)$ outcome. If Bob receives $x_{B}=0$, he measures his qubit in the $\frac{X+Z}{\sqrt{2}}$ and returns $y_{B}$ depending on the measurement outcome. If he receives $x_{B}=1$, he measures in the $\frac{Z-X}{\sqrt{2}}$ basis and outputs $y_{B}$ depending on the measurement outcome.

To further develop this notion of a gap between the classical and quantum value of a nonlocal game, let's look at the difference between the winning and losing probability of the game. Let $\left\{E_{y_{A}}^{x_{A}}\right\}$ and $\left\{F_{y_{B}}^{x_{B}}\right\}$ be Alice and Bob's projection valued measures. Given inputs 00,01 , and 10, Alice and Bob need to produce the same outputs in order to win.

The probability for producing same outputs is given by:

$$
\left\langle\Phi^{+}\right| E_{0}^{x_{A}} \otimes F_{0}^{x_{B}}\left|\Phi^{+}\right\rangle+\left\langle\Phi^{+}\right| E_{1}^{x_{A}} \otimes F_{1}^{x_{B}}\left|\Phi^{+}\right\rangle
$$

The probability that they produce different outputs is given by:

$$
\left\langle\Phi^{+}\right| E_{0}^{x_{A}} \otimes F_{1}^{x_{B}}\left|\Phi^{+}\right\rangle+\left\langle\Phi^{+}\right| E_{1}^{x_{A}} \otimes F_{0}^{x_{B}}\left|\Phi^{+}\right\rangle
$$

In the event that they receive inputs 11, they win if they produce different outputs which happens with probability $\left\langle\Phi^{+}\right| E_{0}^{x_{A}} \otimes F_{1}^{x_{B}}\left|\Phi^{+}\right\rangle+\left\langle\Phi^{+}\right| E_{1}^{x_{A}} \otimes F_{0}^{x_{B}}\left|\Phi^{+}\right\rangle$, while they produce the same outputs with probability $\left\langle\Phi^{+}\right| E_{0}^{x_{A}} \otimes F_{0}^{x_{B}}\left|\Phi^{+}\right\rangle+\left\langle\Phi^{+}\right| E_{1}^{x_{A}} \otimes F_{1}^{x_{B}}\left|\Phi^{+}\right\rangle$

We define observables $M_{x_{A}}$ and $N_{x_{B}}$ as follows:

$$
\begin{aligned}
& M_{x_{A}}:=E_{0}^{x_{A}}-E_{1}^{x_{A}} \\
& N_{x_{B}}:=F_{0}^{x_{B}}-F_{1}^{x_{B}}
\end{aligned}
$$

The difference between the winning and losing probability is given by:

$$
\begin{equation*}
\left\langle\Phi^{+}\right| M_{0} \otimes N_{0}+M_{0} \otimes N_{1}+M_{1} \otimes N_{0}-M_{1} \otimes N_{1}\left|\Phi^{+}\right\rangle \tag{3.1}
\end{equation*}
$$

We write $C:=M_{0} \otimes N_{0}+M_{0} \otimes N_{1}+M_{1} \otimes N_{0}-M_{1} \otimes N_{1}$ to denote the CHSH operator. We discuss some bounds on the operator norm of $C$. Bell [41] showed that in the classical (or hidden variable theories) case, $|C| \leq 2$, and subsequently Tsirelson [42] showed that $|C| \leq 2 \sqrt{2}$ in the quantum case. Hence, inqualities of this form are often referred to
as Bell inequalities or Tsirelson inequalities. A violation of the Bell inequality lets us certify quantum behavior, and a maximal violation of the inequality lets us certify specific entangled quantum states. This property is known as self-testing or rigidity. The CHSH game is rigid: a maximal violation can only be achieved using a state equivalent to a Bell pair, thus observing a maximal violation certifies that we must have a Bell pair. In the CHSH case, there is a direct relationship between the maximum winning probability of the game and the value of the Bell inequality and is given by $w=\frac{1}{8} \beta+\frac{1}{2}$, where $w$ is the winning probability, and $\beta$ is the value of the Bell term.

The CHSH game forms the basis of many device independent quantum key distribution protocols, which we explore in Section 3.2.

### 3.1.2 GHZ game

The Greenberger-Horne-Zeilinger (GHZ) game is a nonlocal game played between three players Alice, Bob and Carol. The referee provides inputs to the three parties $\left(x_{A}, x_{B}, x_{C}\right) \in$ $\{000,011,101,110\}$ and the three parties produce outputs $\left(y_{A}, y_{B}, y_{C}\right) \in\{0,1\}^{3}$. The decision predicate $D$ is given by:

$$
D\left(x_{A}, x_{B}, x_{C}, y_{A}, y_{B}, y_{C}\right)= \begin{cases}1 & \text { if } x_{A} \vee x_{B} \vee x_{C}=y_{A} \oplus y_{B} \oplus y_{C} \\ 0 & \text { otherwise }\end{cases}
$$

The optimal classical strategy wins with probability $\frac{3}{4}$. One example strategy that achieves this bound is: All three parties always output 1 no matter the input. We have $1 \oplus 1 \oplus 1=1$ and $x_{A} \vee x_{B} \vee x_{C}=1$ for 3 out of the 4 input choices.

In contrast, it is possible to win the game perfectly (i.e. with probability 1 ) using a quantum strategy. The strategy is as follows: The three players share the GHZ state: $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)$. Each player uses the same measurement strategy. On input 0, the player measures in the Hadamard basis $(\{|+\rangle,|-\rangle\})$. On input 1 , the player measures in the $Y$ basis $(|+i\rangle,|-i\rangle)$. This strategy wins the game with probability 1. The GHZ game is rigid, and thus winning the game with certainty certifies that the three players hold the GHZ state. This also means their measurement operators must be isomorphic (up to local unitaries) to the ideal winning strategy discussed above.

### 3.1.3 Magic Square game

The Magic Square game was studied independently by Mermin [43] and Peres [44]. In the game, Alice and Bob draw inputs $x_{A}, x_{B} \in\{0,1,2\}$. Alice produces output bits $m_{0}, m_{1}, m_{2}=m_{0} \oplus m_{1}$, while Bob produces bits $n_{0}, n_{1}, n_{2}=1 \oplus n_{0} \oplus n_{1}$. They win the game if $m_{x_{B}}=n_{x_{A}}$.

One can think about this game as filling a $3 \times 3$ grid with 0 s and 1 s . Alice's role is to fill out the rows such that the parity of each row is even, while Bob's role is to fill out the columns such that the parity of each column is odd. They win the game if their outputs agree for a randomly chosen cell in the grid. Classically, there exist strategies where Alice and Bob can produce outputs that agree on 8 out of the 9 cells, and thus they can win the game with probability $\frac{8}{9}$. It turns out that this is the best they can hope to achieve classically. However in the quantum case, they can win the game with certainty by using

| $Z \otimes \mathbb{1}$ | $\mathbb{1} \otimes Z$ | $Z \otimes Z$ |
| ---: | ---: | ---: |
| $\mathbb{1} \otimes X$ | $X \otimes \mathbb{1}$ | $X \otimes X$ |
| $-Z \otimes X$ | $-X \otimes Z$ | $Y \otimes Y$ |

Table 3.1: Alice and Bob's observables for the Magic Square game
the strategy: Alice and Bob share two copies of the EPR pair:

$$
\left|\Phi^{+}\right\rangle \otimes\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle_{A}|0\rangle_{B}+|1\rangle_{A}|1\rangle_{B}\right) \otimes \frac{1}{\sqrt{2}}\left(|0\rangle_{A}|0\rangle_{B}+|1\rangle_{A}|1\rangle_{B}\right)
$$

and make measurements according to Table 3.1 depending on their inputs, where $X, Y$ and $Z$ are the Pauli matrices. Note that the observables in each row and each column commute with each other. As a result, observables in any given row (or column) are diagonalizable in the same basis, and thus can be measured simultaneously. This allows Alice and Bob to produce matching outputs every time and win the game with probability 1 . A nice property of the strategy listed in Table 3.1 is that it is rigid. It can be used to self-test two copies of the EPR pair.

### 3.2 Quantum Key Distribution

### 3.2.1 Introduction

Quantum Key Distribution (QKD) aims to utilize quantum resources in order to establish a shared classical secret key between two or more players. The two primary objectives of QKD are 'correctness' and 'security'. By correctness we mean that the two parties must possess the same key at the end of the protocol, and by security we mean that any adversary in the protocol obtains minimal to no knowledge about the secret key at the
end of the protocol. These terms are also often extended to include noisy implementations and known as 'completeness' (correctness in an honest but possibly noisy execution of the protocol) and 'soundness' (security in the presence of an adversary) conditions. We will discuss completeness and soundness conditions in more detail later in Section 6.5 when we describe our quantum key distribution protocol.

QKD protocols can be constructed using two paradigms: (i) prepare-and-send and (ii) entanglement-based. We discuss these in more detail.

### 3.2.2 Prepare-and-send protocols

Bennett and Brassard [15] gave the first quantum key distribution protocol, and thus the protocol and its variants are known by the initials of the authors - BB84. The main idea is to transmit non-orthogonal quantum states chosen according to randomly drawn bit strings. If an adversary attempts to distinguish between the non-orthogonal states, she must do so at the expense of disturbing the quantum states. Alice and Bob can detect this interference and can abort if the error exceeds a pre-decided threshold. More formally, consider a setup with two parties Alice and Bob that want to establish a shared classical secret key. We may assume that an adversary Eve is present and is trying to get information about the shared secret key. Algorithm 1 shows the BB84 protocol. Once Alice and Bob have a subset $n$ of data bits, they can use information reconciliation and privacy amplification to produce near-uniform key bits that are secure against a (quantum) Eve.

## Algorithm 1: BB84 Protocol

Input:
$\delta \in\{0,1\}: \quad$ Threshold for check bits
$n$ : Expected number of raw key bits
$m$ : Expected number of final key bits
1 Alice draws two bit strings $a$ and $b$ of length $(4+\delta) n$ and uses them to produce quantum states: $\left|\psi_{a_{k} b_{k}}\right\rangle$ such that:

2 Alice sends Bob $\bigotimes_{k=1}^{(4+\delta) n}\left|\psi_{a_{k} b_{k}}\right\rangle$.
3 Bob draws a random bit string $b^{\prime}$, and measures the $(4+\delta) n$ states in the computational basis if $b_{k}^{\prime}=0$ or the Hadamard basis if $b_{k}^{\prime}=1$. He records his output as $a_{k}^{\prime}$.
4 Alice and Bob publicly share their bitstrings $b$ and $b^{\prime}$.
5 They discard all $a_{k}$ and $a_{k}^{\prime}$ where $b_{k} \neq b_{k}^{\prime}$. If there are fewer than $2 n$ bits left, they abort.
6 They choose a random subset $n$ of the remaining outputs and use those as check bits. If more than $\delta n$ bits disagree, they abort the protocol.
7 They use the remaining $n$ bits to perform information reconciliation and privacy amplification to produce $m$ final key bits.

### 3.2.3 Entanglement-based protocols

The E91 protocol is named after Artur Ekert who proposed the protocol in a 1991 paper [14]. Alice and Bob share maximally entangled quantum states and make measurements in either the computational or the Hadamard basis. If they measure in the same basis, they end up with identical outputs, and if they measure in different basis, the distribution of their outputs is random. After they make measurements, they share their measurement basis choices and only keep output bits where they made measurements in the same basis. One can bound Eve's information about the key bits by using the fidelity of the shared entangled
pairs. This idea laid the foundation for device-independent quantum key distribution based on nonlocal games and maximally entangled pairs.

### 3.2.4 Device-independent quantum key distribution

So far we have looked at protocols where Alice and Bob have full control over state preparation and measurement devices in the QKD protocol. However, in practice, Alice and Bob may wish to purchase QKD devices and equipment from a third-party and may not always trust those devices. Using such untrusted devices, can we still produce a shared secret key that is secure against quantum or more powerful adversaries? In order to answer that question, we first list some assumptions that we make about the protocol setup and the devices used in it:

1. Alice and Bob generate (local) inputs and feed them to their respective devices and receive outputs from them.
2. Alice and Bob are allowed to decide on a strategy before the execution of the protocol and may share resources like quantum states and classical randomness, but are not allowed to communicate with each other after they receive their inputs, and before they produce their outputs.
3. The devices used in the protocol may be noisy and may even be programmed by the adversary.
4. Alice, Bob, and the adversary Eve are all bound by the laws of quantum mechanics and that quantum mechanics is a complete theory.

The idea for device-independence was first introduced by Mayers and Yao in [27]. Some of the initial research in this direction gave efficient and noise-tolerant protocols [ $45,46,47,48,49,50]$ but made some independence assumptions on the devices. In [51, 52] device-independent protocols were given that required perfect devices. The first fully device-independent QKD protocol was proposed by Vazirani and Vidick in [28]. Their protocol was based on a slightly modified version of the CHSH game, where Alice has an extra input labeled " 2 ". The input pair $\left(x_{A}^{i}=2, x_{B}^{i}=1\right)$ is used to determine which rounds in the protocol are key generation rounds. Their modified game uses the rigidity results of the CHSH game to certify that Alice and Bob held maximally entangled quantum states. Their protocol is also robust to noise. The general idea for DIQKD protocols is this: the protocol is split into two types of rounds (i) testing rounds where we test for the violation of a Bell inequality and (ii) key rounds which are used to generate the raw key. In this protocol, the Bell inequality being tested is the CHSH inequality. We reiterate their CHSH condition since it is slightly modified for this protocol:

- If $x_{A}^{i}, x_{B}^{i} \in\{0,1\}$ then $y_{A}^{i} \oplus y_{B}^{i}=x_{A}^{i} \wedge x_{B}^{i}$
- If $x_{A}^{i}, x_{B}^{i}=(2,1)$ then $y_{A}^{i} \oplus y_{B}^{i}=0$, i.e. $y_{A}^{i}=y_{B}^{i}$
- If $x_{A}^{i}, x_{B}^{i}=(2,0)$ then all outputs are valid.

Let opt be the maximum probability with which two isolated devices produce outputs satisfying the CHSH condition under the laws of quantum mechanics. When the inputs are from the set $\{(0,0),(0,1),(1,0),(1,1)\}$, the game is identical to the CHSH game and can be won with probability at most $\cos ^{2}\left(\frac{\pi}{8}\right)$. When the input pair is from $\{(2,0),(2,1)\}$, the game can be won with certainty. Since all six input pairs are equally likely, we have
opt $=\frac{2}{3} \cos ^{2}\left(\frac{\pi}{8}\right)+\frac{1}{3}$. In order to achieve probability equal to opt, Alice and Bob share maximally entangled quantum states $\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ and measure in the eigenbases of the $\pm 1$-observables:

Alice:

$$
\begin{array}{ll}
x_{A}^{i}=0: Z & x_{B}^{i}=0: \frac{1}{\sqrt{2}}(Z+X) \\
x_{A}^{i}=1: X & x_{B}^{i}=1: \frac{1}{\sqrt{2}}(Z-X) \\
x_{A}^{i}=2: \frac{1}{\sqrt{2}}(Z-X) &
\end{array}
$$

They output $y^{i}=0(1)$ corresponding to the $+1(-1)$ outcome for their respective observables. One can check using eq. (3.1) that this gives the correct winning probability.

For completeness we state the protocol in Algorithm 2. The proof of security uses multiple theoretical tools among which are the 'guessing game' [28, Lemma 11] and the 'quantum reconstruction paradigm' [28, Lemma 9] and are used to place a lower bound on the smooth min-entropy of Alice's and Bob's outputs conditioned on adversary Eve's side information. They show a secure key rate of $\approx 2.5 \%$ and a raw key rate of $\approx 15 \%$ as the noise $\eta \rightarrow 0$. In the other direction, they are able to achieve a positive key rate for a maximum noise level of $\eta \approx 1.2 \%$. More recently, the Entropy Accumulation Theorem was proposed by [31], and improved in [53], which provides a more general framework for establishing upper and lower bounds on the conditional min-entropy. We reserve the discussion of the EAT for Section 3.3.

## Algorithm 2: Vazirani-Vidick DIKQD protocol

## Input:

$\eta$ : Threshold for error rate
$m$ : The number of rounds in the protocol
$\epsilon$ : The security parameter (used to bound statistical distance from uniform)
$\gamma$ : Expected number of testing rounds
1 For $i \in[m]$ :
2 Alice and Bob draw $x_{A}^{i} \in\{0,1,2\}$ and $x_{B}^{i} \in\{0,1\}$. They produce outputs $y_{A}^{i}$ and $y_{B}^{i} \in\{0,1\}$ respectively according to eq. (3.2)
3 Alice chooses a subset $\mathbf{B} \subseteq[m]$ of size $\gamma m$ to use as testing rounds. Alice and Bob exchange their input and outputs in those rounds test the CHSH violation. If the CHSH condition is not satisfied in a fraction of rounds that is greater than the threshold $\eta$, they abort.
4 Alice and Bob publicly reveal the rest of their inputs. They check to make sure there are enough key rounds, i.e. rounds where their inputs were $(2,1)$. Let $\mathbf{C}$ be this set. If $\left||\mathbf{C}|-\frac{m}{6}\right|>10 \sqrt{m}$, they abort.
$\mathbf{5}$ They perform standard information reconciliation and privacy amplification on their outputs in $\mathbf{C}-\mathbf{B}$.

### 3.2.5 Classical Post-Processing

Steps (3) and (4) in Algorithm 2 are referred to as the Parameter Estimation steps. This is when Alice and Bob check to see if their input and output pairs meet certain conditions, for example the violation of the CHSH inequality, and abort otherwise. After parameter estimation, Alice and Bob hold weakly correlated bit strings that they wish to turn into strongly correlated and strongly secure bit strings. The first step is to make sure that they hold identical bit strings except with negligible probability. This process is known as Information Reconciliation or Error Correction. Alice and Bob use a classical error correction protocol to correct any errors in their respective bit strings. An efficient way to do this is by using two-universal hashing. We present a formal definition.

Definition 6. Let $\mathcal{F}$ be a family of functions from $\mathcal{X}$ to $\mathcal{Y}$, and $\mu$ be a probability distribution over $\mathcal{F}$. We call the pair $(\mathcal{F}, \mu)$ two-universal if for any $x \neq x^{\prime} \in \mathcal{X}$ and $f$ drawn
according to $\mu$,

$$
\operatorname{Pr}_{f \in \mathcal{F}}\left[f(x)=f\left(x^{\prime}\right)\right] \leq \frac{1}{|\mathcal{Y}|}
$$

We will often take $\mu$ to be the uniform distribution over $\mathcal{F}$. Such two-universal hash function families always exist for the case $\mathcal{X}=\{0,1\}^{n}$ and $\mathcal{Y}=\{0,1\}^{m}$ with $0 \leq m \leq n$, as shown in $[54,55]$. Alice samples a function $f$ according to the distribution $\mu$ and sends to Bob the pair $\left(f, f\left(k_{A}\right)\right)$. Bob uses $f$ to compute $f\left(k_{B}\right)$ and checks if $f\left(k_{A}\right)=f\left(k_{B}\right)$. If not, they abort the protocol. By choosing an appropriate size for the range of the hash function family i.e. $|\mathcal{Y}|=2^{\left\lceil\log 1 / \epsilon_{I R}\right\rceil}$, for an arbitrarily small $\epsilon_{I R}$, we can guarantee that Alice and Bob's bit strings are equal except with probability at most $\epsilon_{I R}$.

Once the information reconciliation step is complete, Alice and Bob use a randomness extractor to get their final keys secure against a quantum adversary, a process known as Privacy Amplification. At this point, Alice and Bob are assumed to have identical bit strings, so we only look at privacy amplification on Alice's side. Bob's analysis is identical. Since Eve is allowed to have quantum side information, Alice's and Eve's system can be described using a classical-quantum state $\rho_{A E} \in \mathfrak{H}_{A} \otimes \mathfrak{H}_{E}$ as follows:

$$
\rho_{A E}=\sum_{y_{A}} p_{\mathcal{Y}}\left(y_{A}\right)\left|y_{A}\right\rangle\left\langle y_{A}\right| \otimes \rho_{E}^{y_{A}}
$$

where $\left\{\left|y_{A}\right\rangle\right\}$ forms an orthonormal basis and $\rho_{E}^{y_{A}}$ is Eve's subnormalized state conditioned on obtaining the classical bit string $y_{A}$. The randomness extractor also takes as input a uniform seed $s \in\{0,1\}^{d}$. We formally define a quantum-proof randomness extractor.

Definition 7. Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is called $a(k, \epsilon)$ quantum-proof randomness
extractor if for all classical quantum states $\rho_{Y E} \in \mathfrak{H}_{A} \otimes \mathfrak{H}_{E}$ with classical $Y$ and min-entropy $H_{\text {min }}(Y \mid E) \geq k$, we have

$$
\frac{1}{2}\left\|\rho_{\mathrm{Ext}(Y, S) S E}-\frac{\mathbb{1}}{2^{m}} \otimes \rho_{S} \otimes \rho_{E}\right\|_{1} \leq \epsilon
$$

Here the idea is that the uniform seed is independent from the output of the randomness extractor. An example of a quantum-proof randomness extractor is one that is based on two-universal hashing. Alice and Bob use the uniform seed to select a hash function $f$ from the family of functions $\mathcal{F}$ described above and use the output of the function as their final key. For example Alice's final key would be $k_{A}=f\left(y_{A}\right)$, and similarly for Bob. We state [56, Corollary 5.6.1] which bounds the $L_{1}$-distance from uniform using the smooth min-entropy (see Definition 52).

Lemma 8. Let $\rho_{X E}$ be a density operator on $\mathfrak{H}_{X} \otimes \mathfrak{H}_{E}$ which is classical with respect to an orthonormal basis $\{|x\rangle\}_{x \in \mathcal{X}}$ of $\mathfrak{H}_{X}$. Let $\mathcal{F}$ be a two-universal family of hash functions from $\mathcal{X}$ to $\mathcal{Y}=\{0,1\}^{m}$, and let $\epsilon \geq 0$. Then

$$
\left\|\rho_{F(X) E F}-\rho_{U} \otimes \rho_{E F}\right\|_{1} \leq 2 \epsilon+2^{-\frac{1}{2}\left(H_{\min }^{\epsilon}\left(\rho_{X E} \mid E\right)-m\right)}
$$

where $\rho_{U}=\frac{1}{|\mathcal{Y}|} \sum_{y \in \mathcal{Y}}|y\rangle\langle y|$ is the maximally mixed state on $\mathfrak{H}_{Y}$.

### 3.3 Entropy Accumulation

In this section we review a theoretical tool known as the Entropy Accumulation Theorem (EAT) [31] that helps derive upper and lower bounds on the min-entropy of the outputs in
a device-independent quantum key distribution protocol. The main idea behind the EAT is to generalize the Quantum Asymptotic Equipartition Property to the case when our overall system does not consist of mutually independent and identically distributed (IID) sub-systems. In the IID case, the total entropy of the system is equal to the sum of its parts. This is not the case in DIQKD because the state of the system in round $i$ may depend on the all previous rounds $0, \cdots, i-1$ (but not future rounds $i+1, \cdots$ ). The EAT says that given enough rounds, the total entropy generated in the protocol can be expressed as the number of rounds multiplied by the entropy generated in a single round along with a small correction term. Intuitively this says that as the number of rounds increases, we start to get closer and closer to the IID case (which asymptotically is exactly equal to the IID case).

We begin by introducing some notation and developing some of the key ideas necessary for the EAT. We will make use of EAT channels which are completely positive and tracepreserving maps that satisfy certain key properties. For a detailed explanation of EAT channels, see [32, Definition 2.5]. We denote EAT channels by $\mathcal{M}_{i}: R_{i-1} \mapsto R_{i} A_{i} B_{i} I_{i} C_{i}$, where $A_{i}, B_{i}, C_{i}$ and $I_{i}$ are classical systems with finite dimensions (typically denoting Alice and Bob's inputs and outputs and any other randomness they may share). $R_{i}$ are arbitrary registers, typically denoting an adversary's side information and the noise from the environment.

Definition 9 (Tradeoff functions). [32, Definition 2.6] Let $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{n}$ be EAT channels, and let $\mathcal{C}$ denote the alphabet of $C_{1}, \cdots, C_{n}$. We call a function $f_{\min }$ a min-tradeoff
function for $\left\{\mathcal{M}_{i}\right\}$ if it is differentiable and convex, and satisfies

$$
f_{\min }(p) \leq \inf _{\substack{\sigma_{R_{i-1} R^{\prime}} \\ \mathcal{M}_{i}\left(\sigma C_{i}=\right.}} H\left(A_{i} B_{i} \mid I_{i} R^{\prime}\right)_{\mathcal{M}_{i}(\sigma)}
$$

where the infimum is taken for all $i \in[n]$ over states of $\mathcal{M}_{i}$ for which the marginal of $C_{i}$ of the output state is the probability distribution $p$.

We call a function $f_{\max }$ a max-tradeoff function for $\left\{\mathcal{M}_{i}\right\}$ if it is differentiable and concave, and satisfies

$$
f_{\max }(p) \geq \sup _{\substack{R_{i-1} R^{\prime} \\ \mathcal{M}_{i}(\sigma) C_{i}=p}} H\left(A_{i} B_{i} \mid I_{i} R^{\prime}\right)_{\mathcal{M}_{i}(\sigma)}
$$

where the supremum is taken for all $i \in[n]$ over states of $\mathcal{M}_{i}$ for which the marginal of $C_{i}$ of the output state is the probability distribution $p$.

Definition 10. Given a string $\mathbf{s}=s_{1}, s_{2}, \cdots, s_{n} \in \Sigma_{n}$, where $\Sigma$ is a finite alphabet, we use freq $_{\mathbf{s}}\left(s^{\prime}\right)$ to denote the probability distribution $\frac{\sum_{i=1}^{n} \delta_{s_{i}, s^{\prime}}}{n}$ for $s^{\prime} \in \Sigma$.

We state the main theorem next.

Theorem 11 (EAT). [32, Theorem 2.7] Let $\mathcal{M}_{i}: R_{i-1} \mapsto R_{i} A_{i} B_{i} I_{i} C_{i}$ be EAT channels for $i \in[n]$, and let $\rho_{A B I C E}=\left(\operatorname{tr}_{R_{n}} \circ \mathcal{M}_{n} \circ \cdots \circ \mathcal{M}_{1}\right) \otimes \mathbb{1}_{E} \rho_{R_{0} E}$ be the final state obtained after applying the EAT channels. Let $\Omega$ be an event defined over $\mathcal{C}^{n}$ and $p_{\Omega}$ the probability of $\Omega$ in $\rho$, and $\rho_{\mid \Omega}$ be the final state conditioned on $\Omega$. We also let $\epsilon_{s} \in(0,1)$.

Given a min-tradeoff function $f_{\min }$ for $\left\{\mathcal{M}_{i}\right\}$ such that $f_{\min }\left(\mathrm{freq}_{\mathbf{c}}\right) \geq t_{\min }$ for any
$t_{\text {min }} \in \mathbb{R}$ and $\mathbf{c} \in \mathcal{C}^{n}$ for which $\operatorname{Pr}[\mathbf{c}] \rho_{\mid \Omega}>0$,
$H_{\min }^{\epsilon_{s}}(A B \mid I E)_{\rho_{\mid \Omega}}>n \cdot t_{\min }-\sqrt{n}\left(2\left(\log \left(1+2 d_{A_{i} B_{i}}\right)+\left\lceil\left\|\nabla f_{\min }\right\|_{\infty}\right\rceil\right) \sqrt{1-2 \log \left(\epsilon_{s} \cdot p_{\Omega}\right)}\right)$
where $d_{A_{i} B_{i}}$ is the dimension of systems $A_{i} B_{i}$.
Similarly, given a max-tradeoff function $f_{\max }$ for $\left\{\mathcal{M}_{i}\right\}$ such that $f_{\max }\left(\right.$ freq $\left._{\mathbf{c}}\right) \leq t_{\max }$ for any $t_{\max } \in \mathbb{R}$ and $\mathbf{c} \in \mathcal{C}^{n}$ for which $\operatorname{Pr}[\mathbf{c}] \rho_{\mid \Omega}>0$,
$H_{\min }^{\epsilon_{s}}(A B \mid I E)_{\rho_{\mid \Omega}}<n \cdot t_{\max }+\sqrt{n}\left(2\left(\log \left(1+2 d_{A_{i} B_{i}}\right)+\left\lceil\left\|\nabla f_{\max }\right\|_{\infty}\right\rceil\right) \sqrt{1-2 \log \left(\epsilon_{s} \cdot p_{\Omega}\right)}\right)$.

The main challenge while applying the EAT to any key distribution protocol is to find an appropriate min-tradeoff function with the required properties. In Section 6.5, we derive a min-tradeoff function for our synchronous device independent quantum key distribution protocol.

### 3.4 Quantum Randomness Generation and Expansion

In Chapter 4 we will see some methods for generating random bits using quantum states. While such methods provide 'true' randomness, one might want to verify that the quantum device in use is behaving according to specification. This takes us back in to the realm of 'device-independence' and a lot of the techniques used for device-independent quantum key distribution carry over to the randomness generation case. The general idea is to use nonlocal games in order to self-test the device by carefully selecting testing rounds to perform Bell tests while using the other rounds as randomness generation rounds. This allows us to
use a small amount of randomness for selecting the testing rounds while generating exponentially more randomness through the generation rounds. This is often also referred to as randomness amplification. Vazirani and Vidick showed the first proof of security against quantum adversaries for a randomness amplification protocol in [57]. Security against quantum adversaries is needed in order to compose the randomness amplification protocol with other protocols. Subsequent work by Miller and Shi [30] showed cryptographic security and combined with the work of Coudron and Yuen [58], and Chung, Shi, and Wu [59] showed unbounded randomness expansion using only four devices. This can be achieved by cross-feeding the output of one pair of devices into another pair and repeating this process an unbounded number of times to achieve unbounded expansion.

### 3.5 Constructive Cryptography

In this section we provide some of the main ideas used in this framework, while referring the reader to the original papers $[1,60]$ for some of the more technical definitions and proofs.

Definition 12. $A$ system is defined as an abstract object with interfaces that let it interact with other systems. The interfaces are labeled using a set, typically $\mathcal{I}=\{1, \cdots, n\}$.

At the highest level, there are three main types of systems: resources, converters, and distinguishers. We define each one of these systems and describe their properties.

### 3.5.1 Resources

Let's start with resources. A resource system can be thought of as providing access to a resource used in a protocol. An example of a concrete resource might be a secret key, or an
authenticated channel. Resource systems are denoted using capital letters, ex. $R, S$, and are equipped with an interface label set. In a protocol, for example, with parties Alice, Bob, and Eve, we can think of resources having interfaces for each of the parties, i.e. an interface label set $\mathcal{I}=\{A, B, E\}$.

### 3.5.2 Converters

Next, we talk about converters. Intuitively a converter system can be thought of as converting one resource into another resource. Converters are denoted using Greek letters eg. $\alpha, \beta$. Converters have two interfaces called the inside and outside interface respectively. The inside interface attaches to a resource, while the outside interface becomes the new interface for the combined system. For example, an interface $i \in \mathcal{I}$ of a resource $R$ can connect to the inside interface of a converter $\alpha$, and the outside interface of $\alpha$ is now the interface $i$ of the new resource $\alpha^{i} R$.

For every interface $i \in \mathcal{I}$ that a resource $R$ has, we can think of attaching a converter $\alpha_{i}$ at that interface. As a result, we can have $\boldsymbol{\alpha}=\left\{\alpha_{1}, \cdots, \alpha_{n}\right\}$ connect to the $n$ interfaces of the resource $R$. When necessary, we simplify the notation $\alpha_{i}^{i} R$ and write $\alpha_{i} R$ instead to denote that the converter $\alpha_{i}$ is attached to the $i$ th interface of the resource $R . \boldsymbol{\alpha} R:=$ $\alpha_{1} \alpha_{2} \cdots \alpha_{n} R$.

Let $\phi$ be a set of resources, and $\Sigma$ denote a set of converters. A converter $\alpha \in \Sigma$ induces a function $\phi \rightarrow \phi: R \rightarrow \alpha^{i} R$, for a resource $R \in \phi$. The set $\Sigma$ has the following properties:

- It is equipped with a composition operation o such that for two converters $\alpha, \beta \in \Sigma$

$$
(\beta \circ \alpha)^{i} R=\beta^{i}\left(\alpha^{i} R\right),
$$

and is closed under composition i.e. $\Sigma \circ \Sigma=\Sigma$.

- It contains an identity element id $\in \Sigma$ such that

$$
\mathrm{id} \circ \alpha=\alpha \circ \mathrm{id}=\alpha
$$

### 3.5.3 Distinguishers

The next type of system we describe is called a distinguisher system. Intuitively, distinguishers are systems that distinguish one resource from the other. A distinguisher for an $n$-interface resource, is an $(n+1)$-interface system, where the inside $n$ interfaces connect to the interfaces of the resource, and the outside interface outputs a bit. A distinguisher $D$ connected to a resource $R$ is denoted by $D R$. Since distinguishers output a bit, $D R$ is a binary random variable. Depending on the notion of security we are interested in, we can define a class of feasible distinguishers which correspond to computational security, and a class of all (unbounded) distinguishers, which correspond to information-theoretic security. Given two resources the closeness between them is measured using the best distinguishing advantage a distinguisher has given a specific class of distinguishers. For example, we say that two resources $R$ and $S$ are $\epsilon$-close if and only if the distinguishing advantage for distinguishers $D \in \mathcal{D}$ is bounded by $\epsilon$. This can be written as $R \approx_{\epsilon} S \Longleftrightarrow \Delta^{\mathcal{D}}(R, S) \leq \epsilon$.

When $\epsilon=0$ we simplify notation and write $R \approx_{0} S$ as $R \approx S$. The notation $\Delta^{\mathcal{D}}(R, S)$ is defined as

$$
\Delta^{\mathcal{D}}(R, S):=\sup _{D \in \mathcal{D}} \Delta^{D}(R, S)
$$

where $\Delta^{D}(R, S)$ is the statistical distance between the distributions of binary variables $D R$ and $D S$.

### 3.5.4 Lemmas and definitions

In this section we state some definitions and lemmas without proof for brevity. The proofs are fairly straightforward and can be found in [1, 60].

Definition 13. $A$ resource specification is defined as a subset $\mathcal{R} \subseteq \phi$ of the set of resources that satisfy a given specification.

Often times in cryptographic protocols, we want to construct one resource from other resources, for example, we might construct a secure channel using a secret key and an authenticated channel. We need a way to formally write that a resource specification $\mathcal{S}$ was constructed from another resource specification $\mathcal{R}$ using a converter $\pi \in \Sigma$.

Definition 14. $\mathcal{R} \xrightarrow{\pi} \mathcal{S} \Longleftrightarrow \pi \mathcal{R} \subseteq \mathcal{S}$

Lemma 15. Such a construction is composable, which means that

$$
(\mathcal{R} \xrightarrow{\pi} \mathcal{S}) \wedge\left(\mathcal{S} \xrightarrow{\pi^{\prime}} \mathcal{T}\right) \Longrightarrow \mathcal{R} \xrightarrow{\pi^{\prime} \circ \pi} \mathcal{T} .
$$

Definition 16. The $\epsilon$-ball around a specification $\mathcal{R}$, denoted $\mathcal{R}^{\epsilon}$ is defined as:

$$
\mathcal{R}^{\epsilon}=\left\{R^{\prime} \mid \exists R \in \mathcal{R}: R \approx_{\epsilon} R^{\prime}\right\} .
$$

To capture the case when an adversary may apply an arbitrary converter to a resource specification, we write $\mathcal{R}^{*}:=\mathcal{R} \Sigma=\{R \alpha \mid R \in \mathcal{R}, \alpha \in \Sigma\}$, where $*$ denotes an arbitrary converter.

Definition 17. A pseudo-metric $d$ on a set $\phi$ is a function $d: \phi \times \phi \rightarrow \mathbb{R}_{\geq 0}$ such that for $R, S, T \in \phi$, we have

1. $d(R, R)=0$
2. $d(R, S)=d(S, R)$ (symmetry)
3. $d(R, S) \leq d(R, T)+d(T, S)$ (triangle inequality)

Note that if $d(R, S)=0 \Longleftrightarrow R=S$, then $d$ is a metric on the set $\phi$.

A metric $d$ on $\phi$ is called non-expanding if $d(\alpha R, \alpha S), d(R \beta, S \beta) \leq d(R, S)$ for all $\alpha, \beta \in \Sigma$.

Lemma 18. For a non-expanding metric $d$, we have that

$$
\mathcal{R} \xrightarrow{\pi} \mathcal{S} \Longrightarrow \mathcal{R}^{\epsilon} \xrightarrow{\pi} \mathcal{S}^{\epsilon} .
$$

Lemma 19. $\mathcal{R} \xrightarrow{\pi} \mathcal{S} \Longrightarrow \mathcal{R}^{*} \xrightarrow{\pi} \mathcal{S}^{*}$.

### 3.5.5 Modeling cryptographic protocols

In order to model a cryptographic protocol with three parties, Alice, Bob, and Eve (the adversary), and show indifferentiability between two resources $R$ (real), and $S$ (ideal), we can use the following two conditions. Honest parties connect to the left interfaces and the adversary connects to the right interface. We can denote the converters for the honest parties $\left(\pi_{A}, \pi_{B}\right)$ as a single converter $\pi_{A B}=\left(\pi_{A}, \pi_{B}\right)$ :

- $\pi_{A B} R \perp_{E} \approx_{\epsilon} S \perp_{E}$. This is a condition of availability. This means that if no adversary is present, indicated by a $\perp_{E}$ at Eve's interface, the two parties must still be able to carry out the protocol.
- $\pi_{A B} R \approx S \sigma_{E}$. This condition models security. This means that anything that Eve can do in the real setting, she can also do in the ideal setting. Stated another way, anything Eve cannot do in the ideal setting, she isn't able to do in the real setting. The converter $\sigma_{E}$ is referred to as a simulator. It simulates the adversary's behavior in the ideal case.

In the next section we present some random bit generator models and prove some of their properties in the constructive cryptography framework.

## Chapter 4: Random Bit Generators

This chapter focuses on introducing ideal and real primitives for random bit generators. Random number generators play an important role in quantum key distribution protocols as they are used by the two parties involved to locally select their measurement bases. Combining results in this chapter with the results from Section 6.6 is a major step towards showing a full proof of DIQKD in the constructive cryptography framework.

### 4.1 Ideal and Real random bit generators

In this section we introduce three ideal bit generators. These bit generators have two interfaces, one for the honest party Alice, and one for an adversary Eve. We then describe real random bit generators where we make assumptions about how much information the adversary Eve has about the random bit delivered to Alice. We also show an ideal quantum random bit generator, and two concrete quantum random bit generators, and prove in the constructive framework that the real generators are close to the ideal generator, thus implying that we can construct the ideal generator from one of the real generators within a small error bound.

### 4.1.1 Preliminaries

The statistical distance between probability distributions over two random variables $X$ and $Y$ is given by $\Delta_{s t}=\frac{1}{2} \sum_{x}|\operatorname{Pr}[X=x]-\operatorname{Pr}[Y=x]|$. In this section, we do not make any assumptions on the computational power of the adversary, and hence, the measure of distance and security we consider is based on statistical distance, which corresponds to information-theoretic security. We use $x \stackrel{\$}{\leftarrow} U$ to denote that $x$ is being sampled from the distribution $U$. The probability distribution function for the Beta distribution is given as $f(x ; \alpha, \beta)=C x^{\alpha}(1-x)^{\beta}$, where $C$ is a normalization constant. A beta-distributed random variable $X$ with parameters $\alpha$ and $\beta$ is denoted by $X \sim \operatorname{Beta}(\alpha, \beta)$. Min-entropy is defined as $H_{\infty}=\min _{x}\{-\log \operatorname{Pr}[X=x]\}$.

We use the $\perp$ symbol to denote no output at an interface (either because there was no output produced or the adversary blocked it).

### 4.1.2 Definitions and descriptions of the models


(a) IDEAL1

(b) IDEAL2

(c) IDEAL3

Figure 4.1: Ideal random bit generators

Definition 20 (IDEAL1). At time $t$, IDEAL1 outputs a uniformly random bit $b_{t}$ to the honest party Alice, and another uniformly random bit $b_{t}^{\prime}$ to dishonest party Eve. We have that $\forall\left(t, t^{\prime}\right), \operatorname{Pr}\left[b_{t}=x\right.$ and $\left.b_{t}^{\prime}=x^{\prime}\right]=\operatorname{Pr}\left[b_{t}=x\right] \operatorname{Pr}\left[b_{t}^{\prime}=x^{\prime}\right]$. This is illustrated in Figure(4.1a).

```
Algorithm 3: Simulator \(\sigma\)
    if input \(==0\) then
    output \(\perp\)
    else
        output \(b_{t}^{\prime} \stackrel{\$}{\leftarrow} U\) where \(U\) is the distribution that the random bit generator uses
```

Definition 21 (IDEAL2). At time $t$, IDEAL2 outputs either $\perp$ or $b_{t}$ at Alice's interface. At Eve's interface, she sees 0 if and only if Alice sees $\perp$, and 1 if and only if Alice sees $b_{t}$ at Alice's interface. This models the case where Eve learns whether Alice receives a bit. This model is illustrated in Figure(4.1b).

Definition 22 (IDEAL3). Eve inputs 0 or 1 at her interface, and based on Eve's input at time $t$, Alice and Eve, at their respective interfaces, see $\perp$, $\perp$ if Eve's input was 0, and $b_{t}$, $b_{t}^{\prime}$ if Eve's input was 1. This models the case where Eve controls whether Alice receives a bit. This model is illustrated in Figure(4.1c).

Lemma 23. There exists a simulator $\sigma$ such that IDEAL1 $\approx$ IDEAL2 $\sigma$

Proof. We show that for any distinguisher $D$,

$$
d(\operatorname{IDEAL1}, \operatorname{IDEAL} 2 \sigma)=\left|\operatorname{Pr}\left[D^{\mathrm{IDEAL} 1}=1\right]-\operatorname{Pr}\left[D^{\mathrm{IDEAL} 2 \sigma}=1\right]\right|=0
$$

We define the simulator $\sigma$ in Algorithm 3.

By construction of the simulator, $b_{t}^{\prime}$ is independently drawn from the distribution $U$ whenever Eve's input to the simulator is 1 and thus, the mutual information between the distributions for $b_{t}$ and $b_{t}^{\prime}$ is zero.


Figure 4.2: Real random generator 1 (REAL1)

Definition 24 (REAL1). At time $t$, REAL1 is a resource parameterized by that outputs a uniformly random bit $b_{t}$ to the honest party Alice and $b_{t}^{\prime}$ to the dishonest party Eve. The dishonest party Eve has an advantage $\epsilon$ that we quantify as follows. Let $b_{t}(x)=\operatorname{Pr}\left[b_{t}=x\right]$ be Alice's probability distribution, and $b_{t}^{\prime}\left(x^{\prime}\right)=\operatorname{Pr}\left[b_{t}^{\prime}=x^{\prime}\right]$ be Eve's probability distribution. The joint distribution $\forall x, x^{\prime} \in[n],\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)$ is given as

$$
\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)=\operatorname{Pr}\left[b_{t}=x \text { and } b_{t}^{\prime}=x^{\prime}\right]=\operatorname{Pr}\left[b_{t}^{\prime}=x^{\prime} \mid b_{t}=x\right] \operatorname{Pr}\left[b_{t}=x\right]
$$

We have that for a fixed $x, x^{\prime}$,

$$
\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)=\left\{\begin{array}{l}
1 \\
\overline{2}\binom{\overline{2}}{\hline} \quad \text { if } x=x^{\prime} \\
1\left(\begin{array}{l}
1 \\
2 \\
\overline{2}-\epsilon)
\end{array} \quad \text { if } x \neq x^{\prime}\right.
\end{array}\right.
$$

Lemma 25. IDEAL1 $\approx_{\epsilon}$ REAL1.

Proof. We show that for the class of distinguishers $\mathcal{D}$ based on statistical distance,

$$
\forall D \in \mathcal{D}, \Delta^{D}(\operatorname{IDEAL} 1, \operatorname{REAL} 1)=\left|\operatorname{Pr}\left[D^{\mathrm{IDEAL} 1}=1\right]-\operatorname{Pr}\left[D^{\mathrm{REAL} 1}=1\right]\right| \leq \epsilon
$$

We prove this by showing the statistical distance between the distributions for IDEAL1 and REAL1 is bounded by $\epsilon$ :

$$
\begin{aligned}
\delta(\operatorname{IDEAL} 1, \operatorname{REAL1})= & \frac{1}{2} \sum_{x, x^{\prime}}\left|\left[\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)\right]_{\mathrm{IDEAL} 1}-\left[\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)\right]_{\mathrm{REAL1} 1}\right| \\
= & \frac{1}{2}\left(\sum_{x=x^{\prime}}\left|\left[\left(b_{t}(x), b_{t}^{\prime}(x)\right)\right]_{\mathrm{IDEAL} 1}-\left[\left(b_{t}(x), b_{t}^{\prime}(x)\right)\right]_{\mathrm{REAL1} 1}\right|\right. \\
& \left.+\sum_{x \neq x^{\prime}}\left|\left[\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)\right]_{\mathrm{IDEAL1}}-\left[\left(b_{t}(x), b_{t}^{\prime}\left(x^{\prime}\right)\right)\right]_{\mathrm{REALI} 1}\right|\right) \\
= & \frac{1}{2}\left[2\left(\left|\frac{1}{4}-\frac{1}{2}\left(\frac{1}{2}+\epsilon\right)\right|\right)+2\left(\left|\frac{1}{4}-\frac{1}{2}\left(\frac{1}{2}-\epsilon\right)\right|\right)\right] \\
= & \frac{1}{2}[\epsilon+\epsilon] \\
= & \epsilon
\end{aligned}
$$

Next, we look at a class of random number generators based on process tomography of one-qubit channels, see Example (3). This involves making repeated measurements in the $X$ and $Z$ basis to compute measurement angles that give maximum min-entropy for the output random bit. In the ideal case, we have precise values for $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}$ and $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ and the min-entropy is 1 . However in the real case, there is statistical error in the $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}$ and $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ values and thus the min-entropy value deviates very slightly from 1 . We analyze these statistical errors in order to characterize the distinguishing advantage of a distinguisher connected to the real and ideal QRNG systems.

Let $p_{X}$ and $p_{Z}$ be the probability of getting outcome 0 on an $X$ and $Z$ measurement respectively. Let $s_{X}, n_{X}$ and $s_{Z}, n_{Z}$ be the number of successes and number of measurements
in the $X$ and $Z$ bases respectively. The $p_{X}$ and $p_{Z}$ can be modeled by Beta distributions given by $p_{X} \sim \operatorname{Beta}\left(s_{X}+1, n_{X}-s_{X}+1\right)$ and $p_{Z} \sim \operatorname{Beta}\left(s_{Z}+1, n_{Z}-s_{Z}+1\right)$ [61]. We use maximum likelihood estimators $\hat{p}_{X}=\frac{s_{X}}{n_{X}}$ and $\hat{p}_{Z}=\frac{s_{Z}}{n_{Z}}$ to estimate $\hat{\theta}=\tan ^{-1}\left(-\frac{\hat{p}_{Z}-\frac{1}{2}}{\hat{p}_{X}-\frac{1}{2}}\right)$. Thus

$$
\hat{\theta}=\tan ^{-1}\left(-\frac{n_{X}}{n_{Z}}\left(\frac{2 s_{Z}-n_{Z}}{2 s_{X}-n_{X}}\right)\right)
$$

Therefore $\operatorname{Pr}\{\theta \in[\hat{\theta}-d \theta, \hat{\theta}+d \theta]\}$ is given by

$$
\begin{aligned}
\operatorname{Pr}\{\theta & \in[\hat{\theta}-d \theta, \hat{\theta}+d \theta]\}=\int_{0}^{1} \int_{0}^{1}\left\{\tan ^{-1}\left(-\frac{p_{Z}-\frac{1}{2}}{p_{X}-\frac{1}{2}}\right) \in[\hat{\theta}-d \theta, \hat{\theta}+d \theta]\right\} d \beta\left(p_{X}\right) d \beta\left(p_{Z}\right) \\
& =\int_{0}^{1} \int_{0}^{1}\left\{\left(-\frac{p_{Z}-\frac{1}{2}}{p_{X}-\frac{1}{2}}\right) \in[\tan (\hat{\theta}-d \theta), \tan (\hat{\theta}+d \theta)]\right\} d \beta\left(p_{X}\right) d \beta\left(p_{Z}\right)
\end{aligned}
$$

Let $l_{1}=\frac{1}{2}+\left(p_{X}-\frac{1}{2}\right) \tan (\hat{\theta}-d \theta)$ and $l_{2}=\frac{1}{2}+\left(p_{X}-\frac{1}{2}\right) \tan (\hat{\theta}+d \theta)$. Thus we have,

$$
\begin{align*}
\operatorname{Pr}\{\theta & \in[\hat{\theta}-d \theta, \hat{\theta}+d \theta]\} \gtrsim \int_{\frac{1}{2}}^{1} \int_{0}^{1} p_{Z} \in\left[l_{1}, l_{2}\right] d \beta\left(p_{Z}\right) d \beta\left(p_{X}\right) \\
& =\int_{\frac{1}{2}}^{1}\left\{\int_{l_{1}}^{l_{2}} d \beta\left(p_{Z}\right)\right\} d \beta\left(p_{X}\right) \\
& =\int_{\frac{1}{2}}^{1} I_{\theta_{+}\left(p_{X}\right)}\left(s_{Z}+1, n_{Z}-s_{Z}+1\right)-I_{\theta_{-}\left(p_{X}\right)}\left(s_{Z}+1, n_{Z}-s_{Z}+1\right) d \beta\left(p_{X}\right) \tag{4.1}
\end{align*}
$$

We describe the two quantum random bit generators as follows:

Definition 26 (IDEAL $\mathrm{q}_{\mathrm{qrng}-1}$ ). Prepare a qubit in the $|0\rangle\langle 0|$ state, apply the Hadamard operator to it, and measure in the computational basis. We have $\operatorname{Pr}[0]=\operatorname{Pr}[1]=\frac{1}{2}$.

Definition $27\left(\mathrm{REAL}_{\mathrm{qrng}-1}\right)$. Prepare $n$ qubits in the $|0\rangle\langle 0|$ state with state preparation
error $p$ (modeled as a bit flip channel with probability p), apply a Hadamard operator which may have slight overrotation error dt. We estimate $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}$ and $p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}$ by measuring $n-1$ of the prepared qubits. We then use the reserved qubit to generate an output bit with optimal min-entropy as given by Example (3). Statistical error in measurements introduces an error $\epsilon$ in the computation of the optimal measurement angle $\theta$, characterized by Equation (4.1).

Lemma 28. $I_{D E A L}^{\text {qrng }-1}{ } \approx_{\epsilon} \operatorname{REAL}_{\text {qrng }-1}$, where $\epsilon$ is the statistical error in estimating the optimal angle in $\mathrm{REAL}_{\text {qrng }-1}$.

Proof. Let $\operatorname{Pr}[X=x]_{\text {ideal }}$ and $\operatorname{Pr}[X=x]_{\text {real }}$ be the probability distributions of the ideal and real generators respectively. We use Equation (4.1) to bound the probability that the computed value $\hat{\theta}$ is within $\epsilon$ of the actual value $\theta$. Let $p_{\epsilon}$ be said bound. We can make $\epsilon$ arbitrarily small, eg. $\leq 0.05$, and $p_{\epsilon}$ arbitrarily close to 1 , eg. $\geq 0.99$. Computing the statistical distance between the two probability distributions gives us:

$$
\begin{aligned}
\delta(\text { IDEAL } \text { qrng }-1, & \left.\operatorname{REAL}_{\text {qrng }-1}\right)=\frac{1}{2} \sum_{x}\left|\operatorname{Pr}[X=x]_{\text {ideal }}-\operatorname{Pr}[X=x]_{\text {real }}\right| \\
= & \frac{1}{2}\left(\left|\operatorname{Pr}[X=0]_{\text {ideal }}-\operatorname{Pr}[X=0]_{\text {real }}\right|+\left|\operatorname{Pr}[X=1]_{\text {ideal }}-\operatorname{Pr}[X=1]_{\text {real }}\right|\right) \\
= & \frac{1}{2}\left(\left|\operatorname{Pr}[X=0]_{\text {ideal }}-\operatorname{Pr}[X=0]_{\text {real }}\right|\right. \\
& \left.\quad+\left|1-\operatorname{Pr}[X=0]_{\text {ideal }}-1+\operatorname{Pr}[X=0]_{\text {real }}\right|\right) \\
= & \left|\operatorname{Pr}[X=0]_{\text {ideal }}-\operatorname{Pr}[X=0]_{\text {real }}\right| \\
= & \left|\frac{1}{2}-\left(\sin (\theta \pm \epsilon)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{X}}^{0}}-\frac{1}{2}\right)+\cos (\theta \pm \epsilon)\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right)+\frac{1}{2}\right)\right| \\
= & \left\lvert\, \sin (\theta \pm \epsilon)\left(-\frac{1}{2}(2 p-1) \cos ^{2}(d t)\right)\right.
\end{aligned}
$$

For $p, d t \leq 0.05$, we have

$$
\begin{aligned}
\delta\left(\text { IDEAL }_{\text {qrng }-1}, \text { REAL }_{\text {qrng }-1}\right) & \leq\left| \pm \frac{1}{2} \sin (\epsilon)\right| \\
& \leq \frac{\epsilon}{2} \text { for small } \epsilon
\end{aligned}
$$

Therefore, $\delta\left(\right.$ IDEAL $_{\text {qrng }-1}$, REAL $\left._{\text {qrng }-1}\right) \leq \frac{\epsilon}{2}$ except with probability $1-p_{\epsilon}$.

Consider a variation of $\mathrm{REAL}_{\text {qrng }-1}$, where instead of doing process tomography, we always make a measurement in the computational basis, i.e. $\theta=\phi=0$.

Definition $29\left(\right.$ REAL $\left._{\mathrm{qrng}-2}\right)$. Prepare a qubit in the $|0\rangle\langle 0|$ state with state preparation error (bit flip error with probability p). Apply a Hadamard with overrotation dt, and measure in the $Z$ basis.

Lemma 30. IDEAL $_{\text {qrng }-1} \approx_{\epsilon^{2}}$ REAL $_{\text {qrng }-2}$, where $p, d t \leq \epsilon$

Proof. Computing the statistical distance between the probability distributions gives us:

$$
\begin{aligned}
\delta\left(\text { IDEAL }_{\text {qrng }-1}, \mathrm{REAL}_{\text {qrng }-2}\right) & =\frac{1}{2} \sum_{x}\left|\operatorname{Pr}[X=x]_{\text {ideal }}-\operatorname{Pr}[X=x]_{\text {real }}\right| \\
& =\left|\operatorname{Pr}[X=0]_{\text {ideal }}-\operatorname{Pr}[X=0]_{\text {real }}\right| \\
& =\left|\frac{1}{2}-\left(\left(p_{|0\rangle\langle 0|}^{\Pi_{\sigma_{Z}}^{0}}-\frac{1}{2}\right)+\frac{1}{2}\right)\right| \\
& =\left|-\frac{1}{2}(2 p-1) \sin ^{2}(d t)\right| \\
& \leq\left|\frac{1}{2} \sin ^{2}(\epsilon)\right| \leq \frac{\epsilon^{2}}{2} \quad \text { for small } \epsilon
\end{aligned}
$$

## Chapter 5: Synchronous Correlations

In this chapter we introduce the notion of synchronous correlations and discuss some results from [36] that can be found in greater detail in the paper. We show the existence of synchronous Bell inequalities in the case of three-input/two-output nonlocal synchronous games and show that they can be used to self-test an EPR pair. These Bell inequalities along with the self-testing property form the basis of the device-independent quantum key distribution protocol described in Chapter 6.

We study synchronous correlations in the context of nonlocal games, so we assume that there are two parties Alice and Bob that receive inputs $x_{A}, x_{B} \in \mathcal{X}$ and produce outputs $y_{A}, y_{B} \in \mathcal{Y}$, where $\mathcal{X}$ and $\mathcal{Y}$ are finite sets. We denote by $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)$ the conditional probability distribution or correlation of Alice and Bob's outputs given their inputs.

Definition 31. A correlation is synchronous if $p\left(y_{A}, y_{B} \mid x, x\right)=0$ whenever $x \in \mathcal{X}$ and $y_{A} \neq y_{B} \in \mathcal{Y}$.

Definition 32. $A$ correlation is symmetric if $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=p\left(y_{B}, y_{A} \mid x_{B}, x_{A}\right)$

These correlations can be analyzed as polytopes of (column) stochastic matrices [62, 63]. For $|\mathcal{X}|=n$ and $|\mathcal{Y}|=m$, the correlation $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)$ produces an $m^{2} \times n^{2}$ column stochastic matrix. The polytope that arises out of general correlations is $\left(m^{2}-1\right) n^{2}$
dimensional and has $m^{2} n^{2}$ vertices which correspond to deterministic strategies. Adding in the conditions for synchronicity slices this polytope and gives us an $\left(m^{2}-1\right) n^{2}-n\left(m^{2}-\right.$ $m$ )-dimensional polytope with $m^{2} n^{2}-m^{2} n+m n$ vertices. These vertices correspond to synchronous deterministic strategies.

We will focus on nonsignalling correlations, which means that the marginal distribution of Alice's output does not depend on Bob's input, and vice-versa for Bob. More formally,

Definition 33. $A$ correlation $p$ is nonsignalling if

1. for all $y_{A}, x_{A}, x_{B}, x_{B}^{\prime}$ :

$$
\sum_{y_{B}} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\sum_{y_{B}} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}^{\prime}\right)
$$

2. for all $y_{A}, x_{A}, x_{A}^{\prime}, x_{B}$ :

$$
\sum_{y_{A}} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\sum_{y_{A}} p\left(y_{A}, y_{B} \mid x_{A}^{\prime}, x_{B}\right)
$$

Definition 34. A local hidden variables strategy, or classical correlation is one that takes the form

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\sum_{\omega \in \Omega} \mu(\omega) p_{A}\left(y_{A} \mid x_{A}, \omega\right) p_{B}\left(y_{B} \mid x_{B}, \omega\right)
$$

for a finite set $\Omega$ and probability distribution $\mu$ over $\Omega$.

Above $p_{A}, p_{B}$ are local probability distributions Alice and Bob use to produce their respective outputs, and the $(\Omega, \mu)$ can be viewed as their shared randomness. Clearly every
classical correlation is nonsignalling. We state some results about synchronous classical correlations.

Theorem 35. The set of synchronous classical correlations with input $\mathcal{X}$ and output $\mathcal{Y}$ is bijective to the collection of probability distributions on the set of functions $\mathcal{X} \rightarrow \mathcal{Y}$. Given such a probability distribution, the associated strategy is: Alice and Bob sample a function $f: \mathcal{X} \rightarrow \mathcal{Y}$ according the specified distribution, and upon receiving $x_{A}, x_{B}$ they output $y_{A}=f\left(x_{A}\right)$ and $y_{B}=f\left(x_{B}\right)$.

Proof. Let $p$ be a synchronous correlation. Thus we have that, for each $x_{A}=x_{B}=x \in \mathcal{X}$ and $y_{A} \neq y_{B} \in \mathcal{Y}$,

$$
\begin{equation*}
0=\sum_{\omega \in \Omega} \mu(\omega) p_{A}\left(y_{A} \mid x, \omega\right) p_{B}\left(y_{B} \mid x, \omega\right) \tag{5.1}
\end{equation*}
$$

Since we assume that $\mu(\omega)>0$ for all $\omega \in \Omega$, we must have that for each $x \in \mathcal{X}$ and $\omega \in \Omega: p_{A}\left(y_{A} \mid x, \omega\right) p_{B}\left(y_{B} \mid x, \omega\right)=0$ if $y_{A} \neq y_{B}$. Let us fix an $x \in \mathcal{X}$ and $\omega \in \Omega$. Since $\sum_{y_{A}} p_{A}\left(y_{A} \mid x, \omega\right)=1, \exists y \in \mathcal{Y}$ such that $p_{A}(y \mid x, \omega)>0$, and so from eq. (5.1) above, $p_{B}\left(y_{B} \mid x, \omega\right)=0$ for $y_{B} \neq y$. This lets us conclude that

$$
1=\sum_{y_{B}} p_{B}\left(y_{B} \mid x, \omega\right)=p_{B}\left(y_{0} \mid x, \omega\right)
$$

Since $p_{B}(y \mid x, \omega)=1$, the above argument carries through exactly with the roles of Alice and Bob reversed. This gives us $p_{A}(y \mid x, \omega)=1$. Therefore for each $\omega \in \Omega$, we get a function $f_{\omega}: \mathcal{X} \rightarrow \mathcal{Y}$ given by $f_{\omega}(x)=y$ where $y$ is the value with $p_{A}(y \mid x, \omega)=p_{B}(y \mid x, \omega)=1$. Thus there is a natural mapping from $\Omega$ to the set of functions $\mathcal{X} \rightarrow \mathcal{Y}$.

Corollary 36. The extreme points of the synchronous hidden variables strategies from $\mathcal{X}$
to $\mathcal{Y}$ can be canonically identified with the set of functions $\mathcal{X} \rightarrow \mathcal{Y}$.

Corollary 37. Every synchronous classical strategy is symmetric.

We focus now on quantum correlations and state some results that will be used in the device independent QKD protocol in Chapter 6. Specifically, the protocol is symmetric between Alice and Bob which means that their roles are interchangeable and need not be decided prior to executing the protocol.

Definition 38. A correlation $p$ is quantum if it takes the form

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\operatorname{tr}\left(\rho\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\right)
$$

where $\left\{\left\{E_{y}^{x}\right\}_{y \in \mathcal{Y}}\right\}_{x \in \mathcal{X}}$ and $\left\{\left\{F_{y}^{x}\right\}_{y \in \mathcal{Y}}\right\}_{x \in \mathcal{X}}$ are POVMs on $\mathfrak{H}_{A}$ and $\mathfrak{H}_{B}$ respectively, and $\rho$ is a density operator on $\mathfrak{H}_{A} \otimes \mathfrak{H}_{B}$.

Quantum correlations are nonsignalling due to the fact that $\left\{E_{y}^{x}\right\}_{y \in \mathcal{Y}}$ and $\left\{F_{y}^{x}\right\}_{y \in \mathcal{Y}}$ are POVMs. We will take $\mathfrak{H}_{A}$ and $\mathfrak{H}_{B}$ to be finite-dimensional. For synchronous quantum correlations, the POVMs $E_{y}^{x}$ and $F_{y}^{x}$ are actually projection-valued. The proof for this can be found in [64, Proposition 1], but we state the result here.

Lemma 39. Let $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\operatorname{tr}\left(\rho\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\right)$ be a synchronous quantum correlation. Then the POVMs $\left\{E_{y}^{x}\right\}_{y \in Y}$ and $\left\{F_{y}^{x}\right\}_{y \in Y}$, for $x \in X$, are projection-valued measures. Moreover each $E_{y}^{x}$ commutes with $\operatorname{tr}_{B}(\rho)$ and each $F_{y}^{x}$ commutes with $\operatorname{tr}_{A}(\rho)$.

Theorem 40. Every synchronous quantum correlation can be expressed as the convex combination of synchronous quantum correlations with maximally entangled pure states. In
particular, if a synchronous quantum correlation $\operatorname{tr}\left(\rho\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\right)$ is extremal then we may take $\rho=|\psi\rangle\langle\psi|$ with $|\psi\rangle$ maximally entangled.

Theorem 41. Let $\mathcal{X}, \mathcal{Y}$ be finite sets, $\mathfrak{H}$ a d-dimensional Hilbert space, and for each $x \in \mathcal{X}$ a projection-valued measure $\left\{E_{y}^{x}\right\}_{y \in \mathcal{Y}}$ on $\mathfrak{H}$. Then

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\frac{1}{d} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} E_{y_{B}}^{x_{B}}\right)
$$

defines a synchronous quantum correlation. Moreover every synchronous quantum correlation with maximally entangled pure state has this form.

Corollary 42. Every synchronous quantum correlation is symmetric.

### 5.1 Synchronous Bell Inequalities

Bell inequalities are used a test of quantumness: violation of a Bell inequality certifies quantum behavior. We saw some Bell inequalities in Section 3.1 in the context of the CHSH game. They help characterize hidden variables correlations or classical correlations among general nonsignalling correlations. We focus on synchronous Bell inequalities in this section. We saw earlier that the set of general synchronous correlations forms a polytope, and the polytope of synchronous classical correlations is given by the convex hull of the set of functions from $\mathcal{X} \rightarrow \mathcal{Y}$. We will see that the facets of the classical synchronous polytope that are not facets of the nonsignalling synchronous polytope give us our synchronous Bell inequalities. We start with smallest case of two inputs and two outputs i.e. $|\mathcal{X}|=2$ and $|\mathcal{Y}|=2$. This case does not yield any synchronous Bell inequalities since every quantum
synchronous correlation is also classical. We state the results (without proof) more formally.

Proposition 43. A synchronous nonsignaling correlation with $|\mathcal{X}|=2$ is classical if and only if it is symmetric.

Theorem 44. Every synchronous quantum correlation with $|\mathcal{X}|=2$ to any finite set is classical.

As a consequence of the corollary above, there are no synchronous analogues of the CHSH inequality. Next we turn our attention to the three input, two output case i.e. $|\mathcal{Y}|=2$ and $|\mathcal{X}|=3$. First we introduce some notation that is typically used in literature as a coordinate system for the polytopes we are interested in.

$$
\begin{align*}
a_{x_{A}} & =\sum_{y_{A}, y_{B}}(-1)^{(1,0) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) \\
b_{x_{B}} & =\sum_{y_{A}, y_{B}}(-1)^{(0,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)  \tag{5.2}\\
c_{x_{A}, x_{B}} & =\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) .
\end{align*}
$$

Note that the nonsignalling criteria show that $a$ and $b$ do not depend on $x_{B}$ or $x_{A}$ respectively. Moreover for any probability distribution

$$
1=\sum_{y_{A}, y_{B}}(-1)^{(0,0) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) .
$$

The inverse relationship is straightforward to compute:

$$
\begin{align*}
& p\left(0,0 \mid x_{A}, x_{B}\right)=\frac{1}{4}\left(1+a_{x_{A}}+b_{x_{B}}+c_{x_{A}, x_{B}}\right), \\
& p\left(0,1 \mid x_{A}, x_{B}\right)=\frac{1}{4}\left(1+a_{x_{A}}-b_{x_{B}}-c_{x_{A}, x_{B}}\right),  \tag{5.3}\\
& p\left(1,0 \mid x_{A}, x_{B}\right)=\frac{1}{4}\left(1-a_{x_{A}}+b_{x_{B}}-c_{x_{A}, x_{B}}\right), \\
& p\left(1,1 \mid x_{A}, x_{B}\right)=\frac{1}{4}\left(1-a_{x_{A}}-b_{x_{B}}+c_{x_{A}, x_{B}}\right) .
\end{align*}
$$

These must form a probability density function, and hence are nonnegative and sum to one.
That they sum to one is clear from this expression; nonnegativity gives the inequalities

$$
\begin{align*}
& 1+a_{x_{A}}+b_{x_{B}}+c_{x_{A}, x_{B}} \geq 0, \\
& 1+a_{x_{A}}-b_{x_{B}}-c_{x_{A}, x_{B}} \geq 0,  \tag{5.4}\\
& 1-a_{x_{A}}+b_{x_{B}}-c_{x_{A}, x_{B}} \geq 0, \\
& 1-a_{x_{A}}-b_{x_{B}}+c_{x_{A}, x_{B}} \geq 0,
\end{align*}
$$

which form the basis for our description of the polytope of nonsignaling correlations below.

Lemma 45. $A$ correlation $p$ is symmetric and nonsignalling if and only if (i) $c_{x_{A}, x_{B}}=$ $c_{x_{B}, x_{A}}$ and (ii) $a_{x}=b_{x}$.

Proof. Suppose $p$ is symmetric. Then

$$
\begin{aligned}
a_{x_{A}} & =\sum_{y_{A}, y_{B}}(-1)^{(1,0) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(1,0) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{B}, y_{A} \mid x_{B}, x_{A}\right) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(1,0) \cdot\left(y_{B}, y_{A}\right)} p\left(y_{A}, y_{B} \mid x_{B}, x_{A}\right)
\end{aligned}
$$

$$
=\sum_{y_{A}, y_{B}}(-1)^{(0,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{B}, x_{A}\right)=b_{x_{A}}
$$

Similarly,

$$
\begin{aligned}
c_{x_{A}, x_{B}} & =\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{B}, y_{A} \mid x_{B}, x_{A}\right) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{B}, y_{A}\right)} p\left(y_{A}, y_{B} \mid x_{B}, x_{A}\right) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x_{B}, x_{A}\right)=c_{x_{B}, x_{A}} .
\end{aligned}
$$

The converse is clear from eq. (5.3).

Lemma 46. $A$ correlation $p$ is synchronous and nonsignalling if and only if for all $x \in X$ we have (i) $c_{x, x}=1$ and (ii) $a_{x}=b_{x}$.

Proof. Assume $p$ is synchronous and nonsignalling. Thus $p\left(y_{A}, y_{B} \mid x, x\right)=0$ if $y_{A} \neq y_{B}$. We always have

$$
\begin{align*}
p(0,0 \mid x, x)+p(0,1 \mid x, x) & +p(1,0 \mid x, x)+p(1,1 \mid x, x)  \tag{5.5}\\
& =p(0,0 \mid x, x)+p(1,1 \mid x, x)=1
\end{align*}
$$

Thus from eq. (5.5) we have

$$
c_{x, x}=\sum_{y_{A}, y_{B}}(-1)^{(1,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x, x\right)
$$

$$
\begin{aligned}
& =p(0,0 \mid x, x)-p(0,1 \mid x, x)-p(1,0 \mid x, x)+p(1,1 \mid x, x) \\
& =p(0,0 \mid x, x)+p(1,1 \mid x, x)=1
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
a_{x} & =\sum_{y_{A}, y_{B}}(-1)^{(1,0) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x, x\right) \\
& =p(0,0 \mid x, x)+p(0,1 \mid x, x)-p(1,0 \mid x, x)-p(1,1 \mid x, x) \\
& =p(0,0 \mid x, x)-p(1,1 \mid x, x) \\
& =p(0,0 \mid x, x)-p(0,1 \mid x, x)+p(1,0 \mid x, x)-p(1,1 \mid x, x) \\
& =\sum_{y_{A}, y_{B}}(-1)^{(0,1) \cdot\left(y_{A}, y_{B}\right)} p\left(y_{A}, y_{B} \mid x, x\right)=b_{x}
\end{aligned}
$$

The converse is clear by setting $c_{x, x}=1$ and $a_{x}=b_{x}$ in eq. (5.3).

Specializing to the case of $|\mathcal{X}|=3$, say $\mathcal{X}=\{0,1,2\}$, we can use Lemma 46 to reduce the set of inequalities in eq. (5.4). When $j=k$ we only obtain trivial inequalities $0 \geq 0$ and $1 \geq a_{j} \geq-1$. For $j \neq k$ we get the 24 inequalities

$$
\begin{array}{ll}
1+a_{j}+a_{k}+c_{j, k} \geq 0, & 1-a_{j}-a_{k}+c_{j, k} \geq 0 \\
1-a_{j}+a_{k}-c_{j, k} \geq 0, & 1+a_{j}-a_{k}-c_{j, k} \geq 0
\end{array}
$$

The synchronous hidden variables polytope is contained within the symmetric synchronous nonsignalling polytope, but has additional facets that describe it, which we denote
by $J \mathrm{~s}$, and are listed as follows:

$$
\begin{align*}
& J_{0}=\frac{1}{4}\left(1+c_{0,1}-c_{0,2}-c_{1,2}\right) \geq 0 \\
& J_{1}=\frac{1}{4}\left(1-c_{0,1}+c_{0,2}-c_{1,2}\right) \geq 0  \tag{5.6}\\
& J_{2}=\frac{1}{4}\left(1-c_{0,1}-c_{0,2}+c_{1,2}\right) \geq 0 \\
& J_{3}=\frac{1}{4}\left(1+c_{0,1}+c_{0,2}+c_{1,2}\right) \geq 0 .
\end{align*}
$$

These four inequalities characterize when a synchronous nonsignaling strategy is classical.

### 5.2 Rigidity of quantum synchronous correlations

In this section we state some results about the four synchronous Bell inequalities. The first result shows a bound on the maximal violation of the Bell inequalities by a synchronous nonsignalling correlation while the second result shows a similar bound for synchronous quantum correlations. Without loss of generality we take $\mathcal{X}=\{0,1,2\}$ and $\mathcal{Y}=\{0,1\}$.

Proposition 47. Every synchronous nonsignaling correlation satisfies all of the inequalities $J_{0}, J_{1}, J_{2}, J_{3} \geq-\frac{1}{2}$. However no individual correlation can violate more than one of the inequalities $J_{0}, J_{1}, J_{2}, J_{3} \geq 0$.

For synchronous quantum correlations, we give an analogue of Tsirl'son's bound [42].

Theorem 48. Every synchronous quantum correlation satisfies all the inequalities $J_{i} \geq-\frac{1}{8}$, for all $i \in\{0,1,2,3\}$. However no individual correlation can violate more than one of the inequalities $J_{i} \geq 0$.

From the theorem above, we see that the violation of any of the $J$ 's can have magnitude at most $\frac{1}{8}$. The next theorem shows that there exists a unique quantum correlation that achieves this bound.

Theorem 49. For each of the bounds of Theorem 48, there exists a unique synchronous quantum correlation from $\{0,1,2\}$ to $\{0,1\}$ that achieves it.

Since we do not include a proof of the theorem, we state Alice and Bob's strategy for completeness. Let us begin by defining $\pm 1$ observables $M_{x}=E_{0}^{x}-E_{1}^{x}$. From Theorem 41 and eq. (5.2), we have $a_{x}=\frac{1}{d} \operatorname{tr}\left(M_{x}\right)$ and $c_{x_{A}, x_{B}}=\frac{1}{d} \operatorname{tr}\left(M_{x_{A}} M_{x_{B}}\right)$. Then, Alice and Bob's strategy is given by:

$$
\left[M_{0}\right]=\left(\begin{array}{cc}
1 & 0  \tag{5.7}\\
0 & -1
\end{array}\right),\left[M_{1}\right]=\frac{1}{2}\left(\begin{array}{cc}
-1 & \sqrt{3} \\
\sqrt{3} & 1
\end{array}\right), \text { and }\left[M_{2}\right]=\frac{1}{2}\left(\begin{array}{cc}
-1 & -\sqrt{3} \\
-\sqrt{3} & 1
\end{array}\right)
$$

The correlation matrix for this strategy is given by:

$$
\left[p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)\right]=\frac{1}{8}\left(\begin{array}{ccc|ccc|ccc}
4 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 4 \\
0 & 3 & 3 & 3 & 0 & 3 & 3 & 3 & 0 \\
0 & 3 & 3 & 3 & 0 & 3 & 3 & 3 & 0 \\
4 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 4
\end{array}\right) .
$$

One can verify that $J_{3}=-\frac{1}{8}$ for this correlation.
This consequence poses an issue for the synchronous device independent protocol we describe in the next chapter. The issue is that an adversary may use an asynchronous classical correlation and still produce a maximal violation of our Bell inequality. This

| $i$ | $f_{i}(0)$ | $f_{i}(1)$ | $f_{i}(2)$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 |
| 2 | 0 | 1 | 0 |
| 3 | 0 | 1 | 1 |
| 4 | 1 | 0 | 0 |
| 5 | 1 | 0 | 1 |
| 6 | 1 | 1 | 0 |
| 7 | 1 | 1 | 1 |

Table 5.1: List of functions from $\{0,1,2\}$ to $\{0,1\}$
renders the certificate produced by the violation of the Bell inequality useless. However, we are able to introduce measures to circumvent this so-called 'synchronicity loophole'.

### 5.3 Asymmetry and Asynchronicity

In this section, we briefly mention asymmetric and asynchronous correlations. For a more thorough treatment of the nonsignalling and hidden variables polytopes of these correlations, please refer to [36]. The Bell inequalites from the previous section only hold in the case that we have a synchronous and symmetric correlation. This gives rise to the question of whether one can violate the Bell inequalities using asynchronous and asymmetric correlations. We answer this question in the affirmative. In fact one can construct a simple strategy to produce an asynchronous hidden variables correlation that violates $J_{3} \geq 0$. Recall that the hidden variables correlations were characterized by the set of functions from $\{0,1,2\} \rightarrow\{0,1\}$. Thus we have eight functions $f_{i}$ for $i \in\{0, \cdots, 7\}$ that Alice and Bob can each use to produce their outputs. We list the functions in Table 5.1.

The following example shows a strategy that achieves $J_{3}=-\frac{1}{8}$ using an asynchronous classical strategy:

Example 50. The strategy given by the convex sum

$$
\begin{equation*}
\frac{1}{8}\left(\left(f_{0}, f_{7}\right)+\left(f_{7}, f_{0}\right)+\left(f_{1}, f_{1}\right)+\cdots+\left(f_{6}, f_{6}\right)\right) \tag{5.8}
\end{equation*}
$$

gives us the correlation matrix satisfying $J_{3}=-\frac{1}{8}$ :

$$
\frac{1}{8}\left(\begin{array}{lll|lll|lll}
3 & 1 & 1 & 1 & 3 & 1 & 1 & 1 & 3 \\
1 & 3 & 3 & 3 & 1 & 3 & 3 & 3 & 1 \\
1 & 3 & 3 & 3 & 1 & 3 & 3 & 3 & 1 \\
3 & 1 & 1 & 1 & 3 & 1 & 1 & 1 & 3
\end{array}\right)
$$

Alice and Bob use a shared classical random variable, say $\mu \stackrel{\$}{\leftarrow}\{0, \ldots, 7\}$ drawn uniformly to determine their strategy in each round. Here, each value of $\mu$ corresponds to a function pair in eq. (5.8).

## Chapter 6: Synchronous QKD

The bulk of this chapter appears in our paper [65].

### 6.1 Introduction

Quantum key distribution (QKD) allows two parties to establish a shared classical secret key using quantum resources. The two main requirements of QKD are (1) Correctness: the two parties, Alice and Bob, get the same key; and (2) Security: an adversary Eve gets negligible information about the key. Device-independent quantum key distribution (DI-QKD) is entanglement-based, and aims to prove security of QKD based solely on the correctness of quantum mechanics, separation of devices used by the two parties, and passing of statistical tests known as Bell violations [28, 30]. These protocols are usually specified by a non-local game, characterized by a conditional probability distribution or correlation $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)$. Intuitively, Alice and Bob obtain or generate random inputs $x_{A}$ and $x_{B}$ respectively, and the correlation describes the likelihood their entangled quantum devices return outputs $y_{A}$ and $y_{B}$ to each respectively. We will be interested in symmetric correlations and so will take $x_{A}, x_{B} \in X$ and $y_{A}, y_{B} \in Y$ where $X$ and $Y$ are finite sets; for our protocol specifically $X=\{0,1,2\}$ and $Y=\{0,1\}$.

In general, security of a DI-QKD scheme relies on the monogamy of entanglement.

The key result is that maximally entangled quantum states are separable within any larger quantum system. In cryptographic terms, if Alice and Bob share a maximally entangled state then the results of measurements they make on this state will be uncorrelated to any other measurement results an adversary can perform. Hence, presuming the correctness of quantum mechanics, no adversary can have any information about key bits Alice and Bob may generate through this process. Generally, a DI-QKD protocol will involve two types of rounds: testing rounds where Alice and Bob (publicly) share their inputs and output results for performing statistics tests, and data rounds where they obtain shared secret bits. The goal of the testing rounds is to produce a certificate that Alice and Bob are operating on maximally entangled states.

Most current DI-QKD schemes are based on the CHSH inequality, a linear inequality in $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)$, which if satisfied characterizes classical statistics within a quantum system, see Section 3.2. Hence a violation of this inequality is a certificate of quantum behavior. This inequality exhibits "rigidity" in that the only quantum state that produces a maximal violation of the inequality is (up to natural equivalences) a Bell pair. Thus the goal of the testing rounds in a DI-QKD protocol is to statistically verify that the system produces a maximal violation of the CHSH inequality.

In a non-local game Alice and Bob may preshare an entangled resource in each round, but are not allowed any communication between receiving or generating their inputs $x_{A}$ and $x_{B}$ and measuring the system to obtain their outputs $y_{A}$ and $y_{B}$. This is typically called a "nonsignaling" condition, leading to nonsignaling correlations which include all quantum strategies. If (even classical) communication between Alice and Bob is possible, then it is simple to classically simulate a correlation that produces a maximal violation of
the CHSH inequality, and hence any certificates of quantumness or entanglement are void [66]. This locality or causality loophole in the security proof is challenging to avoid; the only known means to close it is by having Alice and Bob acausally separated during each round: bounds on the speed of light prevent such communication [33, 34, 67].

A synchronous correlation is one such that $p\left(y_{A}, y_{B} \mid x, x\right)=0$ whenever $y_{A} \neq y_{B}$ and $x \in X$. That is, whenever Alice and Bob input the same value they are guaranteed to receive the same outputs, although that value may be nondeterministic. These correlations have recently become popular owing to their use in the resolution of the Connes Embedding Conjecture and Tsirl'son's Problem [68], but have also been used to generalize combinatorial properties to the quantum setting [69, 70, 71].

We present a fully device-independent QKD protocol based on synchronous correlations. This protocol is symmetric, in that roles of Alice and Bob are completely interchangeable. This is an advantage over other DI-QKD protocols based on the CHSH inequality [28] (which is neither symmetric nor synchronous) as sender versus receiver roles do not need to be negotiated. Additionally, as Alice and Bob select their inputs independently they do not need pre-shared secret bits to decide upon testing versus data rounds.

The mathematical framework needed to prove device-independent security of this protocol was laid out in Chapter 5 and [36], where four analogues of the Bell/CHSH inequality for synchronous correlations were given. In this work we focus only on one of these, $J_{3}(p) \geq 0$ (see eq. (6.3) below). As well, bounds on quantum violations of these were given $\left(J_{3}(p) \geq-\frac{1}{8}\right)$, and rigidity of correlations that achieve a maximal violation proven. The two critical analyses needed to complete a proof of security for our DI-QKD protocol are as follows. First, we must prove that if the system is observed to be close to the maximal
violation then it is close to the ideal system, which measures a Bell pair. Then, we provide an alternative security assumption that bypasses the causality loophole.

We tackle the first of these through two theorems. For context, Alice and Bob will select their inputs from $X=\{0,1,2\}$ and each measure a quantum system that produces a bit output from $Y=\{0,1\}$. The ideal system, that produces $J_{3}(p)=-\frac{1}{8}$, involves measuring a Bell pair using three specific projection-valued measures $\left\{\hat{E}_{y}^{x}\right\}_{y=0,1}$ for $x=$ $0,1,2$ given in eq. (6.1) below. Any synchronous quantum correlation that achieves $J_{3}(p)=$ $-\frac{1}{8}$ must have $E_{y}^{x}=\hat{E}_{y}^{x} \otimes \mathbb{1}$, and hence the measurements have no influence on the larger system. In Section 6.3 we show that if we take a synchronous quantum system that is close to achieving maximal $J_{3}$ violation, then it must be close to the ideal system in trace norm.

Unfortunately this introduces a "synchronicity" loophole: rigidity holds among synchronous correlations, but are there asynchronous correlations with $J_{3}=-\frac{1}{8}$ that cannot certify maximal entanglement? In Section 6.4, we close this loophole using recent work on "almost synchronous" correlations [72]. This leads to our complete DI-QKD scheme given as Algorithm 4 below, where in addition to verifying a Bell violation one also bounds the total amount of asynchronicity of the correlation, $S$, as defined in eq. (6.7).

In Section 6.5 we use the Entropy Accumulation Theorem (EAT), see Section 3.3 and [31], to bound the the min-entropy of the outputs given an adversary's side-information. This allows us to derive the key rate of Algorithm 4.

Finally, in Section 6.6, we pose a new security assumption to close the causality or locality loophole: the adversary Eve may have unlimited communication and computational power, yet she has imperfect knowledge of Alice and Bob's inputs. Informally, given nonnegative values $\lambda \leq \frac{1}{8}$ and $\mu \leq 1$ there exists a bound $\epsilon_{\max }$ such that if Eve's un-
certainty about Alice and Bob's inputs is greater than $\epsilon_{\max }$ then there is no device she can create where Alice and Bob's expected Bell violation $J_{3}$ and asynchronicity $S$ satisfy $-\frac{1}{8} \leq J_{3} \leq-\frac{1}{8}+\lambda$ and $0 \leq S \leq \mu$.

### 6.2 Preliminaries

We present some definitions that will be used in the protocol later. Like other deviceindependent schemes, our protocol is expressed in terms of a nonlocal game, which is characterized by a conditional probability distribution (or correlation) $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)$ where $x_{A}, x_{B} \in X$ and $y_{A}, y_{B} \in Y$ are from finite sets $X$ and $Y$. By a nonlocal game we mean the players Alice and Bob will receive inputs $x_{A}, x_{B} \in X$ from a referee and will produce outputs $y_{A}, y_{B} \in Y$. These are then adjudicated by the referee against some criterion, synchronicity in our case. Alice and Bob are not allowed to communicate once they receive their inputs, which is characterized by the famous nonsignaling conditions on the correlation [73, 74].

Unlike nonlocal games such as the CHSH or Magic Square games, or their generalizations [43, 44, 74, 75, 76], it is straightforward for Alice and Bob to create a perfect winning strategy for synchronicity. Prior to the games they agree on some function $f: X \rightarrow Y$, then regardless of how the referee selects $x_{A}, x_{B} \in X$, they output $y_{A}=f\left(x_{A}\right)$ and $y_{B}=f\left(x_{B}\right)$. Hence the "value" of any synchronous game (Alice's and Bob's expected success probability) is always 1 , and so value plays no role in the following.

We denote the binary entropy function by $h(p)=-p \log (p)-(1-p) \log (1-p)$ for $p \in[0,1]$. The von Neumann entropy of a quantum state $\rho$ is given by $H(\rho)=-\operatorname{tr}(\rho \log (\rho))$.

Given two operators $\rho_{1}$ and $\rho_{2}$, we say $\rho_{1} \geq \rho_{2}$ if $\rho_{1}-\rho_{2} \geq 0$.

Definition 51. For a bipartite quantum state $\rho_{A B} \in \mathfrak{H}_{A} \otimes \mathfrak{H}_{B}$, the min-entropy of $A$ conditioned on $B$ is:

$$
H_{\min }(A \mid B)_{\rho_{A B}}=\max \left\{s \in \mathbb{R}: \exists \sigma_{B} \in \mathcal{D}\left(\mathfrak{H}_{B}\right) \text { such that } 2^{-s} \operatorname{id}_{A} \otimes \sigma_{B} \geq \rho_{A B}\right\}
$$

where $\mathcal{D}\left(\mathfrak{H}_{B}\right)$ is the set of density operators in $\mathfrak{H}_{B}$.

The $\epsilon$-smooth version of the conditional min-entropy considers states that are $\epsilon$-close to $\rho_{A B}$. The notion of closeness that is typically used is the purified distance $P(\rho, \sigma)=$ $\sqrt{1-F(\rho, \sigma)^{2}}$, where $F(\rho, \sigma)$ is the fidelity between states $\rho$ and $\sigma$.

Definition 52. For a bipartite quantum state $\rho_{A B} \in \mathfrak{H}$, the $\epsilon$-smooth min-entropy of $A$ conditioned on $B$ is defined as:

$$
H_{\min }^{\epsilon}(A \mid B)_{\rho_{A B}}=\max _{\substack{\tilde{\rho}_{A B} \in \mathcal{S}(\mathfrak{H}) \\ P\left(\rho_{A B}, \tilde{\rho}_{A B}\right) \leq \epsilon}} H_{\min }(A \mid B)_{\tilde{\rho}_{A B}}
$$

The quantum $\epsilon$-smooth max-entropy is defined as:

$$
H_{\max }^{\epsilon}(A \mid B)_{\rho_{A B}}=\log \inf _{\substack{\tilde{\rho}_{A B} \in \mathcal{S}(\mathfrak{H}) \\ P\left(\rho_{A B}, \tilde{\rho}_{A B}\right) \leq \epsilon}} \sup _{\sigma_{B}}\left\|\tilde{\rho}_{A B}^{\frac{1}{2}} \sigma_{B}^{-\frac{1}{2}}\right\|_{1}^{2}
$$

where $\mathcal{S}(\mathfrak{H})$ is the set of sub-normalized states in $\mathfrak{H}$ and $\|A\|_{\alpha}=\operatorname{tr}\left(\left(\sqrt{A^{\dagger} A}\right)^{\alpha}\right)^{\frac{1}{\alpha}}$.

### 6.3 A synchronous DIQKD protocol

We present a synchronous device-independent quantum key distribution protocol that is symmetric with respect to Alice and Bob, each party performing the same tasks.

Suppose Alice and Bob share an EPR pair. Each draws $x_{A}, x_{B} \in X=\{0,1,2\}$ respectively, and measures according to $\left\{\hat{E}_{y}^{x_{A}}\right\}_{y \in Y}$ and $\left\{\hat{E}_{y}^{x_{B}}\right\}_{y \in Y}$ to get outputs $y_{A}, y_{B} \in$ $Y=\{0,1\}$, where the projection-valued measures $\left\{\hat{E}_{y}^{x}\right\}_{y \in\{0,1\}}$ for $x \in\{0,1,2\}$ are:

$$
\begin{array}{ll}
\hat{E}_{1}^{0}=\left|\phi_{0}\right\rangle\left\langle\phi_{0}\right|, \hat{E}_{0}^{0}=\mathbb{1}-\hat{E}_{1}^{0}, & \text { where }\left|\phi_{0}\right\rangle=|1\rangle \\
\hat{E}_{1}^{1}=\left|\phi_{1}\right\rangle\left\langle\phi_{1}\right|, \hat{E}_{0}^{1}=\mathbb{1}-\hat{E}_{1}^{1}, & \text { where }\left|\phi_{1}\right\rangle=\frac{\sqrt{3}}{2}|0\rangle+\frac{1}{2}|1\rangle  \tag{6.1}\\
\hat{E}_{1}^{2}=\left|\phi_{2}\right\rangle\left\langle\phi_{2}\right|, \hat{E}_{0}^{2}=\mathbb{1}-\hat{E}_{1}^{2}, & \text { where }\left|\phi_{2}\right\rangle=\frac{\sqrt{3}}{2}|0\rangle-\frac{1}{2}|1\rangle
\end{array}
$$

The likelihood of Alice's and Bob's results are characterized by the correlation in Theorem 41:

$$
p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\frac{1}{2} \operatorname{tr}\left(\hat{E}_{y_{A}}^{x_{A}} \hat{E}_{y_{B}}^{x_{B}}\right) .
$$

In particular, this strategy produces a synchronous quantum correlation with correlation matrix:

$$
\left[p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)\right]=
$$

$$
\begin{gather*}
(0,0) \\
\frac{1}{8}\left(\begin{array}{ccccccccc}
4 & (0,1) & (0,2) & (1,0) & (1,1) & (1,2) & (2,0) & (2,1) & (2,2) \\
0 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 4 \\
0 & 3 & 3 & 3 & 0 & 3 & 3 & 3 & 0 \\
4 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 4
\end{array}\right)(0,0)  \tag{6.2}\\
(0,1) \\
(1,1)
\end{gather*}
$$

One can verify this correlation yields a maximal violation of the Bell inequality, $J_{3}=-\frac{1}{8}$, where

$$
\begin{align*}
J_{3}=1- & \frac{1}{4} \\
& (p(0,1 \mid 0,1)+p(1,0 \mid 0,1)+p(0,1 \mid 1,0)+p(1,0 \mid 1,0)  \tag{6.3}\\
& +p(0,1 \mid 0,2)+p(1,0 \mid 0,2)+p(0,1 \mid 2,0)+p(1,0 \mid 2,0) \\
& +p(0,1 \mid 1,2)+p(1,0 \mid 1,2)+p(0,1 \mid 2,1)+p(1,0 \mid 2,1))
\end{align*}
$$

This correlation is rigid in that any synchronous quantum correlation that achieves $J_{3}=-\frac{1}{8}$ must have implemented the strategy above. This follows from our Theorem 53 below. In particular, this maximal violation of $J_{3}$ is a self-test of the device to detect interference from adversary: Alice and Bob can certify that their devices hold maximally entangled pairs, and by monogamy of entanglement can establish that Eve doesn't have any information about their inputs.

Our protocol extends the above scenario to $n$ rounds. It is important to note that the observable for our synchronous Bell inequality (6.3) only involves correlations where Alice and Bob use different inputs. Critically, neither Alice nor Bob must pre-select which rounds will used for testing versus key generation. Upon revealing their choices of bases,
testing rounds are given by those where they selected different bases and key generation rounds where they selected the same basis. In particular, they need not have any pre-shared randomness.

Of course no physical device adheres to a theoretical model perfectly, so in practice one still must perform standard information reconciliation and privacy amplification on the results.

Once the $n$ rounds of the protocol are over, Alice and Bob communicate their basis selection over an authenticated classical channel. When they chose different bases (i.e. $x_{A} \neq x_{B}$ ), they exchange their measurement outcomes and use those to compute $J_{3}$. If the value of $J_{3}$ deviates too much from $-\frac{1}{8}$, they abort. The protocol is synchronous, therefore $y_{A}=y_{B}$ whenever $x_{A}=x_{B}$ and those can be used as the raw key bits for further standard privacy amplification and information reconciliation.

Our first main result is our technical rigidity statement that synchronous quantum correlations near $J_{3}=-\frac{1}{8}$ have the desired security. Informally, after splitting off a space $\mathfrak{L}$ of small relative dimension, the correlation's projections are near (in trace norm) the ideal one, which separates Alice and Bob performing the perfect protocol on $\mathbb{C}^{2}$, and Eve and all other parties receiving no information having measurement outcomes from $\mathbb{1}_{\mathfrak{k}}$.

Theorem 53. Let $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\frac{1}{d} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} E_{y_{B}}^{x_{B}}\right)$ be a synchronous quantum correlation with maximally entangled state, where $\left\{E_{y}^{x}\right\}$ is a projection-valued measure on a $d$-dimensional Hilbert space $\mathfrak{H}$. Suppose $J_{3}(p) \leq-\frac{1}{8}+\lambda$. Then on $\mathfrak{H}=\mathfrak{L} \oplus\left(\mathbb{C}^{2} \otimes \mathfrak{K}\right)$ there exists a projection-value measure $\left\{\tilde{E}_{y}^{x}\right\}$ where (1) $\tilde{E}_{y}^{x}=L_{y}^{x}+\hat{E}_{y}^{x} \otimes \mathbb{1}_{\mathfrak{K}}$, (2) $\frac{\operatorname{dim} \mathfrak{I}}{\operatorname{dim} \mathfrak{H}} \leq 8 \lambda$, and
(3) $\frac{1}{3} \sum_{x, y} \frac{1}{d} \operatorname{tr}\left(\left(E_{y}^{x}-\tilde{E}_{y}^{x}\right)^{2}\right) \leq 8 \lambda$. In particular, the expected statistical difference

$$
\frac{1}{3} \sum_{x, y}\left|p(y, y \mid x, x)-\frac{1}{2}\right| \leq \frac{1}{3}(\sqrt{8} \sqrt{\lambda}+32 \lambda) .
$$

Proof. We begin by defining the $\pm 1$-valued observables $M_{x}=E_{0}^{x}-E_{1}^{x}$, so $M_{x}^{2}=\mathbb{1}$, and following customary notation write

$$
a_{x}=\frac{1}{d} \operatorname{tr}\left(M_{x}\right) \text { and } c_{x_{A} x_{B}}=\frac{1}{d} \operatorname{tr}\left(M_{x_{A}} M_{x_{B}}\right) .
$$

Similarly denote $\tilde{M}_{x}=\tilde{E}_{0}^{x}-\tilde{E}_{1}^{x}$. Notice $E_{0}^{x}=\frac{1}{2}\left(\mathbb{1}+M_{x}\right)$ and $E_{1}^{x}=\frac{1}{2}\left(\mathbb{1}-M_{x}\right)$ so

$$
\frac{1}{3} \sum_{x, y} \frac{1}{d} \operatorname{tr}\left(\left(E_{y}^{x}-\tilde{E}_{y}^{x}\right)^{2}\right)=\frac{1}{6} \sum_{x} \frac{1}{d} \operatorname{tr}\left(\left(M_{x}-\tilde{M}_{x}\right)^{2}\right) .
$$

Now define $\Delta:=M_{0}+M_{1}+M_{2}$, and compute

$$
\begin{align*}
\Delta^{2} & =M_{0}^{2}+M_{1}^{2}+M_{2}^{2}+M_{0} M_{1}+M_{1} M_{0}+M_{0} M_{2}+M_{2} M_{0}+M_{1} M_{2}+M_{2} M_{1} \\
& =3 \mathbb{1}+M_{0} M_{1}+M_{1} M_{0}+\left(M_{0}+M_{1}\right) M_{2}+M_{2}\left(M_{0}+M_{1}\right)  \tag{6.4}\\
& =\mathbb{1}+M_{0} M_{1}+M_{1} M_{0}+\left(M_{0}+M_{1}+M_{2}\right) M_{2}+M_{2}\left(M_{0}+M_{1}+M_{2}\right) \\
& =\mathbb{1}+M_{0} M_{1}+M_{1} M_{0}+\Delta M_{2}+M_{2} \Delta \tag{6.5}
\end{align*}
$$

We have $\Delta^{2}$ relates to $J_{3}$, and hence we obtain the following bound:

$$
\frac{1}{d} \operatorname{tr}\left(\Delta^{2}\right)=\frac{1}{d} \operatorname{tr}\left(M_{0}^{2}+M_{1}^{2}+M_{2}^{2}+2 M_{0} M_{1}+2 M_{0} M_{2}+2 M_{1} M_{2}\right)
$$

$$
\begin{align*}
& =\frac{3}{d} \operatorname{tr}(\mathbb{1})+\frac{2}{d} \operatorname{tr}\left(M_{0} M_{1}+M_{0} M_{2}+M_{1} M_{2}\right) \\
& =3+2\left(c_{01}+c_{02}+c_{12}\right)=1+2\left(1+c_{01}+c_{02}+c_{12}\right)=1+8 J_{3} \\
& \leq 1+8\left(-\frac{1}{8}+\lambda\right)=8 \lambda \tag{6.6}
\end{align*}
$$

Using two projections theory [77, 78, 79], we have a decomposition of the Hilbert space $\mathfrak{H}$

$$
\mathfrak{H}=\mathfrak{L}_{00} \oplus \mathfrak{L}_{01} \oplus \mathfrak{L}_{10} \oplus \mathfrak{L}_{11} \oplus \bigoplus_{j=1}^{k} \mathfrak{H}_{j}
$$

where $\operatorname{dim}\left(\mathfrak{L}_{\alpha \beta}\right)=l_{\alpha \beta}$ for $\alpha, \beta \in\{0,1\}$, and $\operatorname{dim}\left(\mathfrak{H}_{j}\right)=2$, where the projections $E_{0}^{0}$ and $E_{0}^{1}$ take the form:

$$
\begin{aligned}
& E_{0}^{0}=0_{l_{00}} \oplus 0_{l_{01}} \oplus \mathbb{1}_{l_{10}} \oplus \mathbb{1}_{l_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right) \\
& E_{0}^{1}=0_{l_{00}} \oplus \mathbb{1}_{l_{01}} \oplus 0_{l_{10}} \oplus \mathbb{1}_{l_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
\cos ^{2} \theta_{j} & \sin \theta_{j} \cos \theta_{j} \\
\sin \theta_{j} \cos \theta_{j} & \sin ^{2} \theta_{j}
\end{array}\right) .
\end{aligned}
$$

That is, we can express

$$
\begin{aligned}
& M_{0}=-\mathbb{1}_{\mathfrak{L}_{00}} \oplus-\mathbb{1}_{\mathfrak{L}_{01}} \oplus \mathbb{1}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& M_{1}=-\mathbb{1}_{\mathfrak{L}_{00}} \oplus \mathbb{1}_{\mathfrak{L}_{01} \oplus-\mathbb{R}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
\cos 2 \theta_{j} & \sin 2 \theta_{j} \\
\sin 2 \theta_{j} & -\cos 2 \theta_{j}
\end{array}\right) .} .
\end{aligned}
$$

Now let us define $\tilde{M}_{0}, \tilde{M}_{1}, \tilde{M}_{2}$ as follows. Note that our ideal projections $\hat{E}_{0}^{1}, \hat{E}_{1}^{1}$ correspond
to angle $\hat{\theta}=\frac{2 \pi}{3}$, and without loss of generality we can assume ${ }^{1}\left|\theta_{j}-\hat{\theta}\right| \leq \frac{\pi}{6}$.

$$
\begin{aligned}
\tilde{M}_{0}=M_{0}=-\mathbb{1}_{\mathfrak{L}_{00}} \oplus-\mathbb{1}_{\mathfrak{L}_{01}} \oplus \mathbb{1}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right) \\
\tilde{M}_{1}=-\mathbb{1}_{\mathfrak{L}_{00}} \oplus \mathbb{1}_{\mathfrak{L}_{01}} \oplus-\mathbb{1}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
\cos 2 \hat{\theta} & \sin 2 \hat{\theta} \\
\sin 2 \hat{\theta} & -\cos 2 \hat{\theta}
\end{array}\right) \\
\tilde{M}_{2}=\mathbb{1}_{\mathfrak{L}_{00} \oplus \mathbb{1}_{\mathfrak{L}_{01}} \oplus-\mathbb{1}_{\mathfrak{L}_{10}} \oplus-\mathbb{1}_{\mathfrak{L}_{11}} \oplus \bigoplus_{j=1}^{k}\left(\begin{array}{cc}
-1-\cos 2 \hat{\theta} & -\sin 2 \hat{\theta} \\
-\sin 2 \hat{\theta} & 1+\cos 2 \hat{\theta}
\end{array}\right)} .
\end{aligned}
$$

As desired, $\tilde{M}_{x}=\left(L_{0}^{x}-L_{1}^{x}\right)+\hat{M}_{x} \otimes \mathbb{1}_{\mathbb{C}^{k}}$, where the $\left\{L_{y}^{x}\right\}$ are the projection onto the summands $\mathfrak{L}_{\mu \nu}$.

First we bound the dimension of each $\mathfrak{L}_{\mu \nu}$. Consider (6.4) for $\Delta^{2}$. If $\left|\psi_{01}\right\rangle \in \mathfrak{L}_{01}$, then

$$
\begin{aligned}
\left\langle\psi_{01}\right| \Delta^{2}\left|\psi_{01}\right\rangle & =\left\langle\psi_{01}\right|\left(3 \mathbb{1}+M_{0} M_{1}+M_{1} M_{0}+\left(M_{0}+M_{1}\right) M_{2}+M_{2}\left(M_{0}+M_{1}\right)\left|\psi_{01}\right\rangle\right. \\
& =3-1-1+0+0=1
\end{aligned}
$$

The same equality holds for $\left|\psi_{10}\right\rangle \in \mathfrak{L}_{10}$, namely $\left\langle\psi_{10}\right| \Delta^{2}\left|\psi_{10}\right\rangle=1$.
For a vector $\left|\psi_{00}\right\rangle$ in $\mathfrak{L}_{00}$ we again use (6.4) to get $\left\langle\psi_{00}\right| \Delta^{2}\left|\psi_{00}\right\rangle=3+1+1-$ $4\left\langle\psi_{00}\right| M_{2}\left|\psi_{00}\right\rangle$.

Now from Cauchy-Schwarz, and that $M_{2}^{2}=\mathbb{1}$, we have

$$
\left.\left.\left.\left|\left\langle\psi_{00}\right| M_{2}\right| \psi_{00}\right\rangle|\leq|\left\langle\psi_{00} \mid \psi_{00}\right\rangle\right\rangle^{\frac{1}{2}}\left|\left\langle\psi_{00}\right| M_{2}^{2}\right| \psi_{00}\right\rangle\left.\right|^{\frac{1}{2}}=1
$$

[^0]and thus $\left\langle\psi_{00}\right| \Delta^{2}\left|\psi_{00}\right\rangle \geq 1$. Similarly for $\left|\psi_{11}\right\rangle$ in $\mathfrak{L}_{11}$ we have
$$
\left.\left\langle\psi_{11}\right| \Delta^{2}\left|\psi_{11}\right\rangle=5+4\left\langle\psi_{11}\right| M_{2}\left|\psi_{11}\right\rangle \geq 5-4\left|\left\langle\psi_{11}\right| M_{2}\right| \psi_{11}\right\rangle \mid \geq 1 .
$$

Putting everything together, since $\left\langle\psi_{\alpha \beta}\right| \Delta^{2}\left|\psi_{\alpha \beta}\right\rangle \geq 1$ on each $\mathfrak{L}_{\alpha \beta}$, for $\alpha, \beta \in\{0,1\}$, summing over bases of the respective spaces

$$
\frac{l}{d}=\frac{1}{d}\left(l_{00}+l_{01}+l_{10}+l_{11}\right) \leq \frac{1}{d} \sum_{j=1}^{l}\left\langle\psi_{j}\right| \Delta^{2}\left|\psi_{j}\right\rangle \leq \frac{1}{d} \operatorname{tr}\left(\Delta^{2}\right) \leq 8 \lambda
$$

where the second-to-last inequality follows from $\Delta^{2}$ being positive semidefinite.
This immediately provides the claimed bound on the statistical difference from uniform. We can explicitly bound the quantities $\left|a_{0}\right|$ and $\left|a_{1}\right|$ as follows:

$$
\begin{aligned}
& \left|a_{0}\right|=\frac{1}{d}\left|\operatorname{tr}\left(M_{0}\right)\right|=\frac{1}{d}\left|-l_{00}-l_{01}+l_{10}+l_{11}\right| \leq \frac{l}{d} \leq 8 \lambda \\
& \left|a_{1}\right|=\frac{1}{d}\left|\operatorname{tr}\left(M_{1}\right)\right|=\frac{1}{d}\left|-l_{00}+l_{01}-l_{10}+l_{11}\right| \leq \frac{l}{d} \leq 8 \lambda
\end{aligned}
$$

Using Cauchy-Schwarz, we bound $\left|a_{2}\right|$. As

$$
a_{0}+a_{1}+a_{2}=\frac{1}{d} \operatorname{tr}(\Delta) \leq\left(\frac{1}{d} \operatorname{tr}\left(\Delta^{2}\right)\right)^{\frac{1}{2}}\left(\frac{1}{d} \operatorname{tr}\left(\mathbb{1}^{2}\right)\right)^{\frac{1}{2}} \leq \sqrt{8 \lambda},
$$

we have $a_{2} \leq \sqrt{8 \lambda}-a_{0}-a_{1}$ and therefore $\left|a_{2}\right| \leq \sqrt{8 \lambda}+\left|a_{0}\right|+\left|a_{1}\right| \leq \sqrt{8} \sqrt{\lambda}+16 \lambda$.
Finally we bound each $\frac{1}{d} \operatorname{tr}\left(\left(M_{x}-\tilde{M}_{x}\right)^{2}\right)$. Note $M_{0}-\tilde{M}_{0}=0$ by construction.

Then

$$
\begin{aligned}
\frac{1}{d} \operatorname{tr}\left(\left(M_{1}-\tilde{M}_{1}\right)^{2}\right) & =\frac{1}{d} \sum_{j} \operatorname{tr}\left(\left(\begin{array}{cc}
\cos 2 \theta_{j}-\cos 2 \hat{\theta} & \sin 2 \theta_{j}-\sin 2 \hat{\theta} \\
\sin 2 \theta_{j}-\sin 2 \hat{\theta} & -\cos 2 \theta_{j}+\cos 2 \hat{\theta}
\end{array}\right)^{2}\right) \\
& =\frac{1}{d} \sum_{j}\left(4-4 \cos \left(2\left(\theta_{j}-\hat{\theta}\right)\right)\right)=\frac{8}{d} \sum_{j} \sin ^{2}\left(\theta_{j}-\hat{\theta}\right)
\end{aligned}
$$

To bound this, we note that on any $\mathfrak{H}_{j}$ :

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{cc}
\cos 2 \theta_{j} & \sin 2 \theta_{j} \\
\sin 2 \theta_{j} & -\cos 2 \theta_{j}
\end{array}\right)+\left(\begin{array}{cc}
\cos 2 \theta_{j} & \sin 2 \theta_{j} \\
\sin 2 \theta_{j} & -\cos 2 \theta_{j}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)=2 \cos 2 \theta_{j} \cdot \mathbb{1}_{\mathfrak{H}_{j}} .
$$

From this we obtain

$$
\left[\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)+\left(\begin{array}{cc}
\cos 2 \theta_{j} & \sin 2 \theta_{j} \\
\sin 2 \theta_{j} & -\cos 2 \theta_{j}
\end{array}\right)\right]^{2}=4 \cos ^{2} \theta_{j} \mathbb{1}_{\mathfrak{H}_{j}}
$$

Hence there exists a basis $\left\{\left|\psi_{0}\right\rangle,\left|\psi_{1}\right\rangle\right\}$ of $\mathfrak{H}_{j}$ such that

$$
\left(M_{0}+M_{1}\right)\left|\psi_{0}\right\rangle=2 \cos \theta_{j}\left|\psi_{0}\right\rangle \text { and }\left(M_{0}+M_{1}\right)\left|\psi_{1}\right\rangle=-2 \cos \theta_{j}\left|\psi_{1}\right\rangle
$$

Therefore again from (6.4) we have

$$
\begin{aligned}
\left\langle\psi_{0}\right| \Delta^{2}\left|\psi_{0}\right\rangle & =3+2 \cos 2 \theta_{j}+4 \cos \theta_{j}\left\langle\psi_{0}\right| M_{2}\left|\psi_{0}\right\rangle \\
\left\langle\psi_{1}\right| \Delta^{2}\left|\psi_{1}\right\rangle & =3+2 \cos 2 \theta_{j}-4 \cos \theta_{j}\left\langle\psi_{1}\right| M_{2}\left|\psi_{1}\right\rangle
\end{aligned}
$$

In particular, $\left\langle\psi_{0}\right| \Delta^{2}\left|\psi_{0}\right\rangle+\left\langle\psi_{1}\right| \Delta^{2}\left|\psi_{1}\right\rangle \geq 6+4 \cos 2 \theta_{j}-8\left|\cos \theta_{j}\right|$. It is straightforward to show for $\theta \in\left[\frac{2 \pi}{3}-\frac{\pi}{6}, \frac{2 \pi}{3}+\frac{\pi}{6}\right]$ that $6+4 \cos 2 \theta-8|\cos \theta| \geq 4 \sin ^{2}\left(\theta-\frac{2 \pi}{3}\right)$. And hence we obtain the bound

$$
\begin{aligned}
\frac{1}{d} \operatorname{tr}\left(\Delta^{2}\right) & \geq \frac{1}{d} \sum_{j}\left(6+4 \cos 2 \theta_{j}-8\left|\cos \theta_{j}\right|\right) \\
& \geq \frac{1}{d} \sum_{j} 4 \sin ^{2}\left(\theta_{j}-\hat{\theta}\right)=\frac{1}{2 d} \operatorname{tr}\left(\left(M_{1}-\tilde{M}_{1}\right)^{2}\right) .
\end{aligned}
$$

In particular, $\frac{1}{d} \operatorname{tr}\left(\left(M_{1}-\tilde{M}_{1}\right)^{2}\right) \leq 16 \lambda$.
Finally, note $\tilde{M}_{0}+\tilde{M}_{1}+\tilde{M}_{2}=-\mathbb{1}_{\mathfrak{L}_{00}} \oplus \mathbb{1}_{\mathfrak{L}_{01}} \oplus-\mathbb{1}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}}$. By Jensen's inequality

$$
\begin{aligned}
\frac{1}{d} \operatorname{tr}\left(\left(M_{2}-\tilde{M}_{2}\right)^{2}\right) & =\frac{1}{d} \operatorname{tr}\left(\left(\Delta-\left(-\mathbb{1}_{\mathfrak{L}_{00}} \oplus \mathbb{1}_{\mathfrak{L}_{01}} \oplus-\mathbb{1}_{\mathfrak{L}_{10}} \oplus \mathbb{1}_{\mathfrak{L}_{11}}\right)+\left(\tilde{M}_{1}-M_{1}\right)\right)^{2}\right) \\
& \leq \frac{1}{d} \operatorname{tr}\left(\Delta^{2}\right)+\frac{1}{d} \operatorname{tr}\left(\mathbb{1}_{\mathfrak{L}}\right)+\frac{1}{d} \operatorname{tr}\left(\left(\tilde{M}_{1}-M_{1}\right)^{2}\right) \leq 32 \lambda .
\end{aligned}
$$

Therefore, $\frac{1}{3} \sum_{x, y} \frac{1}{d} \operatorname{tr}\left(\left(E_{y}^{x}-\tilde{E}_{y}^{x}\right)^{2}\right) \leq 8 \lambda$ as desired.
It is straightforward to get a bound on the statistical difference to any synchronous quantum correlation close to $J_{3}=-\frac{1}{8}$. Every synchronous quantum correlation is a convex sum of synchronous quantum correlations with maximally entangled states, and so we may write $p=\sum_{j} c_{j} p_{j}$ where $p_{j}$ is as in the theorem above. Say $J_{3}\left(p_{j}\right) \leq-\frac{1}{8}+\lambda_{j}$, and so

$$
J_{3}(p)=\sum_{j} c_{j} J_{3}\left(p_{j}\right) \leq-\frac{1}{8}+\sum_{j} c_{j} \lambda_{j}=-\frac{1}{8}+\lambda
$$

where we define $\lambda=\sum_{j} c_{j} \lambda_{j}$. With two uses of Jensen's inequality,

$$
\begin{aligned}
\frac{1}{3} \sum_{x, y}\left|p(y, y \mid x, x)-\frac{1}{2}\right| & \leq \frac{1}{3} \sum_{j, x, y} c_{j}\left|p_{j}(y, y \mid x, x)-\frac{1}{2}\right| \\
& \leq \sum_{j} c_{j}\left(C \sqrt{\lambda_{j}}+C^{\prime} \lambda_{j}\right) \leq C \sqrt{\lambda}+C^{\prime} \lambda
\end{aligned}
$$

Unfortunately, this does not yet produce a fully device-independent protocol as we still suffer from a "synchronicity" loophole. We discuss this loophole and close the loophole in the next section.

### 6.4 Measure of asynchronicity

That $J_{3}=-\frac{1}{8}$ can be achieved by a unique synchronous quantum correlation, which necessarily can only be realized through a maximally entangled state, provides the deviceindependent security of the above QKD scheme. However this opens a "synchronicity" security loophole: can a (asynchronous) quantum device simulate $J_{3}=-\frac{1}{8}$ without using maximally entangled states (and hence potentially leak information about the derived shared keys)? Fortunately a recent work shows that the same results apply to "almost" synchronous correlations [72]. This allows us to close this synchronicity loophole by also bounding the asynchronicity of the observed correlation.

Definition 54. The asynchronicity with respect to a basis choice $x \in X$ and set of measurement outcomes $Y$ is $S_{x}(p)=\sum_{y_{A} \neq y_{B}} p\left(y_{A}, y_{B} \mid x, x\right)$. The total (or expected) asynchronicity

$$
\begin{equation*}
S(p)=\frac{1}{|X|} \sum_{x \in X} S_{x}(p) \tag{6.7}
\end{equation*}
$$

In [72], this measure is called the "default to synchronicity" and denoted $\delta_{\text {sync }}$. While the expected asynchronicity is the average likelihood of an asynchronous result where the inputs are sampled uniformly at random, all results here and in [72], apply to the case where the expectation is computed over inputs sampled with respect to some other fixed distribution. To bound the asynchronicity, we modify the scheme in Section 6.3 so that for some data rounds where Alice and Bob have selected the same inputs they still reveal their output, stated as Algorithm 4 below.

Here we state the main result [72, Theorem 3.1] in the notation used above. Note that this theorem refers to symmetric (albeit asynchronous) correlations, which is the natural setting as every synchronous quantum correlation is symmetric. This implies a special form for the projections in the correlation, involving the transpose with respect to the natural basis given by the Schmidt-decomposition of the entangled state used in the correlation.

Theorem 55 (Vidick). There are universal constants $c, C>0$ such that the following holds. Let $X$ and $Y$ be finite sets and $p$ a symmetric quantum correlation with input set $X$, measurement results $Y$, and asynchronicity $S=S(p)$. Write $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=$ $\langle\psi| E_{y_{A}}^{x_{A}} \otimes\left(E_{y_{B}}^{x_{B}}\right)^{T}|\psi\rangle$ where $\left\{E_{y}^{x}\right\}_{y \in Y}$ is a POVM on a finite-dimensional Hilbert space $\mathfrak{H}$ and $|\psi\rangle$ a state on $\mathfrak{H} \otimes \mathfrak{H}$. Let $|\psi\rangle=\sum_{j=1}^{r} \sqrt{\sigma_{j}} \sum_{m=1}^{d_{j}}\left|\phi_{j, m}^{A}\right\rangle \otimes\left|\phi_{j, m}^{B}\right\rangle$ be the Schmidt decomposition, and write $\left|\psi_{j}\right\rangle=\frac{1}{\sqrt{d_{j}}} \sum_{m=1}^{d_{j}}\left|\phi_{j, m}^{A}\right\rangle \otimes\left|\phi_{j, m}^{B}\right\rangle$. Then

1. $\mathfrak{H}=\bigoplus_{j=1}^{r} \mathfrak{H}_{j}$ with $\left|\psi_{j}\right\rangle$ being maximally entangled on $\mathfrak{H}_{j} \otimes \mathfrak{H}_{j}$;
2. there is a projective measurement $\left\{E_{y}^{j, x}\right\}_{y \in Y}$ on each $\mathfrak{H}_{j}$ so that

$$
p_{j}\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\left\langle\psi_{j}\right| E_{y_{A}}^{j, x_{A}} \otimes\left(E_{y_{B}}^{j, x_{B}}\right)^{T}\left|\psi_{j}\right\rangle=\frac{1}{d_{j}} \operatorname{tr}\left(E_{y_{A}}^{j, x_{A}} E_{y_{B}}^{j, x_{B}}\right)
$$

is a synchronous quantum correlation and $p \approx \sum_{j=1}^{r} d_{j} \sigma_{j} p_{j}$ in that:

$$
\frac{1}{|X|} \sum_{x \in X} \sum_{y \in Y} \sum_{j=1}^{r} \frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-E_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle \leq C S^{c} .
$$

As indicated in [72, §4.1], this result can be used to transfer rigidity from synchronous to almost synchronous correlations. As $\sum_{j} d_{j} \sigma_{j}=1$, we also transfer the bound on the statistical difference from uniform to convex sums in this theorem exactly as in the previous section. As for the full correlation we rephrase Lemma 2.10 of [72] in the context of Theorem 55 as follows.

Corollary 56. Let $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\langle\psi| E_{y_{A}}^{x_{A}} \otimes\left(E_{y_{B}}^{x_{B}}\right)^{T}|\psi\rangle$ be a quantum correlation with asynchronocity $S$ as in Theorem 55, and let $\bar{p}=\sum_{j=1}^{r} d_{j} \sigma_{j} p_{j}$ with

$$
\frac{1}{|X|} \sum_{x \in X} \sum_{y \in Y} \sum_{j=1}^{r} \frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-E_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle=\gamma
$$

as given in Theorem 55. Then

$$
\frac{1}{|X|^{2}} \sum_{x_{A}, x_{B}, y_{A}, y_{B}}\left|p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)-\bar{p}\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)\right| \leq 3 S+4 \sqrt{\gamma}
$$

Note that this bound on the statistical difference directly bounds $J_{3}(p)$ in terms of the convex sum of the analogous $J_{3}\left(p_{j}\right)$. Note that $J_{3}$, as seen in (6.3), is an affine function so
$J_{3}(\bar{p})=\sum_{j=1}^{r} \sigma_{j} d_{j} J_{3}\left(p_{j}\right)$ using the notation of Theorem 55 above. Then immediately from Corollary $56,\left|J_{3}(p)-J_{3}(\bar{p})\right| \leq \frac{27}{4} S+9 \sqrt{\gamma}$. In turn from Theorem 55 we have $\gamma \leq C S^{c}$, and so there are different universal constants $C^{\prime}, c^{\prime}$ so that

$$
\begin{equation*}
\left|J_{3}(p)-J_{3}(\bar{p})\right| \leq C^{\prime} S^{c^{\prime}} \tag{6.8}
\end{equation*}
$$

Corollary 57. Let $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\langle\psi| E_{y_{A}}^{x_{A}} \otimes\left(E_{y_{B}}^{x_{B}}\right)^{T}|\psi\rangle$ be a quantum correlation as in Theorem 55 and suppose $J_{3}(p)=-\frac{1}{8}+\lambda$. Then the Hilbert space decomposes as $\mathfrak{H}=\bigoplus_{j=1}^{r} \mathfrak{H}_{j}=\bigoplus_{j=1}^{r}\left(\mathfrak{L}_{j} \oplus\left(\mathbb{C}^{2} \otimes \mathfrak{K}_{j}\right)\right)$ where $\frac{\operatorname{dim} \mathfrak{L}_{j}}{\operatorname{dim} \mathfrak{H}_{\mathfrak{j}}} \leq 8 \lambda_{j}$. On each summand we have projection-valued measures $\left\{\tilde{E}_{y}^{j, x}\right\}$ such that $\tilde{E}_{y}^{j, x}=L_{y}^{j, x}+\hat{E}_{y}^{x} \otimes \mathbb{1}_{\mathfrak{R}_{j}}$ and

$$
\frac{1}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-\tilde{E}_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \leq C_{1} S^{c}+C_{2} \lambda
$$

for universal constants $c, C_{1}, C_{2}$.

Proof. Given $\left\{E_{y}^{x}\right\}$ as above, we obtain projections $\left\{E_{y}^{j, x}\right\}$ defining synchronous correlations $p_{j}$ from Theorem 55. Write $J_{3}\left(p_{j}\right)=-\frac{1}{8}+\lambda_{j}$. From Theorem 53, we obtain the given decomposition of the Hilbert space and projection-valued measures $\left\{\tilde{E}_{y}^{j, x}\right\}$ where

1. $\tilde{E}_{y}^{j, x}=L_{y}^{j, x}+\hat{E}_{y}^{x} \otimes \mathbb{1}_{\mathfrak{K}_{j}}$,
2. $\frac{\operatorname{dim} \mathfrak{L}_{j}}{\operatorname{dim} \mathfrak{H}_{j}} \leq 8 \lambda_{j}$, and
3. $\frac{1}{3} \sum_{x, y} \frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{j, x}-\tilde{E}_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle \leq C_{2} \lambda_{j}$.

Then using the notation and (6.8) above $\left|J_{3}(p)-J_{3}(\bar{p})\right|=\left|\lambda-\sum_{j=1}^{r} \sigma_{j} d_{j} \lambda_{j}\right| \leq C^{\prime} S^{c^{\prime}}$ and
thus

$$
\frac{1}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{j, x}-\tilde{E}_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \leq C_{2} \sum_{j=1}^{r} \sigma_{j} d_{j} \lambda_{j}=C_{2} \lambda+C_{2} C^{\prime} S^{c^{\prime}}
$$

On the other hand,

$$
\begin{aligned}
& \frac{1}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-E_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \\
& \quad \leq \frac{1}{3} \sum_{x, y} \sum_{j=1}^{r}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-E_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \leq C^{\prime \prime} S^{c^{\prime \prime}}
\end{aligned}
$$

directly from Theorem 55. So by Jensen's inequality

$$
\begin{aligned}
& \frac{1}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-\tilde{E}_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \\
& \leq \frac{2}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{x}-E_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \\
& \quad+\frac{2}{3} \sum_{x, y} \sum_{j=1}^{r} \sigma_{j} d_{j}\left(\frac{1}{d_{j}} \sum_{m=1}^{d_{j}}\left\langle\phi_{j, m}^{A}\right|\left(E_{y}^{j, x}-\tilde{E}_{y}^{j, x}\right)^{2}\left|\phi_{j, m}^{A}\right\rangle\right) \\
& \leq 2 C_{1} S^{c}+2 C_{2} \lambda
\end{aligned}
$$

for some universal constant $C_{1}$.

### 6.5 Security and key-rate analysis

Our synchronous fully device-independent quantum key distribution protocol is stated in Algorithm 4. For an honest, but possibly noisy implementation of the protocol, we assume

## Algorithm 4: Synchronous QKD Protocol <br> Input:

$\lambda \in\left[0, \frac{1}{8}\right):$ Allowed error in $J_{3}$ violation
$\mu \in\left[0, \mu_{0}\right]$ : Allowed error in asynchronicity $S ; \mu_{0}$ is a pre-decided threshold
$n \in \mathbb{N}$ : Total number of rounds
$m \in \mathbb{N}$ : Parameter for choosing asynchronicity check rounds. $\kappa:=\frac{1}{m}$
$\gamma \in(0,1]:$ Expected fraction of test rounds
$\delta_{\text {est }}^{J_{3}} \in(0,1)$ : Width of statistical interval for the $J_{3}$ test
$\delta_{\text {est }}^{S} \in(0,1): \quad$ Width of statistical interval for the $S$ test
EC: Error Correction protocol
PA: Privacy Amplification protocol
${ }_{1}$ For $i \in[n]$ :
Alice and Bob draw $x_{A}^{i} \leftarrow X, x_{B}^{i} \leftarrow X$ according to Equation (6.9)
3 They produce outputs $y_{A}^{i}$ and $y_{B}^{i}$ using $\left\{E_{y}^{x_{A}^{i}}\right\}$ and $\left\{E_{y}^{x_{B}^{i}}\right\}$ respectively
They share their inputs $x_{A}^{i}$ and $x_{B}^{i}$.
5 Error Correction: Alice and Bob use error correction protocol EC to obtain outputs $\tilde{Y}_{A}$ and $\tilde{Y}_{B}$. They abort if the error correction protocol aborts.
6 Parameter Estimation:
7 Bob estimates the $J_{3}$ violation in rounds where $x_{A}^{i} \neq x_{B}^{i}$, i.e. he sets $R_{i}=1$ if $\tilde{y}_{A}^{i} \neq y_{B}^{i}$ else 0 . He aborts if $\sum_{i} R_{i}<\left[\gamma\left(\frac{3}{4}-\frac{2}{3} \lambda\right)-\delta_{e s t}^{J_{3}}\right] \cdot n$
8 He also estimates the asynchronicity $S$ in rounds where $x_{A}^{i}=x_{B}^{i}$ and $i(\bmod m)=0$, i.e. he sets $Q_{i}=1$ if $\tilde{y}_{A}^{i} \neq y_{B}^{i}$ else 0 in those rounds. He aborts if $\sum_{i} Q_{i}<\left[\kappa(1-\gamma) \mu-\delta_{\text {est }}^{S}\right] \cdot n$
9 Privacy Amplification: Alice and Bob use privacy amplification protocol PA to create final keys $K_{A}$ and $K_{B}$ using $\tilde{y}_{A}^{i}$ and $\tilde{y}_{B}^{i}$ where $x_{A}^{i}=x_{B}^{i}$ and $i(\bmod m) \neq 0$.
that Alice and Bob perform measurements $E_{y_{A}}^{x_{A}^{i}} \otimes E_{y_{B}}^{x_{B}^{i}}$ on the state $\rho_{A B}$. We assume a depolarization channel and take $\rho_{A B}$ to be the state $(1-\nu)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|+\frac{\nu}{4} \mathbb{1}$, where $\nu \in[0,1]$ is the depolarization noise and $\left|\Phi^{+}\right\rangle$is the EPR pair. Using measurements according to eq. (6.1), we get $J_{3}=-\frac{1}{8}+\frac{3}{8} \nu$, and $S=\frac{\nu}{2}$. A general framework for analyzing device-independent protocols was laid out in [32], which we use to show completeness and soundness of our protocol.

Lemma 58 (Completeness). Let $\epsilon_{E C}^{c}$ be the completeness error of the EC protocol, and $\epsilon_{E C}$ be the probability that the EC protocol does not abort but Alice and Bob hold dif-
ferent outputs post error correction. Then, Protocol 4 has completeness error $\epsilon_{Q K D}^{c} \leq$ $\left.\exp \left(-2 n\left(\left(\delta_{\text {est }}^{S}\right)^{2}\right)+\left(\delta_{\text {est }}^{J_{3}}\right)^{2}\right)\right)+\epsilon_{E C}^{c}+\epsilon_{E C}$.

Proof. The protocol either aborts in the error correction step or the parameter estimation step. The probability of aborting during the $J_{3}$ and $S$ tests can be bounded using Hoeffding's inequality as follows:

$$
\begin{aligned}
\operatorname{Pr}\left(\sum_{j} R_{j}>\left[\gamma\left(\frac{3}{4}-\frac{2}{3} \lambda\right)-\delta_{e s t}^{J_{3}}\right] \cdot n \bigwedge\right. & \left.\sum_{j} Q_{j}>\left[\kappa(1-\gamma) \mu-\delta_{\text {est }}^{S}\right] \cdot n\right) \\
\leq & \left.\exp \left(-2 n\left(\left(\delta_{\text {est }}^{S}\right)^{2}\right)+\left(\delta_{\text {est }}^{J_{3}}\right)^{2}\right)\right) .
\end{aligned}
$$

The rest of the proof follows analogously to [32, Lemma 5.2 and Eq. 5.2]

We use the Entropy Accumulation Theorem (EAT) [31], to bound the min-entropy of Alice and Bob's outputs with respect to an adversary Eve's side information. To that effect, we define $\Omega$ as the event that Alice and Bob do not abort the protocol in the parameter estimation step. The EAT yields a bound on the min-entropy, given we find an appropriate min-tradeoff function.

We state the min-entropy bound in the following theorem.

Theorem 59. Let $\rho_{Y_{A} Y_{B} X_{A} X_{B} T E}$ be the joint state of Alice, Bob and Eve's system along with the register $T$ for indicating testing versus data rounds, and let $\Omega$ be the event that the protocol does not abort during parameter estimation. We write $\rho_{\Omega \Omega}$ for the state of the system conditioned on $\Omega$. Let $\epsilon_{E A}, \epsilon_{s} \in(0,1)$. Then either

## 1. The protocol aborts with probability greater than $1-\epsilon_{E A}$, or

2. $H_{\min }^{\epsilon_{s}}\left(Y_{A} Y_{B} \mid X_{A} X_{B} T E\right)_{\rho_{\mid \Omega}}>n \cdot \mathrm{OPT}\left(\epsilon_{s}, \epsilon_{E A}\right)$, where OPT is defined as follows:

$$
\begin{aligned}
& g(p)= \begin{cases}1-h\left(3-4 \frac{p(1)}{\gamma}\right) & \frac{p(1)}{\gamma} \in\left[\frac{2}{3}, \frac{3}{4}\right] \\
1 & \frac{p(1)}{\gamma} \in\left[\frac{3}{4}, 1\right],\end{cases} \\
& f_{\text {min }}^{J_{3}}\left(p, p_{t}\right)= \begin{cases}g(p) & \text { if } p(1) \leq p_{t}(1) \\
\left.\frac{d}{d p(1)} g(p)\right|_{p_{t}} \cdot p(1)+g\left(p_{t}\right)-\left.\frac{d}{d p(1)} g(p)\right|_{p_{t}} \cdot p_{t}(1) & \text { if } p(1)>p_{t}(1),\end{cases} \\
& f_{E A T}=n f_{\min }^{J_{3}}\left(p, p_{t}\right)-\frac{2}{\sqrt{n}}\left(\log 9+\left\lceil\frac{d}{d p(1)} g(p)\right\rceil\right) \sqrt{1-2 \log \left(\epsilon_{s} \cdot \epsilon_{E A}\right)}, \\
& \operatorname{OPT}\left(\epsilon_{s}, \epsilon_{E A}\right)=\max _{\frac{2}{3}<\frac{p_{t}(1)}{\gamma}<\frac{3}{4}} f_{E A T}\left(p, p_{t}, \epsilon_{s}, \epsilon_{E A}\right) .
\end{aligned}
$$

Before we state the proof, we develop some key ideas and prove some lemmas that will be used in the proof. In round $i \in[n]$, Alice and Bob draw from a local biased distribution with $p_{0}, p_{1}, p_{2} \in[0,1]$ :

$$
x_{i}=\left\{\begin{align*}
i(\bmod 3) & \text { with probability } p_{0}  \tag{6.9}\\
i+1(\bmod 3) & \text { with probability } p_{1} \\
i+2(\bmod 3) & \text { with probability } p_{2}
\end{align*}\right.
$$

Without loss of generality we may assume that the total number of rounds is a multiple of 3 , i.e. $n=3 N$ for some $N$. There are two cases in which they perform a testing round - first for testing the violation of the Bell inequality $J_{3}$, and second to test the asynchronicity of the protocol. Let $\gamma$ be the probability of performing a $J_{3}$ test. Thus
we have $\gamma=p\left(x_{A} \neq x_{B}\right)$.

$$
\gamma=p\left(x_{A} \neq x_{B}\right)=\frac{1}{3} \sum_{i=0}^{2} p\left(x_{A}^{i} \neq x_{B}^{i}\right)=2\left(p_{0} p_{1}+p_{0} p_{2}+p_{1} p_{2}\right)
$$

For the $J_{3}$ test we define a random variable $R_{i}$ as follows:

$$
R_{i}= \begin{cases}1 & \text { if } y_{A}^{i} \neq y_{B}^{i} \text { and } x_{A}^{i} \neq x_{B}^{i} \\ 0 & \text { if } y_{A}^{i}=y_{B}^{i} \text { and } x_{A}^{i} \neq x_{B}^{i} \\ \perp & \text { if } x_{A}^{i}=x_{B}^{i}\end{cases}
$$

The probability that $R_{i}=1$ is given by

$$
\begin{aligned}
p\left(R_{i}=1\right) & =p\left(y_{A}^{i} \neq y_{B}^{i} \wedge x_{A}^{i} \neq x_{B}^{i}\right)=\sum_{i}^{3 N} \sum_{\substack{y_{A}^{i} \neq y_{B}^{i} \\
x_{A}^{i} \neq x_{B}^{i}}} p\left(y_{A}^{i}, y_{B}^{i} \mid x_{A}^{i}, x_{B}^{i}\right) \cdot p\left(x_{A}^{i}, x_{B}^{i}\right) \cdot \frac{1}{3 N} \\
& =\frac{1}{3} \sum_{i=0}^{2} \sum_{\substack{y_{A}^{i} \neq y_{B}^{i} \\
x_{A}^{i} \neq x_{B}^{i}}} p\left(y_{A}^{i}, y_{B}^{i} \mid x_{A}^{i}, x_{B}^{i}\right) \cdot p\left(x_{A}^{i}, x_{B}^{i}\right) \\
& =\frac{1}{3}\left(p_{0} p_{1}+p_{0} p_{2}+p_{1} p_{2}\right) \sum_{\substack{y_{A} \neq y_{B} \\
x_{A} \neq x_{B}}} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right) \\
& =\frac{1}{3}\left(p_{0} p_{1}+p_{0} p_{2}+p_{1} p_{2}\right)\left(4-4 J_{3}\right)=\gamma\left(\frac{2}{3}-\frac{2}{3} J_{3}\right) .
\end{aligned}
$$

Similarly, we define a random variable $Q_{i}$ corresponding to the asyncronicity. We reserve every $m$ th key generation round to perform an asynchronicity check i.e. if $i=0$ $(\bmod m)$ for $i$ such that $x_{A}^{i}=x_{B}^{i}$. We denote by $\kappa=1 / m$ the fraction of asynchronicity
check rounds. We have

$$
Q_{i}= \begin{cases}1 & \text { if } y_{A}^{i} \neq y_{B}^{i} \text { and } x_{A}^{i}=x_{B}^{i} \text { and } i=0(\bmod m) \\ 0 & \text { if } y_{A}^{i}=y_{B}^{i} \text { and } x_{A}^{i}=x_{B}^{i} \\ \perp & \text { if } x_{A}^{i} \neq x_{B}^{i} .\end{cases}
$$

The probability that $Q_{i}=1$ is given by

$$
\begin{aligned}
p\left(Q_{i}=1\right) & =p\left(y_{A}^{i} \neq y_{B}^{i} \wedge x_{A}^{i}=x_{B}^{i} \wedge i=0(\bmod m)\right) \\
& =\frac{1}{m} \sum_{i}^{3 N} \sum_{x_{A}^{i}=x_{B}^{i}} \sum_{y_{A}^{i} \neq y_{B}^{i}} p\left(y_{A}^{i}, y_{B}^{i} \mid x_{A}^{i}, x_{B}^{i}\right) \cdot p\left(x_{A}^{i}, x_{B}^{i}\right) \cdot \frac{1}{3 N} \\
& =\frac{\kappa}{3} \sum_{i=0}^{2} \sum_{\substack{y_{A}^{i} \neq y_{B}^{i} \\
x_{A}^{i}=x_{B}^{i}}} p\left(y_{A}^{i}, y_{B}^{i} \mid x_{A}^{i}, x_{B}^{i}\right) \cdot p\left(x_{A}^{i}, x_{B}^{i}\right) \\
& =\frac{\kappa}{3}\left(p_{0}^{2}+p_{1}^{2}+p_{2}^{2}\right) \sum_{\substack{y_{A} \neq y_{B} \\
x_{A}=x_{B}}} p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\frac{\kappa}{3}(1-\gamma) \cdot 3 S=\kappa(1-\gamma) S .
\end{aligned}
$$

Thus if $p\left(x_{A} \neq x_{B}\right)=\gamma$, then the probability that we are in a testing round ( $J_{3}$ or $S)$, i.e. $T_{i}=1$ is given by $\gamma+\kappa(1-\gamma)$. We can tune $\gamma$ arbitrarily by choosing $p_{0}, p_{1}$ and $p_{2}$ appropriately.

Before proving Theorem 59, we first show a bound on the mutual information between Alice's output and Eve's system. Following the outline in [80], we assume that Eve provides Alice and Bob a Bell diagonal state with eigenvalues $\lambda_{\Phi^{+}}, \lambda_{\Phi^{-}}, \lambda_{\Psi^{+}}, \lambda_{\Psi^{-}}$corresponding to
the Bell states

$$
\begin{array}{ll}
\left|\Phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle), & \left|\Phi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|00\rangle-|11\rangle), \\
\left|\Psi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle+|10\rangle), & \left|\Psi^{-}\right\rangle=\frac{1}{\sqrt{2}}(|01\rangle-|10\rangle) .
\end{array}
$$

We may write the Bell diagonal state as

$$
\rho_{\lambda}=\left(\begin{array}{llll}
\lambda_{\Phi+} & & &  \tag{6.10}\\
& & & \\
& \lambda_{\Psi^{-}} & & \\
& & & \\
& & & \lambda_{\Phi^{-}} \\
& & \\
& & & \lambda_{\Psi^{-}}
\end{array}\right)
$$

The following lemma provides a bound on the mutual information between Alice's output and Eve's system. This bound is then used in the proof of the theorem in bounding the minentropy of Alice and Bob's outputs in the protocol conditioned on Eve's side information.

Lemma 60. Let $Y_{A}^{i}$ be Alice's output in round $i \in[n]$, and $E$ be Eve's register. If Eve provides Alice and Bob the Bell diagonal state $\rho_{\lambda}$ in eq. (6.10), with eigenvalues ordered as $\lambda_{\Phi^{+}} \geq \lambda_{\Psi^{-}}$and $\lambda_{\Phi^{-}} \geq \lambda_{\Psi^{+}}$, we have

$$
\chi\left(Y_{A}^{i}: E\right) \leq h\left(\lambda_{\Phi^{-}}\right) .
$$

Proof. Given a state $\rho \in \mathfrak{H}_{A} \otimes \mathfrak{H}_{B}$ and measurement operators $E_{y_{A}}^{x_{A}}$ and $F_{y_{B}}^{x_{B}}$ corresponding to Alice and Bob respectively, the probability of getting outputs $\left(y_{A}, y_{B}\right)$ from inputs $\left(x_{A}, x_{B}\right)$ is given by the Born rule, $p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=\operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right) \rho\right)$. For the Bell
diagonal state $\rho_{\lambda}$, this probability may be expanded as follows:

$$
\begin{aligned}
& p\left(y_{A}, y_{B} \mid\right.\left.x_{A}, x_{B}\right)=\operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right) \rho_{\lambda}\right) \\
&=\lambda_{\Phi+}+\operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|\right)+\lambda_{\Phi^{-}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\left|\Phi^{-}\right\rangle\left\langle\Phi^{-}\right|\right) \\
&+\lambda_{\Psi^{+}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\left|\Psi^{+}\right\rangle\left\langle\Psi^{+}\right|\right)+\lambda_{\Psi^{-}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\left|\Psi^{-}\right\rangle\left\langle\Psi^{-}\right|\right) \\
&= \lambda_{\Phi^{+}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes F_{y_{B}}^{x_{B}}\right)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|\right)+\lambda_{\Phi^{-}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes Z F_{y_{B}}^{x_{B}} Z\right)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|\right) \\
& \quad+\lambda_{\Psi^{+}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes X F_{y_{B}}^{x_{B}} X\right)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|\right)+\lambda_{\Psi^{-}} \operatorname{tr}\left(\left(E_{y_{A}}^{x_{A}} \otimes Y F_{y_{B}}^{x_{B}} Y\right)\left|\Phi^{+}\right\rangle\left\langle\Phi^{+}\right|\right) \\
&=\frac{\lambda_{\Phi^{+}}}{2} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} \overline{F_{y_{A}}^{x_{A}}}\right)+\frac{\lambda_{\Phi^{-}}}{2} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} \overline{Z F_{y_{A}}^{x_{A}} Z}\right) \\
& \quad+\frac{\lambda_{\Psi^{+}}}{2} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} \overline{X F_{y_{A}}^{x_{A}} X}\right)+\frac{\lambda_{\Psi^{-}}}{2} \operatorname{tr}\left(E_{y_{A}}^{x_{A}} \overline{Y F_{y_{A}}^{x_{A}} Y}\right)
\end{aligned}
$$

Using this probability, we can compute the values of $J_{3}$ and $S$. One can show that choosing $E_{y_{A}}^{x_{A}}=\overline{F_{y_{B}}^{x_{B}}}$ is the optimal choice for minimizing $J_{3}$ and $S$ simultaneously, but we skip the proof here. We define projection operators using variables $\theta_{1}, \theta_{2}, \gamma_{1}$ and $\gamma_{2}$ which we later optimize:

$$
\begin{aligned}
& E_{0}^{0}=\left|\phi_{0}\right\rangle\left\langle\phi_{0}\right| \quad \text { with }\left|\phi_{0}\right\rangle=|0\rangle \\
& E_{0}^{1}=\left|\phi_{1}\right\rangle\left\langle\phi_{1}\right| \quad \text { with }\left|\phi_{1}\right\rangle=\cos \theta_{1}|0\rangle+e^{i \gamma_{1}} \sin \theta_{1}|1\rangle \\
& E_{0}^{2}=\left|\phi_{2}\right\rangle\left\langle\phi_{2}\right| \quad \text { with }\left|\phi_{2}\right\rangle=\cos \theta_{2}|0\rangle+e^{i \gamma_{2}} \sin \theta_{2}|1\rangle
\end{aligned}
$$

and where the corresponding $E_{1}^{x}=\mathbb{1}-E_{0}^{x}$ for $x \in\{0,1,2\}$. Computing the asynchronicity
$S$ directly according to eq. (6.7) we get

$$
S=\frac{\lambda_{\Phi^{-}}}{3}\left[\sin ^{2}\left(2 \theta_{1}\right)+\sin ^{2}\left(2 \theta_{2}\right)\right]+\frac{\lambda_{\Psi^{+}}}{3}\left[3-\left(\sin ^{2}\left(2 \theta_{1}\right)+\sin ^{2}\left(2 \theta_{2}\right)\right]+\lambda_{\Psi^{-}}\right.
$$

The $\lambda_{\Psi^{-}}$term doesn't depend on $\theta_{1}$ and $\theta_{2}$, so we may take $\lambda_{\Psi^{-}}=0$ since we want to minimize $S$. Further, since $\sin ^{2}\left(2 \theta_{1}\right)+\sin ^{2}\left(2 \theta_{2}\right) \geq 0$ and $\lambda_{\Phi^{-}} \geq \lambda_{\Psi^{+}}$, we may take $\lambda_{\Psi^{+}}=0$. Next we define $\delta_{1}$ and $\delta_{2}$ to be the deviation in angles from the angles in the optimal strategy defined in eq. (6.1) (the optimal angles are given by $\theta_{1}=\frac{\pi}{3}$ and $\theta_{2}=-\frac{\pi}{3}$ ). Thus the equations we obtain for $J_{3}$ and $S$ using $\theta_{1}=\frac{\pi}{3}+\delta_{1}$ and $\theta_{2}=-\frac{\pi}{3}+\delta_{2}$ are:

$$
\begin{aligned}
J_{3}=- & \left(2 \lambda_{\Phi^{-}}-1\right) \cos \left(\frac{\pi}{3}+\delta_{1}\right) \cos \left(-\frac{\pi}{3}+\delta_{2}\right) \sin \left(\frac{\pi}{3}+\delta_{1}\right) \sin \left(-\frac{\pi}{3}+\delta_{2}\right) \\
& +\cos ^{2}\left(\frac{\pi}{3}+\delta_{1}\right) \cos ^{2}\left(-\frac{\pi}{3}+\delta_{2}\right)
\end{aligned}
$$

Since we want to minimize $J_{3}$, we minimize the term independent of the factor $\lambda_{\Phi^{-}}$. We call this term $c_{J_{3}}$ and find that this term is

$$
\begin{aligned}
c_{J_{3}}= & \cos \left(\frac{\pi}{3}+\delta_{1}\right) \cos \left(-\frac{\pi}{3}+\delta_{2}\right) \sin \left(\frac{\pi}{3}+\delta_{1}\right) \sin \left(-\frac{\pi}{3}+\delta_{2}\right) \\
& +\cos ^{2}\left(\frac{\pi}{3}+\delta_{1}\right) \cos ^{2}\left(-\frac{\pi}{3}+\delta_{2}\right) \\
= & \cos \left(\frac{2 \pi}{3}+\delta_{1}-\delta_{2}\right) \cos \left(\frac{\pi}{3}+\delta_{1}\right) \cos \left(\frac{\pi}{3}-\delta_{2}\right)
\end{aligned}
$$

Minimizing $c_{J_{3}}$ for $\delta_{1}$ and $\delta_{2}$ we find that $\delta_{1}=\frac{\delta_{2}}{2}$, and $\delta_{2} \in\left\{0, \frac{2 \pi}{3}, \frac{4 \pi}{3}\right\}$. The solutions $\delta_{2}=\frac{2 \pi}{3}$ and $\delta_{2}=\frac{4 \pi}{3}$ are equivalent to $\delta_{2}=0$, so we only consider the latter solution. This suggests that in order for Eve to minimize $J_{3}$, her strategy must match the ideal strategy
developed in eq. (6.1). Using $\delta_{1}=\delta_{2}=0$, we get

$$
\begin{align*}
J_{3} & =-\frac{1}{8}+\frac{3}{8} \lambda_{\Phi^{-}}  \tag{6.11}\\
S & =\frac{1}{2} \lambda_{\Phi^{-}}
\end{align*}
$$

From [80, Lemma 5], we have

$$
\begin{aligned}
\chi\left(Y_{A}^{i}: E\right) & \leq H\left(\left[\lambda_{\Phi^{+}}, \lambda_{\Phi^{-}}, \lambda_{\Psi^{+}}, \lambda_{\Psi^{-}}\right]\right)-h\left(\lambda_{\Phi^{+}}+\lambda_{\Phi^{-}}\right) \\
& =h\left(\lambda_{\Phi^{-}}\right)=\left\{\begin{array}{l}
h\left(\frac{1}{3}+\frac{8}{3} J_{3}\right) \\
h(2 S)
\end{array}\right.
\end{aligned}
$$

Where the second to last equality follows because $\lambda_{\Psi^{+}}=\lambda_{\Psi^{-}}=0$, thus $H\left(\left[\lambda_{\Phi^{+}}, \lambda_{\Phi^{-}}\right]\right)=$ $h\left(\lambda_{\Phi^{-}}\right)$, and $h\left(\lambda_{\Phi^{+}}+\lambda_{\Phi^{-}}\right)=h(1)=0$

Proof of Theorem 59. In similar fashion to [32, Theorem 4.1], we need to find a min-tradeoff function in order to apply the EAT. From Lemma 60, we have $\chi\left(Y_{A}^{i}: E \mid X_{A}^{i}=0\right) \leq$ $h\left(\frac{1}{3}+\frac{8}{3} J_{3}\right)$. Thus

$$
\begin{equation*}
H\left(Y_{A}^{i} \mid X_{A}^{i} X_{B}^{i} E\right) \geq 1-h\left(\frac{1}{3}+\frac{8}{3} J_{3}\right) \tag{6.12}
\end{equation*}
$$

Inserting this back into eq. (6.12), we get

$$
H\left(Y_{A}^{i} \mid X_{A}^{i} X_{B}^{i} E\right) \geq 1-h\left(\frac{1}{3}+\frac{8}{3}\left(1-\frac{3}{2} \frac{p\left(R_{i}=1\right)}{\gamma}\right)\right)=1-h\left(3-4 \frac{p\left(R_{i}=1\right)}{\gamma}\right)
$$

For $\frac{p(1)}{\gamma} \in\left[\frac{2}{3}, 1\right]$, let

$$
g(p)= \begin{cases}1-h\left(3-4 \frac{p(1)}{\gamma}\right) & \frac{p(1)}{\gamma} \in\left[\frac{2}{3}, \frac{3}{4}\right] \\ 1 & \frac{p(1)}{\gamma} \in\left[\frac{3}{4}, 1\right]\end{cases}
$$

We note that we only define $g(p)$ in the regime $\frac{p(1)}{\gamma} \in\left[\frac{2}{3}, 1\right]$ since that range is operationally relevant. The function can be extended to values of $\frac{p(1)}{\gamma} \in\left[0, \frac{2}{3}\right]$ for completeness but is not necessary for the purposes of the proof. The function $g(p)$ has unbounded gradient at $\frac{p(1)}{\gamma}=\frac{3}{4}$, and therefore needs to be modified using the 'cutting-and-gluing' trick of [32] in order to define a min-tradeoff function that can be used in the EAT. To that effect, we define two functions $l_{1}$ and $l_{2}$ over a point $p_{t}$ that can be later optimized:

$$
l_{1}\left(p_{t}\right)=\left\lceil\left.\frac{d}{d p(1)} g(p)\right|_{p_{t}}\right\rceil, \quad l_{2}\left(p_{t}\right)=g\left(p_{t}\right)-l_{1}\left(p_{t}\right) \cdot p_{t}(1)
$$

and define $f_{\min }^{J_{3}}$ as follows:

$$
f_{\min }^{J_{3}}\left(p, p_{t}\right)= \begin{cases}g(p) & \text { if } p(1) \leq p_{t}(1) \\ l_{1}\left(p_{t}\right) \cdot p(1)+l_{2}\left(p_{t}\right) & \text { if } p(1)>p_{t}(1)\end{cases}
$$

Applying the EAT with min-tradeoff function $f_{\min }^{J_{3}}\left(p, p_{t}\right)$ for any $p_{t}$ such that $\frac{2}{3}<\frac{p_{t}(1)}{\gamma}<\frac{3}{4}$, and plugging in $\frac{p(1)}{\gamma}=\frac{p\left(R_{i}=1\right)}{\gamma}=\frac{2}{3}-\frac{2}{3} J_{3}$, we get the bound on the smooth min-entropy $H_{\text {min }}^{\epsilon_{s}}\left(Y_{A} Y_{B} \mid X_{A} X_{B} E\right)_{\rho_{\mid \Omega}}$

The soundness proof for the protocol follows identically to [32, Lemmas 5.3 and 5.4].


Figure 6.1: Values of $r=l / n$ against $S$

The key length $l$ generated at the end of Protocol 4 is derived analogously to [32, Theorem 5.1 and Eq 5.4$]$ which for completeness we state here:

$$
\begin{align*}
l= & n \cdot \mathrm{OPT}\left(\epsilon_{s} / 4, \epsilon_{E A}+\epsilon_{E C}\right)-\text { leak }_{\mathrm{EC}}-3 \log \left(1-\sqrt{\left.1-\left(\epsilon_{s} / 4\right)^{2}\right)}\right) \\
& -\gamma \cdot n-\sqrt{n} 2 \log 7 \sqrt{\left.1-2 \log \left(\epsilon_{s} / 4 \cdot\left(\epsilon_{E A}+\epsilon_{E C}\right)\right)\right)}-2 \log \left(1 / \epsilon_{P A}\right) \tag{6.13}
\end{align*}
$$

where leak ${ }_{E C}$ is discussed in detail in [32, §5.5.1 and Eq 5.9].
Based on Theorem 59 and [32, Theorem 5.1], we plot the key rate, defined as $r=\frac{l}{n}$. In Figure 6.1, we plot the key rate against the asynchronicity (referred to as the bit-error rate in [32]), and in Figure 6.2 we plot the key-rate against the total number of rounds while keeping asynchronicity constant. For large $n$, we are able to tolerate asynchronicity of up to $4.6 \%$ before the key-rate goes to 0 . We use the values $\epsilon_{E C}=10^{-10}, \epsilon_{E A}=\epsilon_{Q K D}^{s}=$ $10^{-5}, \epsilon_{Q K D}^{c}=10^{-2}, p_{0}=0.97, p_{1}=p_{2}=0.015$ and $\delta_{e s t}^{J_{3}}=10^{-3}$ to plot the key rate curves in Figures 6.1 and 6.2


Figure 6.2: Values of $r=l / n$ against $n$

### 6.6 Causality Loophole

In this section we describe what is called the causality or locality loophole common to device independent quantum key distribution protocols that use non-local games, and propose a solution to the loophole using a new security assumption.

As seen in Section 6.4, the bound for the Bell inequality $J_{3} \geq-\frac{1}{8}$ is sharp and rigid only among synchronous quantum correlations. There exist more powerful synchronous nonsignaling strategies that violate those bounds. Furthermore, if classical communication is allowed between the parties in the protocol, even greater violations can be achieved. This is the causality loophole: unless Alice and Bob are acausally separated, then the statistics for the synchronous Bell inequalities can simply be simulated using classical communication.

Example 61. In order to simulate the correlation in eq. (6.3) that achieves the maximal violation $J_{3}=-\frac{1}{8}$ among synchronous quantum correlations, Eve does the following:

1. She records Alice's input $x_{A}$ and delivers a uniformly random bit $y_{A}=y \in\{0,1\}$ to

Alice;
2. She checks if Bob's input $x_{B}$ is equal to $x_{A}$,

- if $x_{B}=x_{A}$ then she delivers the same output bit $y_{B}=y=y_{A}$ to Bob, or
- if $x_{B} \neq x_{A}$ then she picks $y_{B}=y$ with probability $\frac{1}{4}$, and $y_{B}=1-y$ with probability $\frac{3}{4}$, and delivers this output bit to Bob.

Note that Eve needs to communicate $\left(x_{A}, y_{A}\right)$ to "Bob's side" of the protocol to compute his output.

In order to resolve the causality loophole in our protocol we pose a new security assumption: instead of limiting Eve's computational power or limiting the communication she can perform, we assume that she has imperfect knowledge of the basis Alice and Bob use in the protocol. We state this more formally as follows.

Let $\epsilon$ be Eve's uncertainty about Alice and Bob's inputs. Without loss of generality, we assume that this is symmetric across all basis selections. For $x^{\prime}, x \in\{0,1,2\}$ we have
$\operatorname{Pr}\left\{\right.$ Eve guesses basis $x^{\prime} \mid$ Alice (or Bob) selects basis $\left.x\right\}=\left\{\begin{array}{cc}1-\epsilon & \text { when } x^{\prime}=x \\ \frac{\epsilon}{2} & \text { when } x^{\prime} \neq x .\end{array}\right.$

In greater generality, we model the basis selection that Alice and Bob use for their inputs as a classical-quantum state on $\mathbb{C}^{3} \otimes \mathbb{C}^{3} \otimes \mathfrak{H}_{E}$, corresponding to Alice, Bob, and Eve respectively. Alice and Bob's states are classical while Eve can have quantum side infor-
mation which she may use to produce a correlation for a cheating strategy. We denote this state by $\rho_{A B E}$. For inputs $x_{A}, x_{B} \in\{0,1,2\}$ for Alice and Bob respectively, we have $\rho_{A B E}=\left|x_{A}\right\rangle\left\langle x_{A}\right| \otimes\left|x_{B}\right\rangle\left\langle x_{B}\right| \otimes \rho_{E}^{x_{A}, x_{B}}$, where $\rho_{E}^{x_{A}, x_{B}}$ quantifies Eve's side information. Based on (6.14) above we further decompose

$$
\begin{aligned}
\rho_{E}^{x_{A}, x_{B}}=( & (1-\epsilon)^{2} \sigma_{x_{A}, x_{B}}+(1-\epsilon) \frac{\epsilon}{2}\left(\sigma_{x_{A}, x_{B} \oplus 1}+\sigma_{x_{A}, x_{B} \oplus 2}+\sigma_{x_{A} \oplus 1, x_{B}}+\sigma_{x_{A} \oplus 2, x_{B}}\right) \\
& \left.+\frac{\epsilon^{2}}{4}\left(\sigma_{x_{A} \oplus 1, x_{B} \oplus 1}+\sigma_{x_{A} \oplus 1, x_{B} \oplus 2}+\sigma_{x_{A} \oplus 2, x_{B} \oplus 1}+\sigma_{x_{A} \oplus 2, x_{B} \oplus 2}\right)\right),
\end{aligned}
$$

where we denote $x_{A} \oplus i:=x_{A}+i(\bmod 3)$, and similarly for $x_{B}$. Writing Eve's guess for Alice's input by $z_{A}$ and for Bob's input by $z_{B}$, the $\sigma_{z_{A}, z_{B}}$ for $z_{A}, z_{B} \in\{0,1,2\}$ are densities containing Eve's side information depending on her guess for $x_{A}$ and $x_{B}$ respectively. With these, we also allow Eve to have unlimited computational power and communication to produce outputs $\left(y_{A}, y_{B}\right)$. We denote the resulting conditional probability distribution as $\operatorname{Pr}\left\{\left(y_{A}, y_{B} \mid z_{A}, z_{B}\right)\right\}_{\sigma_{z_{A}, z_{B}}}$. As this is also a correlation, Eve has her own Bell term which we denote by $\tilde{J}_{3}$ and her own asynchronicity term which we denote by $\tilde{S}$.

Eve's goal is to program Alice and Bob's devices such that the device outputs pass statistical tests for estimating Bell violation and asynchronicity. The following theorem shows that Eve's uncertainty $\epsilon$ is upper-bounded by a function of the allowed errors in Alice and Bob's Bell and asynchronicity terms. If Eve's uncertainty exceeds a certain threshold then there does not exist a distribution $\operatorname{Pr}\left\{\left(y_{A}, y_{B} \mid z_{A}, z_{B}\right)\right\}_{\sigma_{z_{A}, z_{B}}}$ she can use to provide outputs to Alice and Bob that still pass their Bell and asynchronicity checks. We state the theorem formally as follows.

Theorem 62. Let $0 \leq \lambda<\frac{1}{8}$ be the allowed error in Alice and Bob's $J_{3}$ term, and $0 \leq \mu$
be their asynchronicity bound. On Eve's side, let $\tilde{J}_{3}$ and $\tilde{S}$ be analogous Bell inequality and asynchronicity terms for her correlation. Let $\epsilon$ be Eve's uncertainty about Alice and Bob's inputs as given in eq. (6.14), and $\delta$ be such that $0 \leq \delta$. If $\epsilon>\epsilon_{\text {max }}^{\delta}$, where

$$
\epsilon_{\max }^{\delta}=\frac{2}{3}-\frac{2}{3}\left(\frac{\sqrt{144(\delta-1) \lambda+64 \lambda^{2}+6(36 \delta+8 \lambda-9) \mu-72 \mu^{2}-162 \delta+81}}{6 \mu-18 \delta-8 \lambda+9}\right)
$$

then Eve's asynchronicity $\tilde{S}<\delta$.

Proof. For inputs $x_{A}, x_{B} \in\{0,1,2\}$, the correlation that Alice and Bob use to compute key bits and self-test their devices is then given by:

$$
\begin{align*}
& p\left(y_{A}, y_{B} \mid x_{A}, x_{B}\right)=  \tag{6.15}\\
& \sum_{z_{A}, z_{B}} \operatorname{Pr}\left\{y_{A}, y_{B} \mid z_{A}, z_{B}\right\}_{\sigma_{z_{A}, z_{B}}} \cdot\left\{\begin{array}{cl}
1-\epsilon & \text { for } z_{A}=x_{A} \\
\frac{\epsilon}{2} & \text { otherwise }
\end{array}\right\} \cdot\left\{\begin{array}{cl}
1-\epsilon & \text { for } z_{B}=x_{B} \\
\frac{\epsilon}{2} & \text { otherwise }
\end{array}\right\}
\end{align*}
$$

We begin by deriving expressions for the expected values of $J_{3}$ and $S$.

$$
\begin{align*}
\left\langle 1-J_{3}\right\rangle= & \frac{1}{4}(p(0,1 \mid 0,1)+p(1,0 \mid 0,1)+p(0,1 \mid 1,0)+p(1,0 \mid 1,0) \\
& +p(0,1 \mid 0,2)+p(1,0 \mid 0,2)+p(0,1 \mid 2,0)+p(1,0 \mid 2,0) \\
& +p(0,1 \mid 1,2)+p(1,0 \mid 1,2)+p(0,1 \mid 2,1)+p(1,0 \mid 2,1)) \\
= & \left(1-\epsilon+\frac{3}{4} \epsilon^{2}\right)\left(1-\tilde{J}_{3}\right)+\left(\frac{3}{2} \epsilon-\frac{9}{8} \epsilon^{2}\right) \tilde{S} \tag{6.16}
\end{align*}
$$

A similar computation for $S$ gives us:

$$
\begin{align*}
\langle S\rangle= & \frac{1}{3}(p(0,1 \mid 0,0)+p(1,0 \mid 0,0)+p(0,1 \mid 1,1) \\
& +p(1,0 \mid 1,1)+p(0,1 \mid 2,2)+p(1,0 \mid 2,2)) \\
= & \left(1-2 \epsilon+\frac{3}{2} \epsilon^{2}\right) \tilde{S}+\left(\frac{4}{3} \epsilon-\epsilon^{2}\right)\left(1-\tilde{J}_{3}\right) \tag{6.17}
\end{align*}
$$

Using eqs. (6.16) and (6.17), we can solve for $\tilde{J}_{3}$ and $\tilde{S}$ as:

$$
\left[\begin{array}{c}
1-\tilde{J}_{3} \\
\tilde{S}
\end{array}\right]=\left[\begin{array}{rr}
1-\epsilon+\frac{3}{4} \epsilon^{2} & \frac{3}{2} \epsilon-\frac{9}{8} \epsilon^{2} \\
\frac{4}{3} \epsilon-\epsilon^{2} & 1-2 \epsilon+\frac{3}{2} \epsilon^{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
\frac{9}{8}-\lambda \\
\mu
\end{array}\right]
$$

We get solutions:

$$
\begin{equation*}
\tilde{J}_{3}=\frac{\left(3 \epsilon^{2}-4 \epsilon\right)(3-6 \mu+8 \lambda)+16 \lambda-2}{4(3 \epsilon-2)^{2}} \quad \tilde{S}=\frac{\left(3 \epsilon^{2}-4 \epsilon\right)(6 \mu-8 \lambda+9)+24 \mu}{6(3 \epsilon-2)^{2}} . \tag{6.18}
\end{equation*}
$$

Plugging $\tilde{S}=\delta$ in eq. (6.18), and solving for $\epsilon$ gives us:

$$
\begin{equation*}
\epsilon_{\max }^{\delta}=\frac{2}{3}-\frac{2}{3}\left(\frac{\sqrt{144(\delta-1) \lambda+64 \lambda^{2}+6(36 \delta+8 \lambda-9) \mu-72 \mu^{2}-162 \delta+81}}{6 \mu-18 \delta-8 \lambda+9}\right) \tag{6.19}
\end{equation*}
$$

Corollary 63. For $\epsilon>\epsilon_{\text {max }}^{0}$, there is no correlation Eve can use to produce a cheating strategy against Alice and Bob.

Proof. Plugging in $\delta=0$ in eq. (6.19),

$$
\epsilon_{\max }:=\epsilon_{\max }^{0}=\frac{2}{3}-\frac{2}{3}\left(\frac{\sqrt{64 \lambda^{2}+6(8 \lambda-9) \mu-72 \mu^{2}-144 \lambda+81}}{6 \mu-8 \lambda+9}\right) .
$$

If Eve's uncertainty $\epsilon>\epsilon_{\max }$, then $\tilde{S}<0$, and since no correlation can have negative asynchronicity, no such $\operatorname{Pr}\left\{\left(y_{A}, y_{B} \mid z_{A}, z_{B}\right)\right\}_{\sigma_{z_{A}}, z_{B}}$ exists.

By the corollary above, we conclude that Eve's uncertainty cannot grow too much before her asynchronicity becomes negative, therefore resulting in an infeasible strategy. Fixing a reasonable threshold for the error allowed in the Bell term, say $\lambda=0.05$, we plot values of $\epsilon_{\max }$ against varying values of Alice and Bob's allowed asynchronicity $\mu$ in Figure 6.3. The plot shows that even for allowed asynchronicity $\mu=5 \%$, Eve must have close to perfect certainty $\approx 97 \%$ about Alice and Bob's inputs. Thus even with unlimited computational and communication power, when $\epsilon>\epsilon_{\max }$, no correlation exists to perfectly simulate statistics that pass Alice and Bob's Bell and asynchronicity checks.

We further examine the regime where Eve's uncertainty $\epsilon>\epsilon_{\max }$. In this case the best Eve can do in order to provide Alice and Bob an expected asynchronicity value $\langle S\rangle$ close to $\mu$, is to use a synchronous correlation herself, i.e. $\tilde{S}=0$. Fixing $\tilde{S}=0$, we plot $\left\langle J_{3}\right\rangle$ as Eve's uncertainty exceeds $\epsilon_{\max }$. Let $\gamma_{\epsilon}:=\epsilon-\epsilon_{\max }$ denote how much Eve's uncertainty is above the maximum. Figure 6.4 shows that even with a lot of uncertainty, Eve can make $\left\langle J_{3}\right\rangle$ as close to $-\frac{1}{8}$ as she likes. Since Eve is not restricted to quantum strategies, she can in fact violate the $-\frac{1}{8}$ bound. However, providing a $\left\langle J_{3}\right\rangle$ value smaller than $-\frac{1}{8}$ is not in her best interest since Alice and Bob check if their estimated $J_{3}$ is in $\left[-\frac{1}{8},-\frac{1}{8}+\lambda\right]$.

As a result, detecting Eve's interference depends only on the asynchronicity check.

Since Eve's $\tilde{S}=0$, she has to provide a value for Alice and Bob's $\langle S\rangle=\tilde{\mu}$ that is strictly larger than their decided error threshold $\mu$. We use eq. (6.17) to plot the effect of increasing $\epsilon$ past $\epsilon_{\max }$ on $\langle S\rangle=\tilde{\mu}$ for a fixed $\lambda$ and $\mu$. Figure 6.5 shows the comparison between $\gamma_{\epsilon}$ and $\tilde{\mu}$ for $\mu=0.05$ and $\lambda=0.05$. In our analysis the choice of 0.05 for both $\lambda$ and $\mu$ is arbitrary, and is made to demonstrate the effect of increasing Eve's uncertainty $\epsilon$ on the expected value $\langle S\rangle$. Alice and Bob may pick any reasonable error values for their $J_{3}$ and $S$ terms without affecting the following calculations. From Figure 6.5, we see that $\tilde{\mu}$ increases sharply as $\gamma_{\epsilon}$ increases, which in turn implies that Alice and Bob's asynchronicity test always fails except with negligible probability. We show this using a straightforward Chernoff argument and bounding the probability that Alice and Bob's output is asynchronous in fewer than a $\mu$ fraction of the asynchronicity check rounds. Formally, let's assume Alice and Bob have $m$ asynchronicity check rounds. Let $A_{i}$ be a $\{0,1\}$ random variable denoting whether their output is asynchronous in round $i \in[m]$. Since Eve provides an asynchronous output with probability $\tilde{\mu}$, we have

$$
A_{i}= \begin{cases}1 & \text { with probability } \tilde{\mu}, \\ 0 & \text { otherwise }\end{cases}
$$

Let $A_{S}=\sum_{i} A_{i}$. Therefore $\left\langle A_{S}\right\rangle=\sum_{i}\left\langle A_{i}\right\rangle=m \tilde{\mu}$. Using a Chernoff bound we get

$$
\operatorname{Pr}\left(A_{S} \leq m \mu\right) \leq \exp \left(-\frac{(\tilde{\mu}-\mu)^{2} k}{2 \tilde{\mu}}\right)
$$

Alice and Bob can thus make this probability arbitrarily small by picking an appropriate value $m$ for the number of asynchronicity check rounds they perform.


Figure 6.3: Values of $\mu$ vs. $\epsilon_{\max }$ for which $\tilde{S}$ is non-negative


Figure 6.4: Values of $\left\langle J_{3}\right\rangle$ vs. $\gamma_{\epsilon}$ for $\mu=0.05, \lambda=0.05$


Figure 6.5: Values of $\langle S\rangle=\tilde{\mu}$ vs. $\gamma_{\epsilon}$ for $\mu=0.05, \lambda=0.05$

## Chapter 7: Conclusion and Future Directions

### 7.1 Conclusions

In this dissertation we focused on three main topics. The first topic introduced novel primitives for ideal and real random bit generators in the Constructive Cryptography framework. We showed examples of quantum random bit generators based on process tomography and analyzed their efficiency in the constructive framework. The second topic focused on developing a fully device-independent quantum key distribution protocol that is based on the notion of synchronous correlations. This protocol had a few loopholes which we studied carefully and showed how to exploit. We also closed those same loopholes by introducing certain checks and assumptions that Alice and Bob can verify in order to guarantee that their protocol remains secure. Finally in the third topic we proposed a preliminary version of a quantum algorithm for lattice sieving. This algorithm continues to be a work in progress and has the potential to significantly reduce the memory complexity and runtime of lattice sieving algorithms, if the analysis carries out.

### 7.2 Future directions

We mention some directions and ideas for future research.

1. We analyzed random bit generators based on process tomography of one-qubit channels. This was the right step towards showing the efficiency of those random bit generators in the Constructive Cryptography framework. However in order to show rigorous security, one might want to consider device independent quantum random bit generators. In our work we closed the causality loophole by introducing a new security assumption. The next step would be to show a constructive proof that the composed protocol where our DIQKD protocol acts as a random bit generator to another instance of a DIQKD protocol remains secure even if the condition of nonlocality is violated, as long as the adversary has some uncertainty about the two parties' inputs.
2. Can we study other basic primitives in the Constructive Cryptography framework? One example is a self-test. What does an ideal self-test look like versus a real one?
3. Our protocol is based on synchronous correlations with three inputs and two outputs. An interesting direction would be to explore synchronous correlations with different number of inputs and outputs. Can we say anything about the synchronous Bell inequalities that occur in those cases?
4. Removing the assumption we made in the quantum lattice sieving algorithm is crucial to showing its claimed memory and runtime complexity. If the assumption holds, the result will have a major impact on the security parameters that organizations like NIST will set for the standardized post-quantum cryptographic algorithms.

## Appendix A: Quantum Lattice Sieving

In this chapter, we provide a writeup for some ongoing work on developing quantum lattice sieving algorithms. This work was previously uploaded as a preprint, however we received feedback from the post-quantum cryptography community about an oversight in the amplitude amplification step. While we are hopeful that there is a work-around, we introduce an assumption in the meanwhile (given as Assumption 69) in order to present the rest of our results. We note that the assumption only impacts the claimed runtime of the algorithms. If the assumption is false, the algorithms will remain correct but will no longer have the claimed runtime.

## A. 1 Introduction

Lattices have become attractive tools in the design of post-quantum cryptographic protocols. This is evident from NIST's recent Post Quantum Cryptography Standardization competition, where three out of the four Round 3 finalists in the Public Key Encryption category, and two out of the three for Digital Signatures are lattice based. Certain lattice problems like that of finding the shortest vector in a given lattice are believed to be hard to solve in the worst case, even using quantum computers. As a result, cryptanalysis of existing lattice-based cryptosystems is necessary as a means of understanding the complex-
ity of solving hard lattice problems, and to set relevant security parameters used in these cryptosystems.

In this work we focus on the shortest vector problem (SVP), which is defined as follows:

Definition 64 (Shortest Vector Problem-SVP). Given a lattice $\mathcal{L}$, find a non-zero $\mathbf{s} \in \mathcal{L}$ such that $|\mathbf{s}|=\lambda_{1}(\mathcal{L})$.

There are two main techniques for solving the SVP, sieving and enumeration. Sieving refers to the class of algorithms that process a list of lattice vectors at each sieve step and produce shorter vectors for the next sieve step. Sieving gives exponential time algorithms for solving the exact Shortest Vector Problem. This is in contrast to enumeration which gives super-exponential algorithms for SVP. We do not discuss enumeration techniques, but provide references for the interested reader [81, 82, 83, 84, 85, 86].

We provide a brief discussion on sieving algorithms starting with the algorithm by Micciancio and Voulgaris in [87]. The algorithm starts with an empty list, and adds new vectors to it at each sieve iteration. At each step the algorithm reduces the new vector with the existing vectors in the list. As the sieve proceeds, the list contains smaller and smaller vectors, and eventually outputs the shortest one. By reducing the new vector with the other vectors in the list, they were able to prove a bound on the size of the list of vectors, which in turn, determines the runtime $\tilde{\mathcal{O}}\left(2^{3.199 d}\right)$ and memory complexity $\tilde{\mathcal{O}}\left(2^{1.325 d}\right)$ of the algorithm. Notice that the constant in the exponent is still very high for this algorithm to be practical for lattices of large dimension. A more recent algorithm by Aggarwal et al. uses Discrete Gaussian Sampling to solve SVP in time and space $2^{d+o(d)}$ [88].

In recent years, there has been work on developing practical sieving algorithms that make heuristic assumptions, and show bounds on time and space required for the algorithm based on the heuristic assumption. Nguyen and Vidick gave a heuristic algorithm for solving SVP in [89] that runs in time $\mathcal{O}\left(2^{0.415 d}\right)$ and space $\mathcal{O}\left(2^{0.2075 d}\right)$. This practical variant makes the heuristic assumption that at each level the sieve vectors lie on the surface of the unit sphere, and are distributed uniformly and independently on it. This assumption, which we state in Heuristic (65), helps bound the total number of vectors needed in the initial step of the sieve. The NV-Sieve starts with a large initial set of vectors from the lattice. At each step of the sieve, the algorithm iterates over every vector in this set and checks to see if the vector has norm less than or equal to a specified quantity. If it does, then the vector is promoted to the next step of the sieve. If the norm is greater than the specified quantity, the algorithm searches in a list of centers to see if a center reduces with the current vector. If it does, the reduced vector is promoted to the next step of the sieve. If no center is found that reduces with the current vector, the current vector is added to the list of centers to use for reducing against future vectors. We can see how the structure of this algorithm resembles a real world sieve. At every sieve iteration, only shorter vectors go to the next level, and therefore at the end of the sieve we are left with very short vectors.

Several other heuristic algorithms have been proposed, including the GaussSieve from [87] which is based on ListSieve but without any theoretical guarantees on runtime. Laarhoven proposed algorithms based on locality sensitive hashing in [90] and [91]. The current best known classical algorithm for SVP is due to [92] and is based on solving a related problem known as Bounded Distance Decoding. This algorithm runs in time $2^{1.741 d+o(d)}$ and space $2^{0.5 d+o(d)}$. Concurrently, there has been work on developing quantum speedups
for these classical algorithms, usually by replacing the 'search' step in these algorithms with quantum amplitude amplification that provides a quadratic speedup.

## A.1.1 Algorithm overview

We give an overview of our quantum sieving algorithm that is based on the classical Double Sieve algorithm due to Bai et al. [93]. The Double Sieve is not the best known classical algorithm, however, it is very simple to describe. This algorithm lends itself nicely to a quantum sieving algorithm, where our idea is to start with a superposition over lattice vectors, and search for shorter vectors using amplitude amplification at each step.

First we present the classical Double Sieve along with the heuristic assumptions made in the original paper, and then show how our quantum algorithm works. This algorithm uses memory of the order $\mathcal{O}\left(2^{0.2075 d}\right)$ and has time complexity $\mathcal{O}\left(2^{0.415 d}\right)$. Technical details of the algorithm can be found in the original paper, but we restate the heuristic and show some computations to derive bounds on the number of vectors needed in the initial step of the sieve, as this analysis will carry over to the quantum case. The algorithm starts by sampling an initial set of vectors $S$ from the given lattice $\mathcal{L}$. The heuristic assumption made about this sample of vectors is as follows:

Heuristic 65. The vectors $\frac{\mathbf{v}}{|\mathbf{v}|}$ for $\mathbf{v} \in S$ are distributed independently and uniformly on the surface of the unit sphere.

Using this heuristic, we can compute the number of lattice vectors needed in the initial set $S$. Given a fixed vector $\mathbf{v}$ on the surface of the unit sphere, the density of vectors on the sphere that make an angle of $\theta$ with $\mathbf{v}$ is given by approximately $\sin \theta$. Given two vectors of


Figure A.1: The portion of the unit sphere that $\mathbf{v}$ covers is given by the volume of the spherical cap.
nearly equal length, $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$, they reduce with each other, i.e. $\left|\mathbf{v}_{2}-\mathbf{v}_{1}\right| \leq \min \left\{\left|\mathbf{v}_{1}\right|,\left|\mathbf{v}_{2}\right|\right\}$ only if the angle $\theta$ between them is less than $\frac{\pi}{3}$. Thus given a fixed vector on the unit sphere, the probability that another vector also on the sphere reduces with it, is given by $p=\sin \frac{\pi}{3}=\frac{\sqrt{3}}{2}$. We can think of this probability as the portion of the unit sphere that one vector covers, which is shown in Figure(A.1). In order for this probability to be close to 1 , we need to cover the whole sphere, and so we need roughly $N \propto \frac{1}{p}=\left(\frac{4}{3}\right)^{\frac{d}{2}}=2^{0.2075 d}$ vectors. This gives us the number of vectors that we need to sample initially when the sieve starts.

The sieve algorithm proceeds by looking at the sum (and difference) of pairs of vectors and promotes the respective sum (or difference) which has norm less than the quantity $\gamma R$ to the next step of the sieve, where $\gamma$ is usually set to $1-\frac{1}{d}$, and $R$ to the maximum norm of vectors at the current step of the sieve. Each step of the sieve uses the heuristic assumption. After a poly(d) number of iterations of the sieve, we end up with sufficiently small vectors, which give a good approximation of the shortest vector. The algorithm is presented below.

The main loop iterates over pairs of vectors, and hence the runtime is quadratic in $N$,

```
Algorithm 5: Double Sieve [93]
    Input:
        \(S\) : The initial set of sampled vectors of size \(N\)
        \(\gamma\) : Norm reduction factor
    \(R\) : Bound on the maximum norm of vectors in \(S\)
    1 Set \(S^{\prime}=\{ \}\)
    for \(\mathbf{u}, \mathbf{v} \in S\) do
        if \(|\mathbf{u} \pm \mathbf{v}| \leq \gamma R\) then
            \(S^{\prime}=S^{\prime} \cup\{\mathbf{u} \pm \mathbf{v}\}\)
    return \(S^{\prime}\)
```

yielding a running time of $\mathcal{O}\left(2^{0.415 d}\right)$. The sieve starts with, and maintains a list of vectors of size $N$ at each iteration, and so the memory is $\mathcal{O}\left(2^{0.2075 d}\right)$.

In the quantum sieve, we also sample $N=\mathcal{O}\left(2^{0.2075 d}\right)$ vectors, but we do that in superposition instead of storing a classical list. Assume that we have the ability to sample a uniform superposition over $\mathcal{O}\left(2^{0.2075 d}\right)$ lattice vectors. We tensor product two of these superpositions to give us a superposition over pairs of vectors in the lattice. At the initial stage, we fix $R$ to be the maximum norm of the vectors in the lattice, as in the classical double sieve. Thus we have a superposition over pairs of vectors in the lattice whose norm is bounded by $R$.

$$
\frac{1}{\sqrt{N}} \sum_{\substack{\mathbf{u}_{1} \in S \\\left|\mathbf{u}_{1}\right| \leq R}}\left|\mathbf{u}_{1}\right\rangle \otimes \frac{1}{\sqrt{N}} \sum_{\substack{\mathbf{u}_{2} \in S \\\left|\mathbf{u}_{2}\right| \leq R}}\left|\mathbf{u}_{2}\right\rangle=\frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2} \in S}\left|\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle
$$

This is analogous to iterating over pairs of vectors in the classical double sieve. Next we compute the norm of the difference $\mathbf{u}_{2}-\mathbf{u}_{1}$ in an auxiliary register:

$$
\frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2} \in S}\left|\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle|0\rangle_{\mathrm{aux}} \mapsto \frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2} \in S}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle
$$

We then perform amplitude amplification (A.A.) to find vectors such that $\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma R$. This is analogous to steps 3 and 4 in Algorithm 5 stated above. As a result of the amplitude amplification step, we now have a uniform superposition over vectors in the lattice whose norm is bounded by $\gamma R$, with high probability.

$$
\frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2} \in S}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle \stackrel{\text { A.A. }}{\longrightarrow} \frac{1}{\sqrt{N}} \sum_{\substack{\mathbf{u}_{1}, \mathbf{u}_{2} \in S \\\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma R}}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle+\left|\phi_{\text {junk }}\right\rangle
$$

To simplify notation, we only show the first two registers, measure to discard the junk state, compute $\mathbf{u}_{2}-\mathbf{u}_{1}$ in the first register using a unitary $U_{\text {diff }}$, and rename $\mathbf{u}_{2}-\mathbf{u}_{1}$ to $\mathbf{v}_{1}$ :

$$
\frac{1}{\sqrt{N}} \sum_{\substack{\mathbf{u}_{1}, \mathbf{u}_{2} \in S \\\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma R}} U_{\text {diff }}\left|\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle \mapsto \frac{1}{\sqrt{N}} \sum_{\substack{\mathbf{u}_{1}, \mathbf{u}_{2} \in S \\\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma R}}\left|\mathbf{u}_{2}-\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\mathbf{v}_{1}=\mathbf{u}_{2}-\mathbf{u}_{1}}\left|\mathbf{v}_{1}, \mathbf{u}_{2}\right\rangle
$$

At this point we have successfully run one iteration of the sieve. We started with vectors with norm bounded by $R$, and ended up with vectors with norm bounded by $\gamma R$, thus effectively reducing the norm of the vectors in our sieve by a factor of $\gamma$. In order to keep the sieve going, we need a second superposition over vectors with norm bounded by $\gamma R$. We combine two such superpositions, run amplitude amplification, and obtain another superposition with vectors of norm bounded by $\gamma^{2} R$. This process produces a binary tree of superpositions, such that to run iteration $i$ of the sieve, we have to start with $2^{i}$ superpositions at the initial step. Notice that after each level $i$, we end up with a
superposition state that looks like

$$
\begin{equation*}
\left.\left.\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{w}_{1}\right| \leq \gamma^{i} R} \right\rvert\, \mathbf{w}_{1}, \text { history }_{2^{i}-1}\right\rangle \tag{A.1}
\end{equation*}
$$

where $\mid$ history $\left._{2^{i}-1}\right\rangle$ is a state on $2^{i}-1$ registers which contains the history of the lattice vectors that produced the vector $\mathbf{w}_{1}$. In our presentation we do not explicitly write the history state, but we note that it exists, and is important to the memory and runtime analysis of the algorithm. We run $t=\operatorname{poly}(d)$ iterations of the sieve, just as in the classical double sieve, which uses $2^{t}$ superpositions. At the end we are left with a uniform superposition over very small vectors in the lattice, and measuring the state, we get a good approximation to the shortest vector in the lattice. The runtime and memory analysis along with the full algorithm is presented in Section (A.3).

## A. 2 Preliminaries

## A.2.1 Notation

The norm of a vector $\mathbf{v}=\left(v_{1}, \cdots, v_{n}\right)^{\top}$ is denoted $|\mathbf{v}|$, and we take this norm to be the Euclidean norm, $|\mathbf{v}|=\sqrt{\sum_{i} v_{i}^{2}}$. For a matrix $\mathbf{B}$, we denote its $i$ th column by $\mathbf{b}_{i}$, and its norm by $|\mathbf{B}|=\max _{i}\left|\mathbf{b}_{i}\right|$. We denote by $B_{n}(\mathbf{v}, r)$ the ball of radius $r$ around the vector $\mathbf{v}$. Thus $B_{n}(\mathbf{v}, r)=\left\{\mathbf{y} \in \mathbb{R}^{n}| | \mathbf{y}-\mathbf{v} \mid \leq r\right\}$. We simplify notation and write $B_{n}(\mathbf{0}, r)=B_{n}(r)$, and $B_{n}(\mathbf{0}, 1)=B_{n}$. We denote by $\mathcal{S}$ the $d$-dimensional unit sphere.

## A.2.2 Lattices

Given $d$ linearly independent vectors $\left\{\mathbf{b}_{1}, \cdots, \mathbf{b}_{d}\right\}$ with each $\mathbf{b}_{i} \in \mathbb{R}^{n}$, the lattice $\mathcal{L}$ generated by them is denoted by the set of all integer linear combinations of the basis vectors, and written as $\mathcal{L}=\left\{\sum_{i=1}^{d} x_{i} \mathbf{b}_{i} \mid x_{i} \in \mathbb{Z}\right\}$. We will restrict our discussion to lattices of full rank i.e. $n=d$, and denote using $d$ the dimension of the lattice. Alternatively, the basis can be written as a matrix $\mathbf{B}$ with the vectors forming the columns of $\mathbf{B}$ which gives us $\mathcal{L}=\left\{\mathbf{B} \mathbf{x} \mid \mathbf{x} \in \mathbb{Z}^{d}\right\}$. The volume of the lattice, denoted $\operatorname{vol}(\mathcal{L})$ is given by $|\operatorname{det}(\mathbf{B})|$, and is an invariant of the lattice. The norm of the shortest vector in the lattice is denoted $\lambda_{1}(\mathcal{L})$ and is known as the first minimum of the lattice. One of the central problems in the study of lattices is that of finding the shortest vector which we described in Section (A.1).

Several cryptographic primitives use other related average-case hard lattice problems like Small Integer Solutions (SIS) [94], Learning with Errors (LWE) [95], and their variants as the computational hardness assumption when defining the security of the cryptosystem. The SIS problem is stated as follows:

Definition 66 (Small Integer Solutions - SIS). Given n, m, $q, \nu$ with $\nu<q$, a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$, and lattice $\mathcal{L}=\left\{\mathbf{x} \in \mathbb{Z}^{m}: \mathbf{A x} \equiv \mathbf{0} \bmod q\right\}$, find $\mathbf{y} \in \mathcal{L}$ s.t. $|\mathbf{y}| \leq \nu$

The Learning with Errors problem is stated as follows:

Definition 67 (Learning with Errors - LWE). Let $\mathbf{s} \in \mathbb{Z}_{q}^{n}$, for a given $n$ and modulus $q$. Let $\chi$ be a probability distribution on $\mathbb{Z}_{q}$. We define a probability distribution $A_{\mathbf{s}, \chi}$ with sampling as follows: draw $\mathbf{a} \in \mathbb{Z}_{q}^{n}$ at uniform, and $e \in \mathbb{Z}_{q}$ according to $\chi$. Then return $(\mathbf{a},\langle\mathbf{a}, \mathbf{s}\rangle+e) \bmod q$. The problem is then defined as:

Given $n, q, \chi$ and any number of independent samples from $A_{\mathbf{s}, \chi}$, determine $\mathbf{s}$.

## A.2.3 Gram-Schmidt orthogonalization

The Gram-Schmidt basis is an orthogonal set of vectors $\hat{\mathbf{B}}=\left\{\hat{\mathbf{b}}_{1}, \cdots, \hat{\mathbf{b}}_{d}\right\}$, where each $\hat{\mathbf{b}}_{i}$ is orthogonal to $\operatorname{span}\left(\mathbf{b}_{1}, \cdots \mathbf{b}_{i-1}\right)$. Given a basis $\mathbf{B}$, the Gram-Schmidt basis can be computed as follows: set $\hat{\mathbf{b}}_{1}=\mathbf{b}_{1}$, and compute $\hat{\mathbf{b}}_{i}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \frac{\left\langle\hat{\mathbf{b}}_{j}, \mathbf{b}_{i}\right\rangle}{\left\langle\hat{\mathbf{b}}_{j}, \hat{\mathbf{b}}_{j}\right\rangle} \hat{\mathbf{b}}_{j}$, for $i=2, \cdots, d$.

## A.2.4 Quantum background

We denote quantum states as $\sum_{x} \alpha_{x}|x\rangle$, where $\alpha_{x} \in \mathbb{C}$, and $\sum_{x}\left|\alpha_{x}\right|^{2}=1$. We refer the reader to [37] or [38] for an introduction to quantum information processing. We present some details about the method of amplitude amplification that is relevant to the analysis of our algorithm.

Definition 68 (Amplitude Amplification [96, 97]). Given a function f, consider the problem of searching for $m$ marked elements in a set of $N$ elements with $0<m<N$, such that $f(x)=1$ iff $x$ is marked, and $f(x)=0$ otherwise. Let $\mathcal{A}$ be a quantum algorithm that makes no measurements and produces the superposition $|\Psi\rangle=\mathcal{A}|0 \cdots 0\rangle=\sqrt{p_{\text {good }}}\left|\Psi_{\text {good }}\right\rangle+$ $\sqrt{p_{\text {bad }}}\left|\Psi_{\text {bad }}\right\rangle$, where $\left|\Psi_{\text {good }}\right\rangle$ is a superposition over the $m$ marked 'good' elements. Let $U_{f}$ be the unitary that flips the phase of the good states, i.e. $U_{f}\left|\Psi_{\text {good }}\right\rangle=-\left|\Psi_{\text {good }}\right\rangle$, and leaves the bad states unchanged. Let $U_{0 \perp}$ be the unitary that flips the phase of the all-zeros state i.e. $U_{0^{\perp}}|0 \cdots 0\rangle=-|0 \cdots 0\rangle$ and leaves all other states unchanged. Let the iterate $Q=\mathcal{A} U_{0} \perp \mathcal{A}^{-1} U_{f}$. Applying the iterate $k$ times to the state $|\Psi\rangle$, i.e. $Q^{k}|\Psi\rangle$ results in the state $|\tilde{\Psi}\rangle=\sin (2 k+1) \theta\left|\Psi_{\text {good }}\right\rangle+\cos (2 k+1) \theta\left|\Psi_{\text {bad }}\right\rangle$, where $\sin ^{2} \theta=p_{\text {good }}$. Setting
$k=\mathcal{O}\left(\sqrt{\frac{N}{m}}\right)$ and measuring $|\tilde{\Psi}\rangle$ produces the state $\left|\Psi_{\text {good }}\right\rangle$ with probability close to 1.

We note that often times the goal of amplitude amplification is to search for an element in a given set of elements. However in our algorithm, we use it as a tool to take a uniform superposition over all elements in our set, and produce a uniform superposition over just the marked elements in our set with high probability.

## A.2.5 Discrete Gaussians

Let $s>0$ and $\rho_{s}(\mathbf{v})=e^{\frac{-\pi|\mathbf{v}|^{2}}{s^{2}}}$ for $\mathbf{v} \in \mathbb{R}^{d}$, and $\rho_{s}(\mathcal{L})=\sum_{\mathbf{v} \in \mathcal{L}} \rho_{s}(\mathbf{v})$ for a given lattice $\mathcal{L}$. The Discrete Gaussian over the lattice $\mathcal{L}$, denoted $D_{\mathcal{L}, s}$ is a distribution where the probability of a vector $\mathbf{x} \in \mathcal{L}$ is given by

$$
\operatorname{Pr}_{X \sim D_{\mathcal{L}, s}}[X=\mathbf{x}]=\frac{\rho_{s}(\mathbf{x})}{\rho_{s}(\mathcal{L})}
$$

The smoothing parameter for a lattice $\mathcal{L}$, denoted $\eta(\mathcal{L})$ is defined as the smallest real $s>0$ such that $\rho_{\frac{1}{s}}\left(\mathcal{L}^{*} \backslash\{\mathbf{0}\}\right) \leq \epsilon$ for any positive real $\epsilon>0$, and where $\mathcal{L}^{*}=\{\mathbf{v} \in$ $\left.\mathbb{R}^{m} \mid\langle\mathbf{v}, \mathbf{u}\rangle \in \mathbb{Z}, \forall \mathbf{u} \in \mathcal{L}\right\}$ is called the dual lattice to $\mathcal{L}$. In [98], the authors show how to efficiently sample from a Discrete Gaussian distribution, given a width greater than the smoothing parameter of the lattice. Combining the result above with a result from Grover et al. in [99], we assume we are able to create a superposition over lattice points of the form $\frac{1}{\sqrt{N}} \sum_{\mathbf{v} \in \mathcal{L}}|\mathbf{v}\rangle$ where $N$ is the number of lattice points we want to sample. We call this subroutine $\operatorname{Sample}(\mathcal{L})$ that produces such a superposition for use in our algorithms.

## A. 3 Quantum Double Sieve

## A.3.1 Binary quantum double sieve

The quantum double sieve is a quantization of the classical double sieve algorithm of Bai et al. [93]. The idea is to reduce pairs of vectors, the difference being that we do this in quantum superposition. We sample in superposition from a discrete Gaussian distribution of width greater than the smoothing parameter $\eta$ for our lattice. Following the analysis in Section (A.1.1), we need $\mathcal{O}\left(2^{0.2075 d}\right)$ vectors in our initial sample in order for any fixed vector in our set to reduce against any other vector in the set with probability close to 1 . We combine two such superpositions in order to get a superposition over pairs of vectors in the lattice. We then use amplitude amplification to search over pairs of vectors where the norm of the difference between the pair is less than $\gamma R$. This is analogous to running one iteration of the classical double sieve. We do this iteratively for $t$ steps of the sieve, starting with an initial set of $2^{t}$ superpositions as shown in Figure (A.2). The sieve runs for $t$ iterations, thus immediately yielding the memory requirement for the algorithm. The runtime of this algorithm is determined by the number of amplitude amplification steps that we need to run. Algorithm 6 presents the binary quantum double sieve algorithm.

We explain the amplitude amplification step of the algorithm above. At level $i$ of the protocol, $\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{1}\right| \leq \gamma^{i-1} R}\left|\mathbf{u}_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{2}\right| \leq \gamma^{i-1} R}\left|\mathbf{u}_{2}\right\rangle$, each with a history state that we do not write. At this point we tensor those two states to get a superposition over pair of vectors $\frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2}}\left|\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle$. Let $f_{i}(x): \mathbb{R} \mapsto\{0,1\}$ be defined as follows:

## Algorithm 6: Binary Quantum Sieve

Input:
$\mathcal{L}$ : The lattice
Sample $(\mathcal{L})$ : Subroutine to sample vectors from $\mathcal{L}$
$\gamma$ : Norm reduction factor
$R$ : Upper bound on norm of vectors sampled
$C$ : Upper bound on the length of the shortest vector
$N$ : Number of vectors to be sampled
1 Let $t$ be such that $2^{t} R \leq C$.
2 Create $2^{t}$ superpositions of the form $\left|\phi_{j}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{j}\right| \leq R}\left|\mathbf{u}_{j}\right\rangle$ for $j \in\left\{1, \cdots, 2^{t}\right\}$ using Sample $(\mathcal{L})$.
$\mathbf{3}$ for $i \in[t]$
4 Run amplitude amplification according to eq. (A.2) on pairs of vectors $\left|\phi_{1}, \phi_{2}\right\rangle, \cdots,\left|\phi_{2^{t-i+1}-1}, \phi_{2^{t-i+1}}\right\rangle$ to get $2^{t-i}$ states of the form $\left|\phi_{j}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{j}\right| \leq \gamma^{i} R}\left|\mathbf{u}_{j}\right\rangle$ for $j \in\left\{1, \cdots, 2^{t-i}\right\}$.
5 Measure the first register of the final state $\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{1}\right| \leq \gamma^{t} R}\left|\mathbf{u}_{1}\right\rangle$ to output vector $\mathbf{u}_{1}$ of desired norm.

$$
f_{i}(x)= \begin{cases}1 & \text { if } x \leq \gamma^{i} R  \tag{A.2}\\ 0 & \text { otherwise }\end{cases}
$$

We can define a unitary $U_{f_{i}}$ that maps a state $|x\rangle$ to $(-1)^{f_{i}(x)}|x\rangle$, where $x$ will be $\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|$ in our case. Then we use standard amplitude amplification:

$$
\frac{1}{N} \sum_{\mathbf{u}_{1}, \mathbf{u}_{2}}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle \stackrel{A A}{\longmapsto} \frac{1}{\sqrt{N}} \sum_{\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma^{i} R}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle+|j u n k\rangle
$$

We then measure to discard the junk state, compute $\mathbf{u}_{2}-\mathbf{u}_{1}$ in the first register which becomes state $\left|\phi_{1}\right\rangle$ for the next iteration $i+1$.

Assumption 69. There exists an efficient quantum algorithm $\mathcal{A}$, as given in Definition 68, that uses Heuristic 65 and the history state from eq. (A.1) such that $\mathcal{A}|0 \cdots 0\rangle$ produces a state negligibly close in trace distance to $\frac{1}{\sqrt{N}} \sum_{|\mathbf{w}| \leq \gamma^{i} R}|\mathbf{w}\rangle$, where $\gamma$ and $R$ are the parameters
used in Algorithms 5 and 6.
Theorem 70. Given a lattice $\mathcal{L}$ of dimension $d, N=\mathcal{O}\left(2^{0.2075 d}\right)$, smoothing parameter $\eta$, norm reduction factor $\gamma$, and $R \geq \eta$, Algorithm (6) solves the SVP for $\mathcal{L}$ in $t$ iterations, taking time $2^{t} \sqrt{N}=\mathcal{O}\left(R^{c} \sqrt{N}\right)$ for some constant $c$, and memory $2^{t}=\operatorname{poly}(R)$, if Assumption 69 holds.

Proof. Algorithm (6) gives a binary tree of superpositions as shown in Figure (A.2). The amount of memory used by the algorithm is then given by $2^{t}$ where $t$ is the height of the tree. At each level of the tree, we use amplitude amplification between pairs of superpositions, so the total number of amplitude amplification steps is also $2^{t}$. Assume $C$ is a small constant that is a good enough approximation for the length of the shortest vector. In order to compute the quantity $2^{t}$, we have that:

$$
\begin{aligned}
\gamma^{t} R & \leq C \\
\therefore \log \left(\gamma^{t} R\right) & \leq \log (C) \\
\therefore t & \leq \frac{1}{\log (\gamma)}(\log (C)-\log (R))
\end{aligned}
$$

Plugging in this value of $t$ in $2^{t}$ we get:

$$
\begin{aligned}
2^{t} & \leq 2^{\frac{1}{\log (\gamma)}(\log (C)-\log (R))} \\
& =2^{\log \left(C^{\left.\frac{1}{\log (\gamma)}\right)-\log \left(R^{\left.\frac{1}{\log (\gamma)}\right)}\right.}\right.} \\
& =C^{\frac{1}{\log (\gamma)}} R^{-\frac{1}{\log (\gamma)}}=\operatorname{poly}(R)
\end{aligned}
$$

Next we analyze the time complexity of the amplitude amplification step. At level $i$ of
the algorithm, we perform amplitude amplification on a superposition of vectors $\left|\phi_{1}\right\rangle \otimes$ $\left|\phi_{2}\right\rangle=\frac{1}{N} \sum_{\left|\mathbf{u}_{1}\right|,\left|\mathbf{u}_{2}\right| \leq \gamma^{i-1} R}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle$ which can be split up as a superposition over good and bad states. We note that we have roughly $N$ marked good elements such that $\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma^{i} R$. We rewrite $\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle$ as

$$
\begin{aligned}
\left|\phi_{1}\right\rangle \otimes\left|\phi_{2}\right\rangle & =\frac{1}{N} \sum_{\left|\mathbf{u}_{1}\right|,\left|\mathbf{u}_{2}\right| \leq \gamma^{i-1} R}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle \\
& =\frac{1}{\sqrt{N}}\left|\psi_{\text {good }}\right\rangle+\sqrt{1-\frac{1}{N}}\left|\psi_{\text {bad }}\right\rangle \\
\text { where }\left|\psi_{\text {good }}\right\rangle & =\sum_{\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right| \leq \gamma^{i} R} \frac{1}{\sqrt{N}}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle, \text { and } \\
\left|\psi_{\text {bad }}\right\rangle & =\sum_{\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|>\gamma^{i} R} \frac{1}{\sqrt{N^{2}-N}}\left|\mathbf{u}_{1}, \mathbf{u}_{2},\left|\mathbf{u}_{2}-\mathbf{u}_{1}\right|\right\rangle
\end{aligned}
$$

Next we perform standard amplitude amplification and get the state $\left\langle\psi_{\text {good }}\right\rangle$ with probability close to 1 using $\mathcal{O}\left(\sqrt{\frac{N^{2}}{m}}\right)$ iterations of the search iterate, where $m$ is the number of marked elements. In our case, we have $m=N$ marked elements, so amplitude amplification takes time $\mathcal{O}\left(\sqrt{\frac{N^{2}}{N}}\right)=\mathcal{O}(\sqrt{N})$. We perform a total of $2^{t}$ amplitude amplification steps, so the runtime of the algorithm is given by $\mathcal{O}\left(2^{t} \sqrt{N}\right)=\mathcal{O}\left(R^{c} \sqrt{N}\right)$ for $c=\frac{1}{\log \frac{1}{\gamma}}$.

Corollary 71. Given a lattice $\mathcal{L}$ of dimension $d, N=\mathcal{O}\left(2^{0.2075 d}\right)$, smoothing parameter $\eta$, norm reduction factor $\gamma$, and $\eta \leq R=\mathcal{O}\left(2^{\text {ad }}\right)$ for $\alpha>0$, Algorithm (6) solves SVP for $\mathcal{L}$ in time $\mathcal{O}\left(2^{(\alpha c+0.1038) d}\right)$ and memory $\mathcal{O}\left(2^{\alpha c d}\right)$ for some constant $c$, if Assumption 69 holds.


Figure A.2: Each level in the tree is one iteration of the sieve. In order to run the sieve for $t$ iterations we need $2^{t}$ initial superpositions over vectors in our lattice

## A.3.2 r-ary Quantum Sieve

We show a variation of the binary quantum double sieve technique to improve the memory bound of the sieve. At each step of the binary quantum sieve, we combined vectors of roughly the same norm, and searched for differences of them that gave us shorter vectors. We can provide a slight improvement in memory by combining two superpositions where the first one is over vectors of norm bounded by a quantity $R$, while the second is over vectors of norm bounded by a smaller quantity, say $\gamma R$. We describe the process step by step.

Let us begin by sampling two superpositions where the norms of the vectors are bounded by $R$ in both superpositions. Let these superpositions be over $M$ vectors, for $M$ that will be determined later.

$$
\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{v}_{1}\right| \leq R}\left|\mathbf{v}_{1}\right\rangle \otimes \frac{1}{\sqrt{M}} \sum_{\left|\mathbf{v}_{2}\right| \leq R}\left|\mathbf{v}_{2}\right\rangle=\frac{1}{M} \sum_{\mathbf{v}_{1}, \mathbf{v}_{2}}\left|\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle
$$

We compute $\left|\mathbf{v}_{2}-\mathbf{v}_{1}\right|$ in an auxiliary register, and using a unitary $U_{f}$ defined in the same
way as Equation (A.2), we search for pairs of vectors where the norm of the difference is less than $\gamma R$. Amplitude amplification gives us

$$
\begin{aligned}
\frac{1}{M} \sum_{\mathbf{v}_{1}, \mathbf{v}_{2}}\left|\mathbf{v}_{1}, \mathbf{v}_{2},\left|\mathbf{v}_{2}-\mathbf{v}_{1}\right|\right\rangle & \stackrel{A . A .}{\longrightarrow} \frac{1}{\sqrt{M}} \sum_{\left|\mathbf{v}_{2}-\mathbf{v}_{1}\right| \leq \gamma R}\left|\mathbf{v}_{1}, \mathbf{v}_{2},\left|\mathbf{v}_{2}-\mathbf{v}_{1}\right|\right\rangle \\
& \left.\left.\longmapsto \frac{1}{\sqrt{M}} \sum_{\substack{\left|\mathbf{w}_{1}\right| \leq \gamma R \\
\mathbf{w}_{1}=\mathbf{v}_{2}-\mathbf{v}_{1}}}\left|\mathbf{w}_{1}\right\rangle \right\rvert\, \text { history }\right\rangle
\end{aligned}
$$

Notice that this first step is the same as in the Binary Quantum Sieve. In the next step, however, we combine vectors with slightly larger norm, bounded by $R$, with the output from our amplitude amplification step. We run amplitude amplification on this superposition to find even shorter vectors, namely, those whose norm is bounded by $\gamma^{2} R$.

$$
\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{w}_{1}\right| \leq \gamma R}\left|\mathbf{w}_{1}\right\rangle \otimes \frac{1}{\sqrt{M}} \sum_{\left|\mathbf{v}_{3}\right| \leq R}\left|\mathbf{v}_{3}\right\rangle \stackrel{A \cdot A .}{\longrightarrow} \frac{1}{\sqrt{M}} \sum_{\left|\mathbf{w}_{2}\right| \leq \gamma^{2} R}\left|\mathbf{w}_{2}\right\rangle
$$

We continue combining shorter vectors with slightly longer vectors and search over the superposition for even shorter vectors. This process for $t^{\prime}$ steps is illustrated in Figure (A.3).

At the $i^{\text {th }}$ (for $i<t^{\prime}$ ) iteration, we combine vectors $\mathbf{w}_{i}$ of length bounded by $\gamma^{i} R$ with vectors $\mathbf{v}_{i+2}$ of length bounded by $R$. For our analysis, we normalize the lengths of $\mathbf{w}_{i}$ and $\mathbf{v}_{i+2}$ by $R$, so $\left|\mathbf{w}_{i}\right| \approx \gamma^{i}$ and $\left|\mathbf{v}_{i+2}\right| \approx 1$. Note that we require the angle $\theta_{\mathbf{w}_{i}, \mathbf{v}_{i+2}}$ between $\mathbf{w}_{i}$ and $\mathbf{v}_{i+2}$ to be $\leq \frac{\pi}{3}$, and $\gamma^{i}>\frac{1}{2}$ since no feasible solutions exist for $\left|\mathbf{v}_{i+2}-\mathbf{w}_{i}\right| \leq\left|\mathbf{w}_{i}\right|$ for $\left|\mathbf{w}_{i}\right| \leq \frac{1}{2}$ and $\left|\mathbf{v}_{i+2}\right|=1$. Thus for $\gamma^{i}>\frac{1}{2}$, in order to get reductions between $\mathbf{w}_{i}$ and $\mathbf{v}_{i+1}$ we want vectors $\mathbf{w}_{i} \in B\left(\mathbf{0}, \gamma^{i}\right) \cap B\left(\mathbf{v}_{i+2}, \gamma \cdot \gamma^{i}\right)$.

We restate a lemma from [93] that will help us compute the quantity $B\left(\mathbf{0}, \gamma^{i}\right) \cap$


Figure A.3: Each level of the tree represents one step of the sieve and vectors on that level have norm shorter by a factor of $\gamma$. This tree shows that we get linear growth in the number of superpositions we need for up to $t^{\prime}$ iterations of the sieve, as opposed to an exponential number of superpositions in the binary sieve.
$B\left(\mathbf{v}_{i+2}, \gamma \cdot \gamma^{i}\right)$

Lemma 72. Given $\mathbf{u}_{1}, \mathbf{u}_{2} \in \mathbb{R}^{d}$, and $r_{1}, r_{2} \in \mathbb{R}$, and $\left|\mathbf{u}_{1}-\mathbf{u}_{2}\right|=e$, such that $r_{1}, r_{2}<e<$ $r_{1}+r_{2}$,

$$
\left|B_{d}\left(\mathbf{u}_{1}, r_{1}\right) \cap B_{d}\left(\mathbf{u}_{2}, r_{2}\right)\right| \propto\left(\frac{\left.-e^{4}+2 e^{2}\left(r_{1}^{2}+r_{2}^{2}\right)-\left(r_{1}^{2}-r_{2}^{2}\right)^{2}\right)}{4 e^{2}}\right)^{\frac{d}{2}}\left|B_{d}\right|
$$

Setting $\gamma^{i}=s$ for simplicity, and using Lemma (72), we get

$$
\begin{aligned}
\left|B_{d}(\mathbf{0}, s) \cap B_{d}\left(\mathbf{v}_{i+2}, \gamma s\right)\right| & \propto\left(\frac{\left.-1+2\left(s^{2}+s^{2} \gamma^{2}\right)-\left(s^{2}-s^{2} \gamma^{2}\right)^{2}\right)}{4}\right)^{\frac{d}{2}}\left|B_{d}\right| \\
& =\left(\frac{\left.-1+2 s^{2}\left(1+\gamma^{2}\right)-s^{4}\left(1-\gamma^{2}\right)^{2}\right)}{4}\right)^{\frac{d}{2}}\left|B_{d}\right|
\end{aligned}
$$

$$
\begin{equation*}
=\left(-\frac{1}{4 s^{2}}+\frac{\left(1+\gamma^{2}\right)}{2}-\frac{\left.s^{2}\left(1-\gamma^{2}\right)^{2}\right)}{4}\right)^{\frac{d}{2}}\left|B_{d}(s)\right| \tag{A.3}
\end{equation*}
$$

This volume gives us the portion of the sphere of radius $s$ that one fixed vector $\mathbf{w}_{i}$ covers. In order for any given vector in our set to reduce with a larger vector with probability close to 1 , we need to cover the whole sphere. Therefore we need to sample $M \propto \frac{1}{p}$, where $p=\left(-\frac{1}{4 \gamma^{2 i}}+\frac{\left(1+\gamma^{2}\right)}{2}-\frac{\left.\gamma^{2 i}\left(1-\gamma^{2}\right)^{2}\right)}{4}\right)^{\frac{d}{2}}$.

Now that we have a bound on the number of samples we need, we can state the complete algorithm for solving SVP, shown in Algorithm (7).

Theorem 73. Given a lattice $\mathcal{L}$ of dimension d, a norm reduction factor $\gamma$, and a value $M=\mathcal{O}\left(2^{\delta d}\right)$ where $\delta=\frac{1}{2} \log \left(1 /\left(-\frac{1}{4 \gamma^{2 t^{\prime}}}+\frac{\left(1+\gamma^{2}\right)}{2}-\frac{\left.\gamma^{2 t^{\prime}}\left(1-\gamma^{2}\right)^{2}\right)}{4}\right)\right)$ and $t^{\prime}$ is the number of iterations of the sieve with $\gamma^{t^{\prime}}>\frac{1}{2}$. Let $\eta$ be the smoothing parameter and $R$ such that $\eta \leq R=\mathcal{O}\left(2^{\alpha d}\right)$ for $\alpha>0$. Then Algorithm (7) solves $S V P$ for $\mathcal{L}$ in memory $\mathcal{O}\left(2^{\left(\alpha c^{\prime}+\frac{\delta}{2}\right) d}\right)$ and time $\mathcal{O}\left(R^{c^{\prime}} \sqrt{M}\right)$ for some constant $c^{\prime}$, if Assumption 69 holds.

Proof. The appropriate value for $M$ given $\gamma$ and the number of iterations is given by the analysis of Eq (A.3). We can compute the exponent $\delta$ by taking the appropriate logarithm, and we get $\delta=\frac{1}{2} \log \left(1 /\left(-\frac{1}{4 \gamma^{2 t^{\prime}}}+\frac{\left(1+\gamma^{2}\right)}{2}-\frac{\left.\gamma^{2 t^{\prime}}\left(1-\gamma^{2}\right)^{2}\right)}{4}\right)\right)$ since we have $t^{\prime}$ iterations. Let $t^{\prime}+1=r$. Let $x$ be such that $\gamma^{t^{\prime} x} R \leq C$ where $C$ is a bound on the shortest vector (for example $C$ can be taken to be the Minkowski bound). We need $\left(t^{\prime}+1\right)^{x}=r^{x}$ vectors. We have:

$$
\begin{aligned}
& \gamma^{t^{\prime} x} R=\gamma^{(r-1) x} R \leq C \\
& \therefore \log _{r}\left(\gamma^{(r-1) x} R\right) \leq \log _{r}(C)
\end{aligned}
$$

## Algorithm 7: $r$-ary Quantum Sieve <br> Input:

$\mathcal{L}$ : The lattice
Sample $(\mathcal{L})$ : Subroutine to sample vectors from $\mathcal{L}$
$\gamma$ : Norm reduction factor
$R$ : Upper bound on norm of vectors sampled
$C$ : Upper bound on the length of the shortest vector
$t^{\prime}$ : r-ary tree depth limit
$M$ : Number of vectors to sample
1 Let $x$ be such that $2^{x t^{\prime}} R \leq C$.
Set $r=t^{\prime}+1$.
3 Create $r^{x}$ states of the form $\left|\phi_{j}\right\rangle=\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{u}_{j}\right| \leq R}\left|\mathbf{u}_{j}\right\rangle$ for $j \in\left\{1, \cdots, r^{x}\right\}$ using
Sample $(\mathcal{L})$.
4 for $c \in[x]$
Run Algorithm 8 on every block of $r$ superpositions
$\left(\left|\phi_{1}\right\rangle, \cdots,\left|\phi_{r}\right\rangle\right), \cdots,\left(\left|\phi_{r^{x-c+1}-r}\right\rangle, \cdots,\left|\phi_{r^{x-c+1}}\right\rangle\right)$ to obtain $r^{x-c}$ states of the form $\left|\phi_{j}\right\rangle=\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{u}_{j}\right| \leq \gamma^{c t^{\prime} R}}\left|\mathbf{u}_{j}\right\rangle$ for $j \in\left\{1, \cdots, r^{x-c}\right\}$.
6 Measure the first register of the final state $\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{u}_{1}\right| \leq \gamma^{x t^{\prime}} R}\left|\mathbf{u}_{1}\right\rangle$ to output vector $\mathbf{u}_{1}$ of desired norm.

$$
\begin{aligned}
& \therefore x \leq \log _{r}\left(C^{\frac{1}{(r-1) \log _{r}(\gamma)}}\right)-\log _{r}\left(R^{\frac{1}{(r-1) \log _{r}(\gamma)}}\right) \\
& \therefore r^{x} \leq C^{\frac{\log \left(t^{\prime}+1\right)}{t^{\prime} \log (\gamma)}} R^{\frac{\log \left(t^{\prime}+1\right)}{t^{\prime} \log \left(\frac{1}{\gamma}\right)}}=\mathcal{O}\left(R^{c^{\prime}}\right)
\end{aligned}
$$

The time complexity is identical to the analysis in Theorem (70), and hence we get that the runtime is $\mathcal{O}\left(R^{c^{\prime}} \sqrt{M}\right)$ where $c^{\prime}=\frac{\log \left(t^{\prime}+1\right)}{t^{\prime} \log \left(\frac{1}{\gamma}\right)}$.

We note that the parameters $\delta, t^{\prime}$, and $\gamma$ are tunable, and can be optimized based on the value of $\alpha$ to get the lowest possible value for the constant $c^{\prime}$.

## A. 4 Preprocessing superpositions

As communicated to us [100], we can clarify the results of Theorem 70 (with an additional suitable heuristic) by preprocessing our initial superposition. By choosing suitable block

Algorithm 8: Auxiliary algorithm to Algorithm 7 for running amplitude amplification on vectors of differing norms
Input:
$\gamma, R, t^{\prime}$ : Parameters from Algorithm 7
$c$ : Iteration level in step (4) of Algorithm 7
$\left|\phi_{1}\right\rangle, \cdots,\left|\phi_{r}\right\rangle$ : Superpositions over vectors of norm bounded by $\gamma^{(c-1) t^{\prime}} R$
$\mathbf{1}$ for $i \in 2, \cdots, r$ do Run amplitude amplification on states $\left|\phi_{1}\right\rangle \otimes\left|\phi_{i}\right\rangle$ using $f_{(i-1)+(c-1) t^{\prime}}$ as per eq. (A.2). Relabel the output state as $\left|\phi_{1}\right\rangle$.
${ }_{3}$ Return $\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{M}} \sum_{\left|\mathbf{u}_{1}\right| \leq \gamma^{c t^{\prime}} R}\left|\mathbf{u}_{1}\right\rangle$.
sizes, one can use BKZ with $2^{\tilde{\mathcal{O}}\left(d^{1-\lambda}\right)}$ work to obtain vectors of length $R=2^{\tilde{\mathcal{O}}\left(d^{\lambda}\right)}$.

## A. 5 Future Work

We intend to find a way to turn the assumption we make (Assumption 69) about the amplitude amplification operator into a lemma. This work is a first step toward quantizing classical algorithms by doing more than just a replacement of the classical search step with quantum search. In our case, the Double Sieve was a very good candidate for using the 'sieving-in-superposition' technique. It might be interesting to see if this technique extends to other classical sieving algorithms like Laarhoven's SphereSieve[90] and HashSieve [91] to yield even better exponents in the runtime and memory complexities.
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[^0]:    ${ }^{1}$ Direct examination of (6.1) reveals that any $\theta_{j}$ is within $\frac{\pi}{6}$ of the image of some $E_{y}^{x}$; the bound we prove is symmetric in $x, y$ we may reorder the labeling in each $\mathfrak{H}_{j}$ so that $\theta_{j}$ is close to $E_{0}^{1}$ with $\hat{\theta}=\frac{2 \pi}{3}$.

