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ABSTRACT

In slowly time-varying mobile radio channels, adaptive diversity combining can reduce multipath
fading of desired signal and suppress interfering signals. However, for fast time-varying fading
channels, there exist no effective techniques to achieve the same results. The continued use of
decision directed adaptive array algorithms will cause error propagation. This paper presents a
novel adaptive diversity combining technique with QRD-RLS based parallel weights tracking and
a proposed M-D decoder. With moderate increase in complezity, this system significantly reduces
error propagation in the decision directed array systems while maintaining the same tracking
speed. Its effectiveness and much better performance then that of the conventional technique has
been confirmed by computer simulation.
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I. INTRODUCTION

Diversity combining has been widely used in wireless communication. It is a powerful tech-
nique for combating multipath flat fading. The most commonly used diversity combining tech-
niques include maximal-radio combining [1], MMSE optimum coherent combining, equal-gain
combining [3] [2] and selective combining [3]. Among them, the optimum coherent combining
can reduce multipath fading of the desired signal as well as suppress interfering signals [4]. It
has attracted a lot of attention recently [4]-[8].

The array weights in the optimum coherent combining are chosen to minimize the error be-
tween the reference signal and array output. Unfortunately, the reference signals are not always
available. In IS-136 digital cellular standard, we have only 14 symbols at the begining of each
time slot that can be used as reference signals. After that, We have to make symbol by symbol
decision, and feedback the decided symbol every time to update the array weights. To track
fast fading channel, various kinds of RLS can be used. The updating window size used has to
be small. If we make a decision error, this error weights heavily in the estimation of the next
weights. The next estimated weights are no longer optimal. The diversity combining based
upon the erroneous weights will cause the next symbol decision error. This decision error will
further propagate and cause subsequent decision errors. Therefore, the effectiveness of optimum
coherent array combining on a fast time-varying channel depends on the tracking speed of the
adaptive algorithms and on the control of a decision error propagation.

Adaptive optimum diversity combining weights tracking and adaptive channel equalization
are two closely related problems. Most of the techniques used for equalization can also be
applied to adaptive optimum diversity combining. However, the majority of previous studies
on channel equalization or adaptive array combining have concentrated on slowly time-varying
fading channels.

In a slowly time-varying fading channel, LMS algorithm is used for most channel equalization.
A small change in the equalizer weights is capable of tracking the fading variation. Error
propagation is not a severe problem in this situation. Bit Error Rate (BER) performance can

be further improved with the combination of an equalizer and a Viterbi decode [9])- [11]. A
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tentative decision with small delay or no delay from a Viterbi decoder has been used for channel
tracking. In contrary, in a fast time-varying fading channel, a decision delay results in poor
tracking performance and a premature tentative decision will cause error propagation.

Also, in a slowly time-varying fading channel, blind equalization techniques such as constant
modulus algorithm (CMA) can be used to avoid error propagation in the decision-directed
channel equalization [12]. Unfortunately, blind equalization algorithms converge slowly and is
not capable of tracking fast time-varying fading channel. Although various improved schemes
of CMA have been investigated [13], most of them involve significant increases in complexity or
computational costs, and the convergence rates are still lower than that can be achieved by RLS
algorithms.

Recently, respective-states channel estimation (RCE) [14][15] was proposed and better perfor-
mance over conventional decision-directed channel equalization was reported on fast time-varying
fading channels. Nevertheless, the continued use of the Viterbi algorithm (VA) in RCE tends to
introduce error when there are strong cochannel interferences. Moreover, the complexity of this
approach is high. This method has not yet been studied on adaptive array systems.

To effectively perform diversity combining on a fast time-varying fading channel, we developed
an adaptive diversity combining system using a M-D decoder. The array weights are tracked by
using QRD-RLS algorithm along each of M surviving paths selected by using an M-D decoding
algorithm. M and D are to be selected according to RLS updating window length and interfer-
ence to signal ratio. This system significantly reduces error propagation in the decision directed
array system while maintaining the same tracking speed. Our technique is first developed for
the convolutional encoded signals and then extended to trellis-coded modulation (TCM) signals
to increase information bit rate.

This paper is organized as follows: In section II, the conventional adaptive diversity combining
system is described and decision directed error propagation problem is stated. In section III, the
idea of simultaneous diversity combining and decoding is introduced. To realize it, computa-
tionally efficient D-symbol delay algorithm and M-D algorithm are then developed. QRD based

parallel weights tracking techniques are presented. The performance and the computational
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complexity of the developed adaptive diversity combining system are analyzed. In section VI,
the D and M-D algorithms are extended to the TCM signals. In section VI, computer simulation
results are provided to demonstrate the significantly improved performance of our techniques.

Section VII concludes our work.

II. CONVENTIONAL ADAPTIVE DIVERSITY COMBINING SYSTEM

Fig. 1 is a block diagram of a prototype multi-user communication system with a conventional
adaptive diversity combining receiver. There are L users at the same time. These L users are
assigned with different training sequences. The communication channel is a flat fading channel
with additive white Gaussian noise. The antenna array has K elements. The received array

signal vector r(n) consists of a desired signal vector As(n)s(n), (L —1) interfering signal vectors

Aj(n)I;(n),j =1,---,(L —1) and an additive Gaussian noise vector n, i.e.,
L-1
r(n) = As(n) - s(n) + >_ A (n)I;(n) + n(n). (1)
Jj=1

where A;,i = s,I;,j = 1,-L—1 is an array vector measuring the amplitude and phase distortion
of the ith signal caused by fast flat fading at each antenna, s(n) is a desired signal and I;(n) is the
jth interfering signal. The Minimum Mean Square Error (MMSE) optimum diversity combining
H(

chooses a w to minimize E|s(n) — w¥ (n)r(n)|?. The resolved w satisfies the following normal

equation:

Rx:cwopt = Tzd (2)
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where R, = E[r(n)r¥(n)] and r;4y = E[r(n)s*(n)]. With this optimal combining, co-channel
interference can be suppressed and M — (L — 1) diversity gain can be achieved for each user [7].
If the channel is also frequency selective, then instead of using diversity combining, we need
to add a tap delay line in each antenna receiver to suppress intersymbol interference. In this
case, w(n) should be replaced by a weighting matrix. In this paper, we consider only flat fading
channels, but most of the results can be extended to the frequency selective fading channels.
In practice, it is impossible to calculate MSE exactly. The method of recursive least square
is used instead. The array weighting vector which is used to minimize the cost function that

consists of the sum of error squares,

n

En) =D A" |e(d) % 3)
i=ng
satisfies the following equation:
RooW(n) = Fpq. (4)

If a sliding window is employed as the data weighting function, then A = 1, Rz = o x(1)x (3)

and fz4 = 3., x(é)d*(i). If an exponential window is employed, then 0 < A < 1, ng = 1
Ree = 30, A" ix(i)xH (¢) and f54 = %, A" "ix(i)d*(i). At the begining of each time slot,

training sequences are available and serve as the desired signal d. After the training sequence,
conventionally, the decided symbol at time n is fed back and serves as d(n) to update fzq(n—1).

The data received at time n are used to update R,,. An updated w(n) satisfies

-~

R, (n)W(n) = f.4(n). (5)
This w(n) is used to get the next estimated symbol d(n+ 1) as shown in the following equation.
w(n)¥x(n+1) - d(n+1). (6)

However, when there is a decision error, this error feeds back to the estimation of the next set
of weights and will cause a wrong decision. The further propagation of errors eventually causes

failure of the subsequent decisions.
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III. SIMULTANEOUS WEIGHTS TRACKING AND DECODING

We have shown in the previous sections that a premature symbol by symbol decision is not
reliable and will cause error propagation. One solution is to adopt blind equalization technique,
which avoids the use of reference signals, however, its convergence rate is too slow. The other
solution is to simply combine array weights updating with convolutional decoding, and feed
back more reliable delayed decision from a convolutional decoder. However, a decision delay
may cause poor channel tracking.

To reduce error propagation, and to make a more reliable delayed decision but without loss-
ing weights tracking speed, we propose the following simultaneous array weights tracking and

decoding technique.

A. More reliable decision based on D symbols

We use a convolutional code shown in Fig. 2 to encode the transmitted information bit and
use QPSK to modulate the transmitted signals. At each state, two possible QPSK symbols
might be transmitted based upon a “0” or a “1” input. Instead of making an immediate bit
decision based upon one symbol (the procedure of making symbol by symbol decision for the
convolutional code is provided in Appendix A, we make a more reliable symbol decision based
upon D symbols.

We elucidate our thinking using the example shown in Fig. 3. In Fig. 3(a), D = 5. At each
symbol interval, all the possible sequences in the next D stages are saved. On each path, we

perform the following operations:

« Update diversity weights using each path’s own reference signals, i.e. its own path outputs.
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Fig. 3. An example of delayed bit decision based on 5 symbols

o Calculate the Euclidean distance between array output and path output for each branch as

follows:
bi(n) = [wf (n - 1)x(n) — si(n)]? (7)

where w;(n — 1) is a previously updated weighting vector, x(n) is a currently received array
data and s;(n) is the reference signal which is the path output on each branch.

« Calculate and save the accumulated Euclidean distance which is evaluated by Y5, bi(n)
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along its own path.

In Fig. 3 (a), all the solid line originate from a “1” input bit at stage “0” and all the dashed
line originate from a “0” input bit. If at stage 0, the transmitted information bit is “1” which
corresponds to path output “11”, then a correct path must be a solid line path. After D symbol
interval, for one half of the solid paths, weights are updated based upon one correct reference
signals and D — 1 wrong reference signals. One fourth of the solid line paths are updated based
upon two correct reference signals and D — 2 wrong reference signals and so on. On the other
hand, on each dashed line path, weights are updated erroneously along D branches and will
result in a large accumulated path metric. The smallest accumulated path metric of all the
solid line paths should be smaller than that of all the dashed line paths. We then decide the
input bit back by D stages. That input bit should be the bit that leads to the selected smallest
accumulated path metric.

Once the input bit back by D stages is chosen, we save all the branches originating from it
and discard the rest. In Fig. 3 (a), we discard all the dashed line paths. At the next stage, we
repeat this process to choose the bit at stage 1, which is shown in Fig. 3 (b).

Along the correct path, weights are updated symbol by symbol. There is no loss of tracking.
Moreover, there is no error propagation. We use the correct path’s own path output as the
reference signal. There is no need to feedback any decided symbol. This way, we make a more
reliable symbol decision based on D symbols. Therefore, we reduce error propagation while

keeping the same tracking speed.

B. D-symbol Delay Algorithm

We introduced our idea on reducing error propagation based upon convolutional code and
accumulated path metrics along D + 1 symbols.

In the following, we will present an efficient D-delay algorithm to perform the simultaneous
weights tracking and decoding.

In Fig 3 (a), at stage 5, two paths merge into each state before we make decision. After the
decision, we discard one path in every pair. We will see in the following that each state only

need to remember one w and one accumulated path metric. It then contains all the information
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on the past D symbols. Each time, we only need to update the information contained in the
current states as shown in Fig. 4.
The decoding algorithm relies on the following key properties of a trellis diagram with 2P
states.
o Property 1: The states in the trellis are in the order from 0 to 2P — 1. The state of the
encoder is set to 0 at the begining of each frame.
An example is shown in Fig. 5 where D = 4.
« Property 2: The ith bit of each state corresponds to the input bit 7 stages back.
For example, in Fig. 5, at stage NV — 1, all the states with “0” as the last bit are from a “0”
input 4 stages back at stage V — 5.
From Fig. 5, we observe that a state X; X5 - - - Xp can only be reached from the previous state
that is either X3--- Xp_10 or Xo--- Xp_11. This is demonstrated more clearly in Fig. 6.
From this point on, we will refer to the path from state X5--- Xp_10 to X;Xo--- Xp as
an upper path and the path from the state Xo--- Xp_11 to X1X,---Xp_1Xp as a lower
path. State X,--- Xp_,0 is always above state X;--- Xp_11. Therefore, the upper path
that merges to X; X5+ Xp must be from X,--- Xp_;0 and the lower path must be from
X2---Xp-11. According to Property 2, Xo--- Xp_;0 is from a “0” input bit D stages back
and Xo---Xp_11 is from a “1” input bit D stages back. This leads to property 3.
» Property 3: Every upper path of a pair that merges to each state corresponds to a “0”
input bit D+1 stages back. Every lower path of a pair that merges to each state corresponds

to a “1” input bit D + 1 stages back.

Based on these properties, we developed the following D-symbol delay algorithm.

» At each stage, calculate the next accumulated path metrics of all the paths that are generated
from all the current states. Compare their accumulated path metrics. If the path with the
smallest accumulated path metric is an upper path, then every upper path at each state
is kept and every lower path is discarded. The information bit D stages back is decided
to be 0. Otherwise, all the lower paths are kept and all the upper path are discarded, the

information bit D stages back is decided to be 1.
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Fig. 6. States change relationship between consecutive stages

o At the current stage, a set of array weights w,(n) at each state s, s = 1,---,2P, are updated
by using Wpre—s(n — 1), which is a set of array weights obtained at the state prior to “s”
along the surviving branch, and by using array data x(n) and the modulated output signal
of the path from state “pre — s” to “s”.

In Fig. 5 at stage N —1, the path from state 0111 to state 1011 has the smallest accumulated
path metric. All the lower paths, i.e. all the solid line paths, are saved as the surviving paths.
The information bit 4 stages back is 1 which is the input bit that leads to the path from state
0011 at time N — 5 to state 1001 at time N — 4. We then update the array weights along

the surviving paths. For example, wio11(n) is updated based on wyy;;(n — 1), the QPSK
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modulated signal (32Q + zig) of path output 00 and received array data. Finally, we update
the information at the current states with new updated array weights and accumulated
path metrics of the surviving paths. The whole updating and symbol decision process is
completed by only using the information at current time slot as shown in Fig. 4.

o At the end of each time slot, The last D input bits are decided based upon the final state
of the selected path. The last ith bit is equal to the first ith bit of the selected state. In
Fig. 5 the last state is 1101, the last four input bits are 1011.

C. Performance Analysis

In this section, we will prove that the reliability of bit decision increases with an increase of
D in the D-symbol delay algorithm when there is no strong cochannel interference. But when
there is strong cochannel interference, D has to be appropriately chosen to achieve an optimal
BER.

In general, the branch metrics measured by Eq.( 7) can be divided into three categories:

 Case 1: w is updated using n desired symbols, and s;(n) is a desired symbol. The expected
value of b;(n) is the mean square error of the estimated array output w(n — 1)x. We
denote it as mse. b—’r';l%l ~ x3%. The mse is determined by the adaptive algorithm used, such
as RLS or LMS and also determined by the channel conditions such as SNR, fading rate
and cochannel interference to signal ratio.

« Case 2: w is updated using n desired symbols, s;(n) is an undesired symbol, %%2 is from
noncentral x? with 1 degree of freedom and noncentral parameter di, where d; is the Eu-
clidean distance between two output signals from two branches that stem from the same
node.

« Case 3: w is updated using n — m desired symbols and m undesired symbols. s;(n) is an
undesired symbol, The expected value of b;(n) is large in this case and is denoted by MSE.
If there is no strong interference in the received array signals, along a wrong path the path

outputs are randomly connected with respect to the received array data, and the updated

array weights are getting more and more divergent. As a result, we have

MSEp > MSEp_1 > MSEp_3>---> MSE]| > mse. (8)
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Accordingly, we evaluated the path metrics P;(n),i = 1,---2P+! by Pi(n) = 3P4 bi(n),i =
1,..-2D+1 there are three classes of path metrics:

e Class 1: P, is a path metric of a correct path.

e Class 2: The first m branches belong to Case 1, the (m + 1)th branch belongs to case 2, the

last D — m branches belong to Case 3, m=1,---,D

o Class 3: The first branch metric belongs to Case 2, the rest branches belong to Case 3.
In a D-delay decoder, we make a choice between two subsets of equal size based on the smallest
P; at each stage. Note that all the paths in the undesired subset belong to Class 3, and the
paths in the desired subset belong to either Class 1 or Class 2. Obviously, the average difference
between a P, in the undesired subset and the P; corresponding to the correct path will decrease
with an increase of D. The average difference between a P, and a P; of a false path in the
desired subset is

D
E(P,—P)= Y MSE,-m-mse m=12,---,D, (9)
i=D-m+1

The overall average difference Ep between a path in Class 3 and a path in Class 2 for a D-symbol

fixed-delay decoder is given by

Ep = E(P,-F) (10)
1 D D
= 5> 2°7™( 3 MSE;—m- mse) (11)
28 -1 m=1 i=D-m+1
1 bl D D
= 5l 2D-m( Z MSEi—m-mse)+(ZMSE,~—-D-mse)] (12)
28 -1.3 i=D—m+1 i=1
1 D-1 D D
= 5—[2- Z 2b=1-m(N"  MSE; —m-mse) + ()" MSE; - D -mse)] (13)
27 -1 m= 1=D-m+1 =1
1 D-1 D-1 D
> 52 Z gD-1-m( Z MSE,-—m-mse)+(ZMSEi—D-mse)Kl4)
2 -1 0 i=D=1-m+1 i=1
1 D
= 55— 1[2 (2P~ —1)Ep_1 + (O_ MSE; — D - mse)] (15)
=1
D
= Ep_1+[Y_MSE; - D -mse) - Ep_] (16)

i=1

> Ep_; (17)
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The bigger of the decision delay, the larger the average Euclidean distance between the correct
path and a false path in the other subset and also the larger the average Euclidean distance
between paths in the two different subsets. Therefore, the BER decrease with the increase of the
decoding decision delay. However, if the output symbols of one of the 2° surviving paths happen
to be the same as the transmitted symbols from the interference, the further increase of D will
cause the weights to converge along the interference path and will result in an increase of BER.
The relationship in Eq.( 8) no longer holds. M SE; increases initially and then decreases. When
D is large enough, M SE; finally converges to a mean square error between (i) the combined array
outputs using the weights that are trained by the interference signals and (ii) the interference
signals. We denote this mean square error by mse;. When the Ith interference is stronger than
the desired signal, we have mse; < mse. Thus P; may become smaller than P; when D is large
enough. Our simulation results also showed that the increase of D will decrease the BER when
the interference signals are not as strong as the desired signal. When an interference signal is
stronger than the desired signal, BER decreased as we increase the decision delay from 1 to 4
symbols. The improvement becomes smaller and smaller. As we further increase the decision
delay, we observe a slight increase of BER. Therefore, a proper delay length needs to be decided

based on I/S ratio and RLS updating window size to minimize BER.

D. M-D algorithm

The use of the D-symbol delay algorithm reduces the error propagation in the conventional
decision directed array weights tracking algorithm. However, the complexity would increase
drastically if we uses D-symbol delay algorithm, because now we have to update 2P weighting
vector instead of 1 weighting vector.

To reduce complexity, we exploit the fact that the correct path should have much smaller
accumulated path metric than most of the other selected paths. So, we should be able to
discard a majority of the selected paths and keep those most likely ones without compromising
the performance. This results in the following M-D algorithm.

Based on the three properties we discussed in the previous section, we find that if all the binary

representation of the surviving states have a common last bit, they must be from a unique state
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Time n n+1 n+2 n+3 n+4 n+5 n+6
0001 x000 xx00 Xxx0 upper path
—_— 1001 x100 xx10 XXX 1 lower path

Fig. 7. An example of M-D decoding trellis diagram, M =2,D =4

D stages back, and the input bit to that state is equal to this last bit. Otherwise, they are
from different states D stages back. From this finding and the D-delay algorithm presented in
previous sections, we developed the following M-D algorithm.

o At each stage, calculate the next branch metrics and accumulated path metrics of all the
paths that are generated from the surviving states.

e When all the binary form of the surviving states have a common last bit, either “1” or
“0”, the input bit D stages back is decided to be equal to this common last bit. Select M
paths that have the smallest accumulated path metrics from all the surviving paths from
the surviving states.

¢ When all the surviving states have a different last bit, compare all the path metrics from
these states. If the smallest path metric is from an upper path, keep all the upper paths and
discard all the lower paths. The input bit D stages back is decided to be “0”. Vice versa.
Select M paths that have the smallest accumulated path metrics among the surviving paths.

o A set of array weights w,(n) at each surviving state is updated by using wpre—s(n — 1)

obtained at the state prior to 's’ along the surviving branch, and by using array data z(n)
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and the modulated output signal of the path from state “pre — s” to “s”.

o At the end of each time slot, the last D input bits are decided based on the final state of

the selected path. The last ith bit is equal to the first ith bit of the final selected state.

In Fig. 7, the two surviving states 0010 and 1101 at stage n + 4 have different last bits. They
are from two different input bits back by D stages. Using the weights obtained at these two
surviving states, and the received array signal, we calculate the branch metrics of the branches
generated from these two states using its own path output. We update accumulated path metrics
of the four corresponding paths. The path that enters state 0110 at stage n + 5 has the smallest
path metric. It is a lower path. The input bit 4 stages back is decided to be “1” which is the
bit that generates the path from state 0011 at stage n to the state 1001 at stage n+ 1. We then
discard all the upper paths at stages n + 5 and select 2 paths from all the lower paths. In this
case, both lower paths are selected and kept. We then update the weights of these two surviving
paths using its own path output and save the updated weights separately at these two surviving
states. At the next stage n + 5, we compare the last bit of the two surviving states 0110 and
1110. They have a common last bit “0”. The input bit 4 stages back is decided to be “0” which
is the bit that generates the path from 1001 at stage n + 1 to the state 0100 at stage n + 2.
We then continue to update the accumulated path metrics for the paths generated from these
two surviving states, find the one with the smallest path metric, choose the next two surviving
paths, and update the next two weights.

The use of M-D algorithm reduces the number of surviving paths from 2P to M. Our simu-
lation results showed that an M as small as two results in only a slightly degraded performance
while D = 5. Although, compared to the decision directed weights tracking algorithm, M-D
algorithm still increase the number of updating weighting sets from 1 to M, the complexity does

not increase by M times. We will demonstrate this relation in the following sections.

E. Diversity Weights Tracking

To achieve MMSE optimum combining on time varying fading channels, recursive algorithms
such as LMS or RLS can be applied. RLS has been known to have fast convergence rate and

good tracking capability compared to the low complexity LMS algorithm {16] or blind adaptive
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algorithms such as CMA. Among different RLS algorithms, QRD-RLS has much better numerical
stability. Moreover, it is also computationally more efficient. We can obtain the branch metrics
required in M-D algorithm directly using modified QRD-RLS algorithm without calculating the
w explicitly. QRD-RLS algorithm is thus adopted in our system.

The weights in QRD-RLS algorithm satisfy the following equation

R(n)w(n) = p(n) (18)

which is another form of solution to minimizing (3). R is an upper triangular matrix obtained in
the following equation, in which the weighted data matrix A/2(n)A (n) is trianglerized through

a unitary matrix Q(n).

QA Am) = | T (19)
0
where 0 is a null matrix. p(n) is a vector defined by
p(n) = F(n)A'2(n)d(n) (20)

and F(n) consists of the first M rows of Q(n).
To use the QRD-RLS algorithm for parallel residual error (square root of branch metric)
calculation, M sets of array weights w;(n),i = 1,--- M, which are associated with the M

surviving paths, must satisfy the following equation:

R(n)[wl (n)) w2 (n)7 T ,WM(TL)] = [pl(n)a pZ(n)’ Ty PM (’I’l)] (21)

To solve the least square problem recursively, we use a sequence of Givens rotations to anni-

hilate all M elements in the new incoming data x(n) one by one. This procedure is shown as

follows:
AV2R(n — 1)
R(n)
= T(n) 0 (22)
0
xH (n)

where T(n) is the unitary matrix denoting the combined effect of a sequence of Givens rotations:

T(n) = Iu(n),---,J2(n)d1(n) (23)
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pi(n) is updated based upon the output dff (n) of the kth surviving branch at time n and the

vector px(n — 1) generated at the departing state of the branch.

AY2p(n—1)
=T(n) | A\ 2vi(n-1) |- (24)
df (n)

Without calculating w explicitly, the residual error (or the branch metric) of the kth path can
be obtained through T'(n) and the last element of vi(n) [17].

Before updating, QRD-RLS algorithm requires the initial QR decomposition of the initial
data matrix consisting of the first K received-array signal vectors and also the corresponding
initial p vector obtained based upon the first K training symbols. Note that the array baseband
signal x(n) is a complex signal and so are the reference signals. Generally we need to perform a
complex QRD-RLS initialization and updating. Also note that if all the diagonal elements of R
are real after initialization, they will remain real during the subsequent updating. In Appendix
B, we developed a new exact initialization algorithm for complex QRD-RLS algorithm which
guarantees the realization of all the diagonal elements of R. This results in better stability and

reduced computational complexity in subsequent updating.

F. Computational Complezity

In the QRD-RLS updating algorithm, the complexity of updating R is O(K?), The complexity
of updating p is O(K). The total complexity of calculating 2 x M branch metrics is O(K? +
2MK). While in the decision directed algorithm, in addition to updating R and p, we need to
perform back substitution to calculate w in order to get estimated array output. The complexity
of back substitution is O(K?). Overall, compared to decision directed algorithm, the complexity
of updating M paths is only moderately increased when M is less than K.

If we keep M surviving paths, we need to calculate 2M branch metrics and compare 2M
accumulated path metrics.

The cost of getting M surviving paths in this M-D decoder is evaluated in the following. One
can find the best path out of 2M paths with 2M — 1 comparisons [19]. Let Ci(n) denote the
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average number of comparisons required to find the ¢th largest of n elements. Then an algorithm

exists [19] for which
Ci(n)=n+t+ f(n) where nli»Holo f(n)/n=0. (25)

To find the Mth best path out of 2M paths, we need 2M + M + f(2M) comparisons. Once the
metric of the Mth path is known, we can choose the rest M — 1 best paths with at most M — 1
comparisons [20]. In total, the cost of finding the M best paths out of 2M paths is

4M -1+ f(2M) comparisons/branch released (26)

The complexity is O(M). The memory required is also O(M). Thus, this part adds a small

amount of complexity when M is less than K.

G. Proposed Adaptive Diversity Combining System

A block diagram shown in Fig. 8 summarizes our proposed adaptive diversity combining sys-
tem. Each source is encoded with a binary convolutional code. This system combines our
proposed M-D decoder and QRD-RLS algorithm for surviving paths selection and symbol deci-
sion. At each symbol interval, M surviving paths are selected. Among them, only one is left after
D symbol intervals. Each transmitted symbol is automatically decided after a D symbol delay.

This system reduces error propagation, with moderate increase in computational complexity.

IV. M-D DECODING OF A TRELLIS CODED 8-PSK CODE

In some situations such as wireless video transmission, we need to transmit high speed data
through some limited frequency bandwidth. A use of 8-PSK signal constellation in conjunction
with trellis codes can double the transmitted information bit rate compared to a binary 1/2
convolutional coded 4-PSK signal used in the previous examples. Therefore, we modified the D
and M-D decoding algorithm of convolutional code and applied it to TCM [18].

In our example of TCM, we partition the eight-phase signal constellation shown in Fig. 9 into
subsets of increasing minimum Euclidean distance. We use the rate of 1/2 convolutional code

to encode one information bit while the second information bit is left uncoded. The encoder
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Fig. 8. The proposed adaptive diversity combining system

is shown in Fig 9. The coded bits are used to select one of the four subsets that contain two
signal points each, while the uncoded bit is used to select one of the two signal points within
each subset. The Euclidean distance between parallel paths is 21/¢, where ¢ is the energy of the
signal.
The decoding algorithm is given as follows:
« Select the branch having the smaller path metric among the parallel branches. If an upper
path is selected, the uncoded bit at current time is decided to be “0”, otherwise, it is decided
to be “1”.
» The coded bit is decoded using the D or M-D algorithm presented in the previous sections.
Fig. 10 shows a 2-symbol delay 8-PSK TCM decoder. Each time, one branch is selected
between each pair of parallel branches in favor of the one having a smaller branch metric. Then
we choose surviving paths among these selected paths following the same procedure that is used

in the convolutional decoder having a 2-symbol delay. At time 3, one path is selected from each
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Fig. 9. Set partitioning of an 8-PSK signal set

pair of branches that are generated from surviving states 01 or 11 at stage 2. Within these four
selected paths, the path enters state 10 at stage 3 has the smallest accumulated path metric.
All the lower paths in the surviving paths are saved, i.e., the paths enter state 00 and state 10

at stage 3.

V. SIMULATION RESULTS

In our simulations, four antennas are used. The channel is time-division-multiplexed. There
are 162 symbols in each time slot. The first 14 symbols are from the training sequence. The
carrier frequency is 900 MHz. The modulated data rate is 24.3ksym/s, which is the same as in

IS-136 standard. The SNR is 15dB.

Computer simulation results provided in Fig. 12 give a quantitative examination of the BER
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Fig. 10. 2-symbol delay 8-PSK TCM decoding trellis diagram

improvement from using D-symbol delay algorithm and M-D algorithm, respectively. Three
sources are all encoded with the convolutional encoder shown in Fig 2. The desired vehicle is
moving at 60 miles/hr. The other two are moving at 30miles/hr and have the same interference
to signal ratio.

In Fig. 12, we observe improved BER performance as we increase D from 0 to 5: about 4dB
improvement in one interference suppression and a total of 8dB improvement in both cases (a)
and (b). With M-D algorithm, the improvement is slightly less compared to D algorithm, but
the complexity of M-D algorithm is greatly reduced.

In Fig. 13, the M-D algorithm is used and M is set to 2. In Fig. 13(a), at low ISR, BER
performance is gradually improved as D is increased. A total of 10dB improvement with D) =5
over D = 0. At high ISR, BER performance is improved as D is increased from 1 to 4 and is
slightly decreased as D is further increased. This is because when the interference is stronger
than a desired signal, weights may converge along a wrong surviving path. So D should be

appropriately chosen at high ISR to achieve the optimal BER.
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An extension of D-delay and M-D algorithms to the TCM code is demonstrated in the following
example. A TCM encoder shown in Fig. 9 is used. In Fig. 14, the dotted line represents the BER
performance under decision directed QRD-RLS for weights tracking. Coherent demodulation is
made on an uncoded QPSK signal sequence. The solid line represent the BER under 1-symbol
and 2-symbol delay algorithms. Using 2-symbol delay algorithm, 3 to 5 dB improvement in the
interference suppression over the conventional decision directed algorithm is observed.

The BER performance achieved by using M-D algorithm with M = 2, D = 4 are compared to
that achieved by using Viterbi algorithm [15] with 4 states. Infinite memory length is used in
the Viterbi algorithm. Fig. 15 shows that more improvement in BER is achieved by using M-D
algorithm at high ISR. The complexity of M-D(M = 2) algorithm is also lower. This is because
the length of two parallel surviving paths in the Viterbi decoding algorithm is not fixed and can
not be controled. Therefore, using Viterbi decoding algorithm, we can not avoid the converging

of weights along a wrong path at high ISR.

V1. CONCLUSIONS

This paper presents a simultaneous diversity weights updating and decoding technique. M-D
decoding algorithm is developed for the binary convolutional codes and TCM codes. It provides
instantaneously a set of candidate reference signals for weights tracking and makes a final symbol
decision with a D symbol delay based on more reliable accumulated path metrics. It thus
significantly reduces error propagation in the decision directed array systems while maintaining
the same tracking speed.

The memory required by the M-D algorithm is only O(M). The computational complexity
required is O(K?2 + M - K) for weights updating and O(M) for decoding, which is not much
increased from O(K?) in the conventional decision directed adaptive array system when M is 2.

Simulation results showed that about 8 to 10dB improvement in total interference suppression
at low ISR and about 3 to 5dB improvement in interference suppression at high ISR can be

achieved with a moderate increase in complexity.
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VII. APPENDIX
A. No delay decoding

In the no-delay symbol by symbol decision, decision is made based on a four states trel-
lis diagram. In Fig. 11, at stage “0”, the next possible transmited baseband signal is either
(—32@, —-z%z) or (4, zﬁg) We compare the path metrics of the two corresponding paths. The
path with output “11” has smaller metric, “11” are decided to be the transmitted bits, and
(@,i@) is fed back to update the array weights. At stage “1”, the next possible modulated
signal is (—?, 132@) or (léj, ——z%z) The path ending at state “01” at stage “2” has the smaller
accumulated path metric, and (—39, z32é) is selected and fed back for weights updating. Then
the next two possible paths are compared, one of them is selected. This process is repeated for
all stages in the trellis. The effectiveness of this approach is equivalent to a conventional decision

directed weights tracking for a BPSK signals. The error propagation cannot be avoided.

B. Ezact Initialization of the complez QRD-RLS Algorithm

We begin the time recursions at n = 1. We multiply a complex number which takes the
complex conjugate of the first element of data vector x(1) and normalize it to 1. This number
can be expressed as e~ 7% where 8; = arctan[Im(z;(1))/Re(z1(1))]. At n = 2, we append x(2)

to form a matrix with two rows. We apply a 2 x 2 Givens rotation, denoted by J;(2), to eliminate
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the first element of the row vector.

L) Vae iz (1) Ve i0izy(1) Ve 38 gk (1) _ rf2a) 2
z1(2) 22(2) x(2) ()
J1(2) = ¢
-8 C
where
o Ve 901z, (1)
V(VRem312,(1))2 + [21(2)
and
s— z1(2)

V(Vre21(1))2 + |1 (2) 2
We then multiply a unitary matrix U(1) to make the :vgl)(2) real.

2 2 2 2 2 2
Co [ ][

e || 0 aP@) - 2R o rf -

24

ri(1)
2 (2)
(27)

(28)

where 6 = arctan[Im(xgl)(2))/Re(:1:§1)(2))]. At n = 3, we append vector x(3) to the matrix at

the right side of Eq.( 31) to form a three-row matrix. We eliminate the first two elements of

x(3) using two Givens rotations Jo(3) and J;(3).

2 2 2 3) (3

W ] [ e

mOR®| 0 @ e =0 e
£1(3) 22(3) zx(3) 0 o0 @3 22 (3)

We then multiply a unitary matrix U(3) to make the xf,?)(3) real.

3 3 3 3 3 3 3
1 7'£1) ng) 7"53) Tgk)’ T§1) T'g) 7'§3) 7'%13

3 3 _ 3 (@3 3
1 P R
g3 o o0 zP3) 22 (3) o 0 7 - 2

(32)

(33)

By continuing this process, we can construct a triangular matrix at n = M with all diagonal

elements real.
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The initialization of the QRD-RLS algorithm also involves the initialization of py,---, pas. At
time n = 1, we multiply e™7% to d}j(1),---,d},(1) to get initial p1(1)---pam(l). At time n = 2,
we use J1(2), U(2) and reference signals at the second branch to update p1(1)--- pp(1) and get

M 2 x 1 vectors p1(1) - - - ppm(1). This process is shown as follows:

pi(1) p2Al) --- pm(1)
U(2) - J1(2) - = 34
(2)-3:(2) £Q) BQ) - & [pl(z) p2(2) pM(z)] (34)

Similarly, at time n = 3, we perform

2) p2(2) - pum(2
U(3) - J2(3) - J1(3) P1(2) P2(2) a2 =[p1(3) p2(3) --- PM(3)] (35)
di(3) d3(3) --- djy(3)

By continuing this process, we construct the initial M K x 1 vectors p;(K), -, pm(K).
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