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Modeling of soft matter, nowadays, became an extremely active research field

due to the advancement in computational power and theoretical physics. Not only

because we can access and study larger length scales and longer time scales, but

also, the ability to model more complex systems. In this dissertation, we utilized

the state-of-the-art computational and theoretical tools to model and study two

systems.

The first system is gas vesicles, a proteineous organelle that exist in microor-

ganisms such as archea and bacteria. The structure and assembly process of gas

vesicles have received significant attention in recent decades, although relatively lit-

tle is still known. In this work we develop a model for the major gas vesicle protein,

GvpA, and explore its structure within the assembled vesicle. Elucidating this pro-

tein’s structure has been challenging due to its adherent and aggregative nature,



which has so far precluded in-depth biochemical analyses. Moreover, GvpA has

extremely low similarity with any known protein structure, which renders homol-

ogy modeling methods ineffective. Thus, alternate approaches were used to model

its tertiary structure. Starting with the sequence from haloarchaeon Halobacterium

sp.NRC-1, we performed ab-initio modeling and threading to acquire a multitude

of structure decoys, which were equilibrated and ranked using molecular dynamics

and mechanics, respectively. The highest ranked predictions exhibited an α-β-β-α

secondary structure in agreement with earlier experimental findings, as well as with

our own secondary structure predictions. Afterwards, GvpA subunits were docked

in a quasi-periodic arrangement to investigate the assembly of the vesicle wall and

to conduct simulations of contact-mode atomic force microscopy imaging, which

allowed us to reconcile the structure predictions with the available experimental

data. Finally, the GvpA structure for two representative organisms, Anabaena flos-

aquae and Calothrix sp. PCC 7601, was also predicted, which reproduced the major

features of our GvpA model, supporting the expectation that homologous GvpA se-

quences synthesized by different organisms should exhibit similar structures.

The second system studied in this dissertation is red blood cells and their hemolytic

processes. Due to the significant progress that has been achieved in the treatment of

patients with cardiovascular diseases, procedures such as heart valve replacements,

either with mechanical or biological substitutes, have become routine operations.

However, despite this progress, the use of cardiovascular implants always results

in changes to the blood fluid dynamics, such that undesired damage to red blood



cells (hemolysis) occurs. This type of damage, which can also be brought about by

certain medical procedures, such as dialysis, reduces the ability of the circulatory

system to transport oxygen and carbon dioxide. To gain a deeper understanding of

the conditions leading to hemolysis and to aid in the design of low-hemolysis car-

diovascular implants, this document proposes the development of a coarse-grained

dynamics model to simulate red blood cells, which will be integrated into a com-

putational fluid dynamics solver and packaged into an integrated software tool. A

novel aspect of the proposed model will be its ability to reproduce interactions be-

tween different red blood cells in large scale simulations, as well as hemolysis at

the single-cell level due to the stresses imparted by the fluid. The model will be

validated against previous experiments reported in the literature and will also be

used to simulate model biodevices.
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Chapter 1

Introduction

Colloids, synthetic or bio-polymers, gels, fabrics, paint, biological macromolecules,

etc. are very few, of the countless number of, examples of “soft matter” (see Fig-

ures 1.1 & 1.2) [1, 2, 3]. Soft matter clearly exists in almost everything. Therefore,

understanding the mechanics and properties of soft matter are invaluable. Like

every matter, soft matters are composed of varies constituents, however, colloidal

systems for example are distinct from liquids or crystals of small molecules because

the former usually consists of extremely large molecules. The inhomogeneity of these

composites is still visible even on the micrometers scale, as shown in Figure 1.1a.

Therefore, the softness of “soft matter” is attributed to the large size of the dispersed

constituent that are held together with a weak interaction on the energy scale of ∼

KBT , which is two orders of magntidude less than that of molecular crystals.

Studies on soft matter systems started in the early 19th century, mainly on dis-

persion colloids, small amphiphiles and polymers [3], which usually, are systems

consisting of “particles” that have a size in the range of 1 nm to 10 µm suspended
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(a)

(b)

Figure 1.1: Examples of soft matter systems. (a) Transmission electron microscopy

(TEM) picture of a colloidal crystal of spherical particles. The figure on the right

is an enlargement of the part indicated by the white square in the figure on the

left. The ordered arrangement of the colloidal particles is clearly visible [3]. (b) a

suspension RBCs [3].
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(a) (b)

(c)

Figure 1.2: Tobacco mosaic virus particle and three views of the nucleating aggre-

gate of its coat protein (taken from http://www.sb.fsu.edu/~caspar/). (b) DNA

double helix formed by base pairs attached to a sugar-phosphate backbone (taken

from http://ghr.nlm.nih.gov/handbook/basics/dna). (c) An fd virus has the

shape of a long, semi-flexible rod. It has a diameter of about 6 nm, a length of 880

nm, and persistence length of about 2.2 µm [3].

in a solvent. These particles exist in the “powder” form when dry. Also, these

particles have different shapes, for example, spherical as in silica suspensions, rigid

rods, such as tobacco mosaic virus (Figure 1.2a ), double-stranded DNA fragments

(Figure 1.2b) and semi-flexible rods, such as the fd virus (Figure 1.2c). Although,

we refer to the dispersed phase in soft matter systems as “large”, they are small

enough to exhibit thermal motion, i.e. Brownian motion. The methods and tech-
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niques used in modeling soft matter systems are extended by the vast range of length

and time scales of these systems. Simulation techniques such as molecular dynamics

is usually used for the atomistic systems in the order of tens of nanometers. While,

for larger systems mesoscopic methods such as Lattice Boltzman Method (LBM)

and Dissipative Particle Dynamics (DPD) are more appropriate. These methods

rely on a coarse-grained approach, where few hundred atoms are modeled as one

particle. In addition, the high repulsive potentials between atoms, used in atomistic

scale simulations (MD simulation), are replaced by a softened potential that allow

using larger time steps, which gives access to longer simulation time.

In the work presented here two levels of simulations techniques were used. First,

we used molecular dynamics for modeling and visualizing the gas vesicle protein

(GVP) in-silico. While, for modeling blood flow through heart assisted devices such

as prosthetic heart valves (PHVs) we used DPD coarse-grained model for simulating

red blood cells that make ∼45% of the blood volume.

After this brief introduction about modeling of soft matter. First, we lay down the

objectives of this dissertation in chapter 2. Then, in chapter 3 the macromolecular

modeling and simulation of the gas vesicle protein A is discussed. While, in chap-

ter 4 we present the worked done on the modeling of red blood cells and hemolysis

processes. Finally, chapter 5 concludes by listing the intellectual contributions and

anticipated benefits of this thesis.
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Chapter 2

Dissertation Objectives

Below are the objectives we had in mind when conducting our research. We start

with the objectives for the GvpA modeling, followed by the objectives for red blood

cells.

Gas Vesicles Objectives

1. Gain a deeper understanding of the vesicle constituents and their structure

2. Build a model for GvpA subunit, which will be used to build a model for the

gas vesicle walls

3. Achieve a milestone for a long-term multi-scale simulation method that could

eventually be used to perform coarse-grained simulations of the entire gas

vesicle
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Red Blood Cells Objectives

1. Study the effect of hydrodynamic loading on RBCs, primarily due to shear

loads that are known to cause RBC membrane trauma [4]. Throughout the

body, blood is subjected to different flow conditions and geometries, therefore,

an accurate representation of its components will allow better modeling of its

rheology. Additionally, it is necessary to model the microscopic behavior of

RBCs under varying loads, i.e. sinusoidal loads, as well as clusters of RBCs,

in order to identify the dominant factors in blood damage.

2. Investigate the different loading scenarios that exist in biodevices that are

used daily in treatments such as dialysis tubing, filters and blood pumps and

downstream of the flow of implanted prosthetic heart valves [5], i.e., mechanical

aortic and mitral heat valves. Therefore, studying the extent of damage of

each scenario will aid in minimizing, if not eliminating, such negative effect by

avoiding or reducing its occurrence in new designs.

3. Study mechanical hemolysis in biodevices such as prosthetic heart valves, cap-

illaries and blood pumps. This will be done by introducing a comprehensive

and rigorous blood-damage model that accounts for the different characteristic

of the hemolysis phenomenon, which are neglected in today’s blood-damage

models [6, 7, 8].
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Chapter 3

Gas Vesicles Proteins

3.1 Background

Gas vesicles are proteinous, lipid-free organelles commonly found in diverse prokary-

otic species inhabiting aquatic environments, including both Archaea (halophiles,

such as Halobacterium sp. NRC-1, and methanogens) and Bacteria (phototrophs

and heterotrophs) [9, 10, 11, 12, 13]. Ecological studies have shown that they aid in

cell buoyancy processes, such as in the stratification of cyanobacterial and halobac-

terial species (which increases their ability to respire and photosynthesize), although

their function in other microorganisms, such as methanogens and soil bacteria, is

unclear [14, 15, 13, 16]. Their morphology is organism dependent and can be found

in cylindrical shapes with conical caps or lemon shapes [13], as shown in figure 3.1.

They range in length from 50 nm to over 1 µm and in width from 30 to 250 nm

[10, 17]. Interestingly, while these vesicles are hollow, gas-filled structures, they

do not possess balloon characteristics. Instead, their membrane is permeable to
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gases, and even to molecules as large as perfluorocyclobutane [18], but not to water

[19, 20, 21]. Calculations have shown that if any pores exist across the membrane

and if they are lined with hydrophobic material or open onto a hydrophobic in-

ner surface, water surface tension should prevent water molecules from crossing the

membrane. Additionally, experiments show that vesicles strongly prefer aqueous

environments to oily phases, which suggests that they have a hydrophilic outer sur-

face [19]. Thus, it has been postulated that their inner surface is hydrophobic while

their outer surface is hydrophilic, which could be accounted for by the distribution

of polar and non-polar side groups in the amino acids that form their proteinous

membrane [19].

Earlier work by DasSarma et al. [10, 23, 24] determined that the successful for-

mation of gas vesicles requires a gene cluster of 13 to 14 genes. Nevertheless, no

clear evidence has yet been gathered regarding the existence of all the corresponding

proteins in the gas vesicle membrane. Up to now, eight of them have been iden-

tified, of which seven are associated with gas vesicles [25, 26]. Most importantly,

the two proteins GvpA and GvpC have been identified as the main constituents.

The former typically comprises about 90% of the membrane mass, while the latter

has been reported to typically constitute less than 10% [13, 26]. Previous work has

showed that gas vesicle integrity is not significantly affected after releasing GvpC

with sodium dodecyl sulfate [27] or urea [26]. This result, along with the vesi-

cles’s biocompatibility [28], biodegradability and operability over a broad range of

conditions (including high salt concentrations, which enables their cultivation un-
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Figure 3.1: Gas vesicles in a freeze-fractured cell of Prosthecomicrobium pneu-

maticum showing the varies shapes of the vesicles, the lemon shaped and the cylin-

drical with conical caps. The ribs on the surface of the membrane are clearly shown

[22].

der nonsterile cost-effective conditions [29], potentially makes them highly advanta-

geous bionanoparticles for applications such as vaccination [30, 31] and drug delivery
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[32, 33, 34, 35]. Using such particles could, for example, avoid some of the health

hazards associated with man-made nanoparticles [36, 37]. Moreover, gas vesicle

synthesis and purification are relatively simple and well-established processes that

can lend themselves to industrial optimization [30, 38, 31]. In a study by DasSarma

et al. [39] using DNA microarray assay techniques to investigate gene expression

in Halobacterium sp. NRC-1 under different environmental stressors, such as high

and low salinities, high and low temperatures, low oxygen concentrations and heat

shocks, it was observed that the expression of gas vesicle genes increased under

cold temperatures, which assists Halobacterium in floating to the surface looking

for warm places. Therefore, controlling the incubation temperature, for example,

could be used as a means to boost gas vesicle production.

We began our structure prediction employing homology modeling. However,

due to the uniqueness of the GvpA protein sequence, this analysis could neither

be carried out with confidence nor provide structures that agreed with the avail-

able experimental data [40, 41, 12]. Thus, we turned to methods that do not

depend on a template, namely, threading (using the I-TASSER web server [42])

and ab initio modeling (using the Rosetta software [43]). Both of these techniques,

amongst others, have been tested extensively in the biennial CASP experiments

(predictioncenter.org), which involve prediction of numerous targets in vari-

ous categories [44]. Relevant to our case is the template-free prediction category,

whereby templates are not available due to weak homology. For this category, the

most successful groups in CASP6 [45], CASP7 [46] and CASP8 [47]) used methods
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relying on ab-initio modeling (Rosetta), which have shown sensible improvements

over the course of the CASP experiments [44]. Additionally, I-TASSER was de-

clared the best server predictor in CASP8 and the second best in CASP7 (the of-

ficial CASP7 and CASP8 results can be found in (predictioncenter.org/casp7/

& predictioncenter.org/casp8/)). Both approaches have been used in numer-

ous cases involving peptide lengths and structures comparable to those of GvpA

[47, 48, 44, 45, 49, 46].

In the present study, a series of tertiary structures were predicted for GvpA from

Halobacterium sp. NRC-1 using threading, ab initio modeling and homology model-

ing. These structures were then equilibrated using constant temperature and pres-

sure (NPT) molecular dynamics and ranked according to total energy using the

Molecular Mechanics-Poisson Boltzmann Surface Area (MM-PBSA) method [50].

The top ranked structures were in agreement with previous experimental results

[9, 40, 41, 12] and in good qualitative agreement with the previous structure pre-

diction of Strunk et al. [51] and their point mutation experiments. Although our

approach overlaps with theirs, we differ in the model base used, in the all-atom

refinement techniques, in the procedure used to model GvpA dimerization and in

the inclusion of predicted topographical images.

Additionally, a sequence identity analysis was conducted, which identified 65

GvpA sequences synthesized by various organisms exhibiting at least 35% sequence

identity with the GvpA from Halobacterium sp. NRC-1. The tertiary structures of
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two representative GvpA sequences from this group, exhibiting 50% sequence iden-

tity towards that of Halobacterium sp. NRC-1 (Anabaena flos-aquae and Calothrix

sp. PCC 7601) were calculated and compared to the highest ranked structures in

the MM-PBSA calculations, and showed similar structural features. Finally, GvpA

subunits were docked in a quasi-periodic arrangement to investigate the assembly

of the vesicle wall. Using this structure we conducted simulation of contact-mode

atomic force microscopy (AFM) imaging, which allowed us to reconcile our results

with the available experimental data.
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3.2 Methods and Techniques

3.2.1 Structure Prediction

Secondary structure prediction

The 76-residue primary structure of GvpA in Halobacterium sp. NRC-1 has been

fully determined through both protein sequencing [52] and gene/genome sequencing

[53, 54] (see Figure 3.3, first row). To assist our tertiary structure prediction study,

we performed a secondary structure prediction analysis of this sequence using the

PORTER [55], SSPro [56], Jpred3 [57], NNpredict [58], DSC [59], MLRC [60], PHD

[61], and PSIPRED [62] web servers (see Appendix A, whose algorithms unani-

mously predicted two β-sheets (yellow marked residues) and two α-helices (blue

marked residues) as illustrated in Figure 3.3 (first row). Both X-ray diffraction

data [9] and infrared spectra [40, 41], which detected the existence of β-sheets in

the GvpA from Anabaena flos-aquae, are in agreement with the consensus of the

secondary structure analysis. It is important to note that the structural data from

IR spectroscopy are more accurate than those provided by X-ray diffraction, since

the former is free of alignment or fitting errors [63, 64]. Therefore, the evidence

provided by Jones and Jost [41] about the existence of α-helices in GvpA cannot

be overlooked even though the X-ray diffraction analysis could not detect their ex-

istence. It is also worth mentioning that although those experimental studies are

based on organisms other than Halobacterium sp. NRC-1, Walker et al. [52] showed
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that the GvpA synthesized by six different organisms are homologous, amongst them

cyanobacterium Anabaena flos-aquae and archaeon Halobacterium. Thus, it is not

unreasonable to expect a priori that our tertiary structure predictions should exhibit

general agreement with the available experimental data.

Tertiary structure prediction

Tertiary structure prediction was initially attempted using homology modeling

techniques [56, 65], whereby the target sequence is run against sequences of all

structurally known proteins using scoring matrices (e.g. BLOSUM62) to detect se-

quence identity. The sequences that match the target are called templates, whose

backbone torsional angles are then used to predict the target backbone. We used

the MODELLER [65, 66] and SCRATCH [56] methods to perform this analysis.

First, the homology of GvpA was probed by running its sequence against multiple

databases, amongst them MODBASE [67] and BLAST [68]. The MODBASE re-

sults detected no homology with solved structures using a threshold of 30% sequence

identity. Similarly, BLAST detected a few templates with a maximum score of 27%

sequence identity only when partial alignment was considered (i.e., when only part

of the peptide was aligned). Consequently, the structures obtained from homol-

ogy modeling neither agreed with the experimental data nor with our secondary

structure prediction. Although our confidence on the two structures obtained was

minimal, these were incorporated in further analyses (see below) in order to elim-

inate any method bias and to allow for inclusion of a significant set of structure

14



prediction techniques. In the remainder of the paper, the two homology derived

structures will be referred to as MOD and SCH, as abbreviations for MODELLER

and SCRATCH, respectively.

We continued our study using threading, which is a technique where the target

sequence is compared against a set of sequences, which are known to correspond

to given secondary structure folds (i.e., β-sheets or α-helices). The target sequence

is “threaded” through these benchmark sequences to determine the best fold based

on a pseudo-potential. We conducted this analysis using the I-TASSER web server

[69], which combines a hierarchical protein structure modeling approach based on the

secondary-structure enhanced Profile-Profile threading Alignment (PPA) [70] and

the iterative implementation of the Threading ASSEmbly Refinement (TASSER)

program [70]. I-TASSER provided the top 5 models of its prediction, which were

ranked according to the I-TASSER energy function. The top 3 structures obtained

from this prediction showed better agreement with the available data than those ob-

tained from MODELLER or SCRATCH, as they possessed the secondary structure

features depicted in the first row of Figure 3.3 (this figure also shows a comparison

of the predicted secondary structure and that of the top 10 tertiary structures pre-

dicted in our study). The I-TASSER models were given the names 1 IT, 2 IT, up

to 5 IT, resembling the I-TASSER sorter name convention.

We then turned to ab-initio structure prediction, which has shown to be a promis-

ing technique in template-free predictions, where combined methods of fragment as-
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sembly and knowledge-based energy expression are used, especially for peptides con-

taining less than 100 residues [71]. This method is based on calculating the propen-

sity of the amino acid residues to adopt local structures, using an energy function

that describes the interaction between different amino acids and the secondary struc-

ture assignment. This analysis was performed using the Rosetta suite 2.3 software

[43], one of the most successful algorithms in CASP [47, 48, 44, 45, 49, 46]. Rosetta

first uses a Monte Carlo algorithm for fragment assembly. Through a multi-stage

process it then provides multiple decoys ranked according to an energy expression.

We selected the top 20 structures ranked by the Rosetta score. In addition, all the

decoys were clustered using a pair-wise RMSD based script associated with Rosetta.

The centers of these clusters represent deeper regions of the energy landscape and

the size of the cluster can be thought of as being proportional to the structure en-

tropy. That is, larger size clusters have higher entropy, and thus, lower free energy.

The top 20 Rosetta structures were given the names 1 R, 2 R, up to 20 R, where R

stands for Rosetta and the numbers indicate the ranking according to the Rosetta

score. We also included the centers of the top 5 clusters of decoys and they were

named 1 RC, 2 RC, up to 5 RC.

3.2.2 Structure Equibiration and Total Energy Ranking

Molecular Dynamics (MD)

All the above structures were then equilibrated through molecular dynamics (MD)

using a protocol based on earlier work by Lee et al. [72]. The structures were
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prepared for the production phase using a four-step procedure. First, their geometry

was optimized by energy minimization. Second, each was embedded in a box of

solvent (TIP3P model for water) with 10 Åpadding in all directions. Third, energy

minimization was performed for the water molecules alone to remove any unfavorable

van der Waals interactions and to obtain a better orientation for the closest molecules

around the protein. The minimization was continued until the change in the solvent

energy was below 0.25 kcal/mol. Lastly, an equilibration phase was implemented

to gradually heat the system from 0 to 300 K by performing sets of unconstrained

isochoric-isothermal (NVT) MD simulations over a period of 25 ps (with a 0.5 fs

timestep), during which the water molecules were allowed to move freely to fill up

any voids in the system. The actual production phase consisted of 4 ns of MD

simulation using the NPT ensemble with periodic boundary conditions and the

CHARMM22/CMAP force field [73]. Full electrostatic calculations were performed

by implementing the Particle Mesh Ewald (PME) [74] method for far field and a

grid spacing of 1 Å. The near field was cutoff at 12 Åwith a switching function up to

10 Å. A multi-step integrator algorithm (r-RESPA) [75, 76] with 1 fs for short-range

and 2 fs for full electrostatics was implemented with a pair list distance of 13.5 Å.

All hydrogen bonds and angles were constrained using the SHAKE algorithm [77]

with a timestep of 2 fs. The Nosè-Hoover Langevin piston method [78] was used

for pressure control. Langevin dynamics with a weak coupling constant was used

for temperature control. The simulations were performed using the NAMD 2.6 [79]

software on a Linux cluster. Each production phase run took an average of 10 hours

of walltime running on 64 processors of different speeds ranging from 2.3 GHz up

17



to 3.3 GHz, using gigabit interconnects for communication.

MM-PBSA calculations

Further calculations were performed using the MM-PBSA method along with the

experimental constraints available. This method, initially proposed by Srinivasan et

al. [50] to study the stability of DNA, RNA, and phosphoramidate-DNA helices, has

been used in a variety of applications similar to ours. For example, Lee et al. [72]

illustrated its ability to distinguish the native structure among different predicted

structures for a set of 12 proteins. The method was also used to quantify the

free energy differences between states of the “headpiece” subdomain in the protein

villin, showing that it is capable of predicting the correct conformation of the native,

intermediate folding and denatured states [80].

The free energy in the MM-PBSA method is composed of two terms, the so-

lute intra-molecular energy EMM calculated using the molecular mechanics force

field and the change in solvation energy ∆Gsolv, which is the energy required to

transfer a solute molecule (i.e., the protein) from one medium to another (in this

case, from vacuum to solvent). The former term, EMM was calculated using the

CHARMM22/CMAP force field [73]. The solvation energy has two components,

namely, a cavity formation energy and a nonbonded energy change consisting of van

der Waals (VDW) and electrostatic interactions, which yields three terms:

∆Gsolv = ∆Gelec + ∆GV DW + ∆Gcav (3.1)
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where ∆Gelec is the electrostatic contribution to the energy of solvation and is ob-

tained from the solution of the Poisson-Boltzmann equation for a medium of multiple

dielectric constants (i.e. for the protein and the solvent). The DelPhi IV [81, 82]

software was used to calculate the solvation energy component due to polarization

of the medium. The solvent (water) dielectric constant was set to 80.0 and the

protein dielectric constant was set to 4.0, as determined experimentally for most

proteins. The remaining two components of the solvation energy were calculated

using the following equation to account for the effects of cavity formation and VDW

interactions:

∆GV DW + ∆Gcav = γA+ b (3.2)

where A is the solvent accessible surface area (SASA) for the protein molecule. It

is clear from equation (3.2) that the other two components of the solvation energy

(∆GV DW and ∆Gcav) have a linear dependency on the SASA, where γ and b are the

constants defining this relation. This correlation can be justified by arguing that

both the work required to create the cavity against the solvent pressure and the

entropic penalty for solvent reorganization, in addition to the VDW interactions,

are dependent on the solvent molecules in the first solvation shell, whose number

depends linearly on the SASA. For the results reported here we used values of 7.2

kcal/mol Å2 and 0.0 for γ and b, respectively, as reported by Still et al. [83]. We also

verified that the ranking of our structures was not highly sensitive to these values,

and did not change when using 0.00542 kcal/mol Å2 and 0.92 Kcal/mol for γ and b,

respectively, as proposed by Sitkoff et al [84]. This is because the dominant energy

19



terms were EMM and ∆Gelec. The SASA, as defined by Lee and Richard [85], was

calculated using a plug-in in the VMD software [86] with a probe radius of 1.4 Å

for water molecules.

The procedure for calculating the MM-PBSA energies was automated using a Tcl

script within the VMD software. First, each production trajectory was loaded into

VMD, and then frames 4 ps apart were exported to the PDB format along with the

calculated SASA value for each case. Second, for each configuration, NAMD was

used to determine the intra-solute energy using the CHARMM22/CMAP force field

[73]. Third, DelPhi software was used to calculate the first term in equation (3.1).

Finally, the SASA value was multiplied by the constant γ and all terms were added to

give the MM-PBSA value. Thus, explicit water was used to run the simulation, and

a continuum model was used to estimate ∆Gsolv with the finite-difference Poisson-

Boltzmann model accounting for the polarization component and a linear surface-

area-dependent term for the non-polar component.

Finally, all simulations were checked for equilibration and stability. While all the

MD energy trajectories were stable, not all the MM-PBSA energies fluctuated about

a constant value over the 4 ns of the production phase. Since the fluctuations were

observed primarily in the first 3 ns, we conducted our final structure energy ranking

based on the data extracted from the last nanosecond of the run (see Table 3.1 and

Figure 3.3 for the average energy and standard deviation of each structure during

this period). The goodness-of-fit of the energies to a normal distribution was verified
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over this last nanosecond using χ2 (Chi-squared) tests. All the structure energies

were approximately normally distributed at the 95% confidence level, except for the

five structures labeled, 2 IT, 1 RC, 12 R, 15 R, and 20 R. As discussed below, the

only structure that would require further consideration is the 2 IT structure since

all others had very low ranking. However, we also discuss in the next section that

the fact that structure 2 IT is not fully equilibrated does not affect the conclusions

of the study.

3.2.3 Docking and Atomic Force Microscopy Simulation

In constructing the GvpA-GvpA dimer we chose to align the large hydrophobic

residue tryptophan (TRP) from both units together, which results in the alignment

of the oppositely charged residues E40 and R42 (on the β-I segment) from the one

unit with residues R42 and E40 from the adjacent subunit (see Figure 3.3) based

on the configuration proposed by Sivertsen et al. (see Figure 7 in [87]), although

without incorporating dissimilar GvpA units. This arrangement yielded a tight

GvpA-GvpA docked structure. By simulating the AFM characterization process

for two opposite faces of a layer of docked GvpA molecules, we determined the

general orientation of the features predicted in the images. This information was

then reconciled with the available experimental data [87, 51], which allowed us to

confirm the hypothesis that the α-helices of GvpA in the vesicle wall are exposed to

the hydrated medium, while the β-sheets constitute the interior lining. The AFM

simulation methods used resemble previous work on the study of tapping-mode AFM
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imaging of bacteriorhodopsin molecules [88, 89] except that we used contact-mode

imaging, similar to the experimental work of McMaster and Walsby [12]. The sample

consisted of 12 GvpA subunits docked together in a matrix arrangement of 4 rows

by 3 columns, as shown in Figure 3.5. Our highest-ranked predicted structure 1 IT

was used for this study. Each column had alternating subunits to form anti-parallel

β-sheets in agreement with previous Fourier transform infrared spectroscopy results

[87]. The periodicity of the system was simulated by imaging the two GvpA units

in the center of the structure (these were considered to be the unit cell) and then

replicating the same image in both horizontal directions. The substrate consisted

of a layer of 001 mica. Since no information on the geometry of the cantilever tip

was provided in [12], a spherical 001 silicon tip with a 10 nm radius of curvature

(typical highest-resolution probe available at the time) was used (see Figure 3.5).

The tip apex was slightly sharpened through the addition of a silicon bilayer and

hydrogen atoms to enhance imaging resolution. The outer boundaries of the GvpA

molecules surrounding the unit cell and all layers of the substrate, except the top

layer, were kept fixed. The AFM images were constructed from a collection of 273

tip-sample force curves constructed by approaching the sample with the AFM tip

on a horizontal 13×21 grid, whereby the tip-sample force was calculated at each

vertical position of the probe using the steered molecular dynamics tool in NAMD

2.6 [79] with a vertical speed of 0.00005 Å per time step and a timestep of 0.25 fs.

The surface topography was calculated by selecting the vertical tip position at each

grid point that corresponded to the desired cantilever deflection (or force) setpoint

within the contact-mode (static) AFM scheme [90, 12]
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3.3 Results and Discussion

GvpA secondary and tertiary structure

Before discussing our results, we will digress to clarify two important aspects re-

garding our methodology. First, since NPT simulations were carried out, one could

rely on the Gibbs free energy to distinguish amongst different structures. However,

this would require knowledge of the enthalpy and entropy. While the former can

be easily calculated, the entropy is very difficult to estimate. While normal mode

analysis has been used by some to estimate the vibrational entropy of molecules

[91, 92], a recent study by Lee and coworkers [72] showed that the contribution

of the entropic term to the free energy is insignificant for a similar system to ours.

Therefore, entropic effects were not considered here. Second, many of the gas vesicle

carrying organisms (e.g., Archaea) are extremophiles and maintain an isotonic con-

dition with their exterior [93]. In Halobacterium, gas vesicles dwell in a hypersaline

intracellular environment with a concentration up to 5-6 M NaCl [93]. In contrast,

the proteins were solvated in pure water in our simulations. This approach can be

justified by considering that gas vesicle integrity is not altered significantly in dis-

tilled water [12]. Additionally, modeling the gas vesicles in their native environment

with current pair-wise force fields [94], which have not been developed to simulate

extreme conditions, would be inadequate and may yield inaccurate conformations.

However, the solution salinity will be an important aspect to be considered in fur-

ther analyses, in particular when incorporating the protein-protein interactions in

23



future full gas vesicle models.

The MM-PBSA energy values shown in Table 3.1 and Figure 3.2 are based on

the ensemble average of the last 1 ns, containing 250 frames 4 ps apart, of the

production trajectories. The individual values of EMM and ∆Gsolv were calculated

for each snapshot, and then averaged. The two highest ranked structures were 1 IT

(the best I-TASSER structure) followed by 3 RC (the third Rosetta structure) with

only 2% difference in energy between them. A t-test with a confidence level of 95%

indicated statistical difference between the top two structures and the rest of the

structures. 2 R, 3 IT, 2 RC, and 2 IT follow the first two structures in the ranking

with a 17-23% difference in energy from the 1 IT structure. Afterwards follow the

remaining structures with ∼26% to ∼70% difference in energy compared to 1 IT

structure.

When closely inspecting the secondary structure features of the top two structures,

we confirm agreement with the IR spectroscopy results by Jones and Jost [41], ATR

and FTIR results by Strunk et al. [51], and our secondary structure prediction

analysis (Figure 3.3). They possess α-helices (∼39%) and β-conformations (∼26%)

as can be seen in Figure 3.3 and Table 3.1 (the latter provides the content of α-

helices, β-sheets and random coils in each structure). Upon examining the remaining

structures, one can note that they gradually deviate from the secondary structure

prediction (the first 5 are shown in Figure 3.6). Moreover, the loss of the secondary

domains is obvious as one continues to inspect lower and lower ranked structures.
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Figure 3.2: GvpA structures ranked according to the last nanosecond of the en-

semble average values of the MM-PBSA energy. The y-axis values are reversed for

better visualization. The vertical bars show the average energies and the error bars

show the standard deviation from the mean, (IT stands for I-TASSER structures,

RC stands for Rosetta cluster structures, R for Rosetta structures, SCH for the

SCRATCH structure and MOD for the structure from MODELLER).

For example, structure 4 RC, ranked 7th amongst all, did not exhibit most of the

β-conformation and α-helix features as shown in Figure 3.6 (see also Table 3.1). The

last structures in the ranking show a combination of random coils and helices, which

support our conclusion that the native GvpA structure most probably complies with

the predicted secondary structure folds depicted in the first row of Figure 3.3. We

also point out that enzyme digestion experiments have showed that the C-terminus is
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Table 3.1: Average MM-PBSA energy and standard deviation of the last nanosecond of the NPT molecular
dynamics simulation for all GvpA structures predicted for Halobacterium sp. NRC-1 (columns 3 and 4),
and percentage of α-helices, β-sheets and coils (columns 5, 6, and 7). (IT stands for I-TASSER structures,
RC stands for Rosetta cluster structures, R for Rosetta structures, SCH for the SCRATCH structure and
MOD for the structure from MODELLER).

Rank Structure ID 〈E〉 1 kcal/mol σ 2 kcal/mol β-Helices % α-Sheets % Coils %

1 1 IT -634.87 66.01 39.5 26.3 21.1

2 3 RC -621.20 51.06 39.5 26.3 14.5

3 2 RC -524.33 48.09 43.4 26.3 13.2

4 2 IT -502.34 48.56 39.5 22.4 25.0

5 3 IT -493.09 52.72 39.5 31.6 17.1

6 2 R -484.91 54.36 28.9 21.1 21.1

7 4 RC -464.81 38.37 44.7 13.2 34.2

8 13 R -457.51 52.31 26.3 13.2 30.3

9 5 RC -444.01 54.52 38.2 15.8 30.3

10 14 R -429.20 111.07 23.7 7.9 34.2

11 18 R -423.70 53.53 34.2 13.2 25.0

12 SCH -420.61 58.98 47.4 0 22.4

13 5 R -419.68 39.28 50.0 11.8 22.4

14 11 R -403.80 59.41 28.9 21.1 27.6

15 16 R -392.46 54.23 36.8 23.7 36.8

16 1 R -389.91 38.39 36.8 15.8 34.2

17 1 RC -384.24 55.02 44.7 21.1 17.1

18 8 R -374.09 55.74 47.4 13.2 22.4

19 3 R -364.03 50.85 35.5 18.4 26.3

20 5 IT -352.17 44.35 42.1 26.3 22.4

21 17 R -351.68 59.22 42.1 0 28.9

22 4 R -334.44 58.07 32.9 23.7 14.5

23 7 R -316.46 47.77 23.7 25.0 19.8

24 19 R -316.27 54.28 31.6 15.8 22.4

25 4 IT -314.67 52.08 39.5 21.1 34.2

26 20 R -304.89 48.38 22.4 28.9 17.1

27 12 R -284.19 60.04 14.5 28.9 27.6

28 6 R -271.83 78.48 34.2 23.7 19.7

29 15 R -223.77 81.72 34.2 0 30.3

30 MOD -206.74 56.96 26.3 0 42.1

31 10 R -179.56 62.97 30.3 11.8 32.9

32 9 R -164.02 41.07 40.8 7.9 28.9
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exposed to the exterior at least in some subunits of GvpA in Halobacterium vesicles,

which is also in agreement with our predicted structure, showing an exposed alanine

C-terminus.

Figure 3.3: (First row) Primary sequence of GvpA from Halobacterium sp. NRC-

1 colored according to the secondary structure prediction consensus amongst the

different algorithms described in the text; (rows 2-11) position-specific secondary

structure for the top ten ranked structures as per Figure 3.2 and Table 3.1. “H”

stands for α-helix (positions colored in blue), “E” stands for extended β-sheet (po-

sitions colored in yellow), “B” stands for isolated bridge, “C” stands for coil, “G”

stands for 3-10 helix, and “T” stands for turn. The two part names on the left

define (i) the rank of each structure among its family of decoys and (ii) the software

used to predict this structure. For example, “1 IT” designates the top structure

predicted with I-TASSER, “3 RC” means the third ranked structure in the center

of the Rosetta cluster. The four secondary structure regions, α-I, β-I, β-II and α-II,

are also indicated for the first row.

Another interesting observation is the amphiphilic nature of the top predicted

structure, which, as shown in Figure 3.7, exhibits a highly polar face opposite to

a highly nonpolar face, supporting the feasibility of the hypothesis that the inner
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(a) (b)

Figure 3.4: Cartoon drawing representation of the top two structures according to

the MM-PBSA ranking. (a) 1 IT structure; (b) 3 RC structure. β-sheets are shown

in yellow, α-helices in purple and the C-terminus residue in ice blue. The helical

regions and β strands are named α-I, β-I, β-II and α-II according to their position

in the sequence with respect to the N-terminus.

surface of the vesicle is hydrophobic and the outer surface is hydrophilic [19]. While

this result is promising, however, it must be treated as preliminary for two reasons.

First, we did not observe the same behavior in lower-ranked structures. For example,

the separation of polar and non-polar groups for the second ranked structure, 3 RC

(results not shown), was not as sharp as shown in Figure 3.7 for structure 1 IT.

Second, the amphiphilic nature of the vesicle wall cannot be explained through the

properties of isolated molecules alone.
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(a) (b)

Figure 3.5: Molecular dynamics model used in the AFM simulations. (a) Side view

(note that the AFM probe is shown with a different tilt angle than the sample such

that its apex is visible); (b) top view of the unit cell (depicted in red with lysine

residues collared yellow for easier visualization). Note that the α-helix content of

the GvpA molecules in the unit cell differs from that of the molecules on the edges

of the model due to forcing the β-sheets in the unit cell to interact as proposed in

[87]

We also compared our top ranked structure 1 IT (76 amino acids) with the model

proposed by Strunk et al. [51] (78 amino acids). Despite belonging to different or-

ganisms, the two sequences possess 93% identity, differing primarily in that positions

A2, V29 and I66 in our sequence are replaced with V2, I29 and L66 in the sequence

analyzed by Strunk et al. [51]. One should not anticipate that these substitutions

would alter the structure significantly since they preserve the hydrophobic nature

of the respective sites. Indeed both structures are very similar with the model of

Strunk et al. model having ∼23% β-sheet content and ∼39% α-helix compared to

∼26% and ∼40%, respectively, in our model. The highest similarity occurs at the

conserved region where the β-I and β-II segments are located, with both models
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(a) (b) (c)

(d) (e)

Figure 3.6: Structures ranked 3rd down to 7th. (a) 2 RC; (b) 2 IT; (c) 3 IT; (d)

2 R; (e) 4 RC. β-sheets are shown in yellow, α-helices in purple and the C-terminus

residue in ice blue.

having the exact β-turn at V32-I34. The difference in β-sheet content is related to

the different in sequence length. The models differ slightly in the α regions, where

the model of Strunk et al. [51] has a smaller helix and a more coiled N-terminus.
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Figure 3.7: Two opposite surface views of structure 1 IT showing the distribution of

non-polar and polar groups. Non-polar groups are colored white, polar non-charged

groups are colored green, positively charged groups are colored blue, and negatively

charged groups are colored red. The polarity and net charge of each residue was

determined using VMD software [86], based on the force field atomic charges [73].

Furthermore, we note that the homology among the GvpA synthesized in six dif-

ferent organisms has previously been shown to be high [52], suggesting that similar

structures can be expected in all cases. An alignment between GvpA from Halobac-

terium sp. NRC-1 and both cyanobacterium Anabaena flos-aquae and Calothrix sp.

PCC 7601 performed using Needleman’s algorithm [95, 96] is shown in Figures 3.8a
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and 3.8b, respectively. The alignments aim to show the similarity amongst the

GvpA sequences in the three organisms. The GvpA sequence from Halobacterium

sp. NRC-1 has sequence identity of 51.9% and 50%, and sequence similarity of 65.8%

and 64.1% with the GvpA sequences from Anabaena flos-aquae and Calothrix, re-

spectively, as shown in Figure 3.8. Thus, as a simple verification, we attempted

to predict the GvpA tertiary structure synthesized by Anabaena flos aquae and

Calothrix sp. PCC 7601 using the Rosetta suite 2.3 and I-TASSER server without

further relaxation or equilibration. The top two clusters of the generated decoys

from Rosetta are shown in Figure 3.6 and exhibit similar features to the 1 IT and

3 RC structures. Additionally, the 1 IT structure was aligned with the prediction

for GvpA from Calothrix sp. PCC 7601 and Anabaena flos aquae for visual inspec-

tion, as shown in Figure 3.9. In spite of comparing the raw structures predicted for

the two without any refinement with respect to the 1 IT structure, the similarity

between the three structures is evident. It is worth noting that the similarity be-

tween the tertiary structures is striking despite being only ∼50% homologous, and

despite the fact that they were predicted using different techniques and algorithms.

Although, the homology of GvpA sequences of different organisms has been pre-

viously studied by Walker et al. [52] and Griffiths et al. [97], we performed a quan-

titative analysis to specifically evaluate the homology of the GvpA sequence from

Halobacterium sp. NRC-1 with respect to that of other organisms, in order to

assess the extent to which our structure prediction results can be generalized. Us-

ing BLASTP [68] with the scoring matrix BLOSUM62 we detected 65 sequences
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(a)

(b)

Figure 3.8: Alignment of the GvpA protein from three different organisms, halobac-

teria Halobium sp. NRC-1 against cyanobacterium Anabaena flos aquae (a) and

against Calothrix PCC 7601 (b). (H in the yellow highlighted region stands for

halobacteria Halobium sp. NRC-1 GvpA, A for Anabaena flos aquae GvpA, and C

for Calothrix GvpA. The red vertical lines “|” show conserved residues, the black

colon “:” shows high similarity and the black dot “.” indicates low similarity.)

from different strains with significant similarity to the GvpA from Halobacterium

sp. NRC-1, having 35% sequence identity for the least homologous case, with more

than 86% of the detected sequences having more than 50% sequence identity (see

Appendix B for a list of these 65 sequences, along with their identity and similarity
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(a) (b)

Figure 3.9: Predicted GvpA structures for the organisms Calothrix (PCC 7601, 70

amino acids) (a) and cynobacterium Anabaena flos-aquae (71 amino acids) (b).

scores with respect to Halobacterium sp. NRC-1). Although accurate prediction of

the tertiary structure of each of these sequences would require a full study similar

to what we have presented here, the similarity between the structures predicted

for GvpA from Halobacterium sp. NRC-1 and the structures predicted for GvpA

from Calothrix sp. PCC 7601 and Anabaena flos-aquae suggests that most of the

sequences identified in the BLASTP analysis should exhibit similar features to those

of the structure shown in Figure 3.6.
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(a) (b)

(c) (d)

Figure 3.10: Predicted GvpA structures from the organisms Calothrix (PCC 7601,

70 amino acids) (a) & (b) and cynobacterium Anabaena flos-aquae (71 amino acids)

(c) & (d) aligned with the 1 IT backbone for visual inspection. The 1 IT structure is

shown in blue in all alignments. In (a) & (b), Calothrix is shown in pink. In (c) & (d)

Anabanea flos-aquae is shown in red. Two views are presented for each alignment

to illustrate the similarity in the α-helix and β-sheet regions. The structures were

aligned using the “MultiSeq” plugin in VMD software [86].

Docking of GvpA units and their orientation within the vesicle membrane

According to the AFM images of Anabaena flos-aquae vesicles reported by Mc-

Master and Walsby [12] (see Figure 3.11), the exposed structural features of GvpA
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should exhibit relatively high contrast. Their images show regular elongated el-

ements that form an angle of 36◦ with respect the vesicle axis. The measured

distance between these elements was ∼4.57 nm, which is close to the 4.5 nm rib-

to-rib spacing measured by X-ray diffraction [9]. If β-sheets were indeed exposed

to the solvent (McMaster and Walsby imaged the outside surface of collapsed vesi-

cles), they would need to be arranged in a similar pattern to what is observed in

the AFM images. Since the infrared spectroscopy results reported in ([18]) predict

anti-parallel β-sheet arrangement of dissimilar GvpA units, the exposed β-sheets

would be required to closely interact with one another, such that the helices would

be buried in the inside of the vesicle. However, this would disagree with both the

MALDI-TOF work of Belenky et al. [98] and the solid-state NMR work of Sivertsen

et al. [18], which suggested that the termini should be exposed (see Figure 3.11). In

the latter work solvent accessibility was probed by deuterium (2H2O) exchange rates,

where the three Lysine side chains in Anabaena flos-aque were found to be exposed

to solvent. There are 2 Lysine residues in Halobacteria that match those probed in

Anabaena, and they have the same location towards the ends of the helices, closer

to the termini, suggesting that the helices have to be on the outside of the vesicle.

Thus it is not possible to reconcile all available pieces of information for a structure

in which the β-sheets are exposed to the solvent. Alternatively, one could propose

that both the termini and β-sheets are exposed, but in this case the interactions of

the β-sheets with one another would be hindered. Furthermore, inspection of the

AFM images of McMaster and Walsby (Figure 10 ([12])) suggests a repeat pattern

in the surface features rather than an alternating one, which is not compatible with
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an anti-parallel β-sheet arrangement. Our simulated AFM image with the β-sheets

towards the surface (Figure 3.11b) showed very little contrast and did not exhibit

any features that had a strong resemblance to the images of McMaster and Walsby

([12]). In particular, they did not predict a clear tilt of the structural features with

respect to the vesicle axis.

In contrast, although our simulated AFM image with exposed α-helices (Fig-

ure 3.11b) did not exactly match the result of McMaster and Walsby [12], it depicted

structural features having a similar tilt angle magnitude with respect to the β-sheets

axes, suggesting that the features imaged by McMaster and Walsby with AFM [12]

may have been misinterpreted as the β-sheets corresponding to the second reflec-

tions that formed a 36◦ angle with respect to the vesicle axes in the work of Blaurock

and Walsby [9]. We believe that the features in the AFM images represent α-helices,

which in our model have a tilt angle with respect to the ribs of the membrane that

is similar to that of the β-sheets (see Figure 3.11). There are number of reasons for

the differences between the simulated and experimental images. First, the GvpA

involved corresponds to two different organisms, which can have different size and

orientation of α-helices with respect to the β-sheets (see Figure 3.11), especially

upon docking. Second, the exact docking configuration is unknown. Assuming the

incorrect docking configuration can have a significant effect, as illustrated by the

differences in the helices of the docked molecules shown in Figure 3.11 (the helices

of the molecules docked to only one unit differ from those of the molecules docked

to two units). Third, it is not possible to model the exact probe-sample interactions
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that took place during the experimental AFM imaging process. Specifically, the

exact tip geometry, functionalization (silicon tips are covered with a layer of silicon

oxide) and charge distribution, as well as the sample moisture distribution are all

unknown. Finally, the simulated images have lower resolution than the experimental

images. Nonetheless, close inspection of the actual features (Figure 3.11) shows that

there is similarity between the experimental and simulation results, which supports

the conclusion that the exposed surface contains α-helices. Furthermore, closely

inspecting the β-strands of each subunit, it is clear that their backbones are not

perfectly aligned, but rather they are shifted two residues every two subunits. This

shift in subunits could be explained by the transmission electron microscopy results

of the frozen-hydrated wild type gas vesicles images by Offner et al. [99], which

showed that the walls of the gas vesicle consists of a low pitch helical structure

instead of a stack of perfectly parallel hoops.

The above discussion discards the previous hypothesis that the vesicle membrane

could be formed by only β-sheets [22] (this hypothesis is also discarded by Sivertsen

et al. [87]). This is supported by the experimentally measured membrane thickness

of 2.8-4 nm [17], which is greater than the thickness of a single β-sheet. Instead, this

information, along with the structure prediction data, suggests that the sheets and

helices must be folded onto one another. This is also in agreement with the X-ray

data [9] and the experimental AFM images ([12]), which show a separation of 4.6

nm between vesicle rib centerlines, as shown in Figure 3.11, which is similar to the

length of the β-strands in our predicted IT 1 structure of the GvpA unit. Finally,
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(a)

(b)

Figure 3.11: (a) Proposed orientation of GvpA units within the vesicle membrane;

(b) simulated AFM image of the α-helix side of the dimer (left) and experimental

AFM results of McMaster and Walsby for Anabaena flos-aquae [12] (reproduced

with permission) (right). The rectangles and arrows in (a) and (b), and the dashed

lines in (b) are provided for orientation purposes. The vertical dashed lines in (b)

are aligned with the long vesicle axis in (a), while the tilted dashed lines are aligned

with the observed features.

this agrees with the charge distribution and hydrophobicity characteristics of the

docked structures used for simulating the AFM imaging process, which possessed
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two surfaces of distinct hydrophobicity and charge distribution similar to Figure 3.7.

The α-helices side has net negatively charged residues (colored red in Figure 3.7)

and more polar residues (colored green), while the β-sheets side showed a more

hydrophobic surface with non-polar residues (colored white), with less negatively

charged residues and almost equal number of positively charged residues.

In light of the above discussion, we propose that (see Figure 3.11), (a) the ribs

depicted by electron microscopy and confirmed by the X-ray experiments [9] result

from the β-sheets interacting side by side, (b) the strands of β-sheets of the inter-

acting subunits do exhibit a shift of two residues every two subunits, which explains

the formation of the helix-like ribs instead of stack of hoops; and (c) the two helical

regions flanking the conserved intermediate β-sheet region are responsible for the

observed structural features forming an angle of 35− 36◦ with respect to the vesicle

axis in the AFM images.

The deletion and point mutation experiments done by Strunk et al. [51] support

not only their dimer model, but also agree with ours. Their deletion experiments

show the unimportant role the C-terminus plays in the vesicle integrity, such that

deletion of up to 7 amino acids (A70-A76) does not alter the production of gas

vesicles. On the other hand, transformants with 11 amino acids deleted from the

C-terminus lacked gas vesicles [51]. This suggests that amino acids upstream of

A70 are the key for the integrity of the vesicle structure. In particular, our model

suggests that E65 plays an important role in subunit-subunit interactions by forming
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salt-bridges with R15 from the adjacent GvpA molecule, as shown in Figure 3.12.

Deletion of 11 amino acids (I66-A76) destabilizes this region and results in weakening

the GvpA-GvpA interactions and hindering vesicle formation. This is in agreement

with the point mutation experiments carried out by Strunk et al. [51] for residue

R15. Mutants with R15, on helical region-I, replaced by either A15 or K15 did

not lead to gas vesicle production. Similarly, in our model residue K60 stabilizes

the helical region II by salt bridging with residue E56 located on the same helix, in

addition to its interaction with residue E56 from the adjacent subunit (Figure 3.12).

In the work of Strunk et al. [51] replacement of K60 with L60 yielded transformants

with very small gas vesicles.
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(a)

(b)

Figure 3.12: (a) Two GvpA subunits shown to depict the interactions between

residue R15 (blue side chain) on one subunit and residue E65 (red side chain) on

an adjacent subunit. The two subunits are shown in different colors and the N-

termini are omitted for easier visualization of the interactions. (b) Three GvpA

subunits showing the salt-bridge interaction between residues K60 and E56 on the

same subunit and the adjacent one. GvpA is shown in “new cartoon” representation

and the side chains in “surface” representation. E56 is colored red and K60 blue.
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3.4 Conclusions and future work

A comprehensive study, using protein structure prediction and molecular simu-

lation, has been conducted to elucidate the tertiary structure of GvpA, the 76-amino

acid polypeptide comprising more than 90% of the gas vesicle membrane mass in

Halobacterium sp. NRC-1. We have used state-of-the-art techniques in protein

secondary and tertiary structure determination, which were implemented through

multiple software packages and web servers, such as SCRATCH and MODELLER

(homology modeling), I-TASSER (threading) and ROSETTA suite 3.2 (ab-initio

modeling). The predicted structures were further refined through molecular dy-

namics equilibration with explicit solvent, followed by application of the MM-PBSA

method, and ranked according to total energy. The highest ranked structures exhib-

ited ∼40% α-helices and 26% β-conformations, in agreement with previous exper-

imental data and with our own secondary structure predictions. Furthermore, the

observed separation of polar and non-polar groups on the surface of the top struc-

ture was in agreement with the previously proposed hypothesis that the internal

gas vesicle wall is hydrophobic, while the exterior is hydrophilic. In addition, the

sequence identity analysis with GvpA sequences from various organisms and tertiary

structure prediction for the GvpA synthesized by cyanobacterium Anabaena flos-

aquae and Calothrix sp. PCC 7601 suggest that similar features can be expected

be present in a large number of GvpA types. Our top ranked structure is highly

homologous with the previous prediction of Strunk et al. [51]. The secondary struc-
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ture content of both models is in exact agreement at the β-I , β-II and α-II regions,

but our α-I region is shifted 4 positions upstream, such that a small coil region

exists between α-I and β-I compared to a small β-turn in the model of Strunk et

al. Although our predicted model is very similar to their top ranked structure, our

docking approach yielded a more tightly packed assembly that is more consistent

with a barrier between air and water at the vesicle interface. Finally, simulated

atomic force microscopy images allowed us to reconcile our simulations with the

available experimental data, such that a new hypothesis on the orientation of the

GvpA unit within the vesicle and on the origin of the membrane structural features

was proposed.
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Chapter 4

Red Blood Cells and Hemolysis Processes

Motivation

Mortality rates due to cardiovascular diseases are the highest amongst all

diseases in the U.S [100]. Therefore, nowadays more attention is drawn towards

studying the causes of heart diseases, providing better solutions to enhance the

quality of the treated patients and developing better bio-devices that can replace

dysfunctional heart valves. The currently-available replacement valves are biological

or mechanical, a schematic of each is shown in Figures 4.1a & 4.1b, respectively. The

first type has less effect on the flow characteristics across the valve, however, it is not

as reliable as mechanical valves. While the latter type, mechanical valves, is more

reliable, it alters the flow field downstream of the valve. The change in the blood

flow characteristics, either due to transitioning of the flow from laminar to turbulent

or due to increasing the intensity of turbulence, is known to induce damage to the

blood constituents [4]. Such damage known as hemolysis, has a significant effect on
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the behavior of red blood cells and platelets [5]. Therefore, cardiovascular patients

who have undergone heart valve replacement suffer from these risks, and are prone to

thrombus, i.e., blood clotting, and have to consistently take de-coagulation therapy.

Thus, improving the design of these prosthetic bio-devices demands understanding

the behavior of blood components. In other words, it is necessary to understand

how the blood micro-constituents are affected by implantation/application of these

prosthetic devices. In addition, there is a need for mathematical frameworks that

simulate this behavior to aid the development of better designs.

(a) Biological (b) Mechanical

Figure 4.1: Replacement aortic heart valves. Taken from (http://www.

mayoclinic.org/heart-valve-surgery/types.html)
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4.1 Background

4.1.1 Blood: components and properties

The main blood components are plasma, platelets, red blood cells (RBCs)

and white blood cells (WBCs), as shown in Figure 4.2a. Plasma is the nutrients

containing fluid, for example, electrolytes such as sodium, calcium, potassium, etc.,

and vital proteins such as albumin and immunoglobulins. Platelets are responsible

for blood clotting. WBCs form the defense line of the body against infections and

diseases. RBCs constitute about 45% of the blood volume and their main function

is oxygen (O2) delivery and carbon dioxide (CO2) take up, to and from the body

organs and tissues. Figure 4.2b shows the percentage of each blood component by

volume.

4.1.2 Red blood cells

Mammalian red blood cells, known as erythrocytes, are non-nucleated cells

that develop in the bone marrow. They carry oxygen from the lungs to the body

organs via blood in the circulatory system. Oxygen delivery is carried out with the

help of the metalloprotein, hemoglobin, the major non-membrane protein constituent

of RBCs; each hemoglobin molecule binds four O2 molecules with its heme group.

In addition to carrying O2 from the lungs, it also exchanges it with CO2 at tissues

of low O2 and high CO2 concentrations. The normal life span of RBCs is 122 ± 23
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(a) (b)

Figure 4.2: Plasma, platelets, RBCs and WBCs are the main blood compo-

nents. (a) A cartoon representation of blood components, taken from (http:

//homeworkteam71.wikispaces.com/Science+with+Mr.+Mullett). (b) Volume

percentage of each blood component, taken from (http://mskrobinson.blogspot.

com/2010_05_01_archive.html).
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days; however, they can sometimes be damaged prematurely inside the blood vessels,

i.e., intravascular, or outside the blood vessels, i.e., extravascular. For patients with

heart valves replaced, the life span of RBCs drops to 103 ± 15 days for biological

valves and even lower to 98.8 ± 23 days for mechanical valves.

As shown in figure (4.2a) RBCs assume a discoid (biconcave) shape under

physiological conditions. However, other forms have been observed. These different

states are systematically produced under a known set of parameters (see figure 4.3)

[101]. For example, anionic amphipaths, high salt, high pH, ATP depletion and

cholesterol enrichment produce the so-called echinocyte, where the RBC shrinks

and star-like protrusions occur, producing sea-star shape cells. Under more severe

conditions, irreversible buds and spicules take place, leaving behind a spherical like

shape with extracellular vesicles (the spheroechinocyte). Under opposite polarity

of loading, cationic amphipaths, low salt and low pH, cholesterol depletion induces

a concave shape called stomatocyte. More severe conditions result in a spherical

shape.

There are different RBC related diseases, for example, hereditary spherocy-

tosis (HS), malaria, sickle-cell disease and others that affect the deformation char-

acteristics of RBCs. Some of these diseases result in excessive RBC breakdown

(hemolysis) leading to the loss of hemoglobin, where malfunctioning RBCs are left

behind. This forces the heart to work harder to compensate for the oxygen deficiency

in the circulatory system. While some of these diseases are genetically-related, oth-
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Figure 4.3: RBC states

under different physio-

logical conditions. From

top to bottom, stomato-

cyte III, II and I, disco-

cyte, echinocyte, I, II and

III. Figure taken from ref

[101].

ers are due to mechanical traumatization of blood, e.g., hemolytic anemia, which

might be induced by the implantation of prosthetic heart valves in the human body

or during dialysis for patients with chronic kidney failure. Since the latter is caused

by flawed mechanical design, it can be partially eliminated by enhancing the shape

and operation of heart valves and blood pumps [5].

RBCs’ relatively simple structure provides a perfect platform for experi-

mental, analytical and computational studies. Their simplicity enables analytical

frameworks in which the dynamics and response of the RBCs can be accurately

modeled. To date several models have been developed to mimic RBCs’ behavior in

many experiments, e.g. Discher et al. [102] simulated micropippette aspiration of
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RBC experiments using Monte Carlo techniques, Dao et al. [103] formulated a finite

element analysis of RBCs using a hyperelastic model and other different techniques

were employed towards developing a rigorous model. These models will be discussed

in section 4.2.

4.1.3 Hemolysis

Mechanical hemolysis is the damage to the RBCs under the influence of

turbulent shear stresses that occur downstream of the mechanical valves or through

the blood pumps. This turbulence might also occur due leakage in biological valves

after structural deterioration, or due to paravalvular leak [104], where turbulent

flows develop within the sewing ring and the native ring, shown in figure (4.4).

The relation between turbulence and RBC damage can be explained by the energy

cascades concept [105]. When turbulent eddies take place in the flow, the large

scale, unstable, eddies breakdown and transfer their energy to the smaller scale

eddies. Smaller eddies expand in number to fill the space that was occupied by the

larger ones. At the small scale eddies, the viscous effects become more important

and the smallest eddy has a characteristic length scale, known as Kolmogorov scale

[105, 106]. If the smallest eddy length scale is on the order of the RBC size then the

membrane exhibits both viscous and turbulent shear stresses as shown in equation

(4.1), according to Boussinesq:

τturbulent = (µd + η)
du

dz
(4.1)
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where µd is the dynamic viscosity, η is the eddy viscosity, u is the flow velocity and

z is the normal direction to the flow.

However, if the Kolmogorov scale is larger than the RBC size, then the RBC

membrane only “feels” the viscous stresses due to the relative velocity between the

RBC motion and the local flow velocity. In this case, the RBC is evicted from

the turbulence regime, and what is known as shear thinning or Fahraeus effect is

observed.

(a) (b)

Figure 4.4: (a) Location of paravalvular leak in aortic and mitral valves. Taken

from (http://www.sjm.com/corporate/silzone/paravalvular-leak.aspx) (b)

The sewing ring (top) and native ring (bottom) are shown for a mitral valve [107].

Hemolysis is quantified clinically by a standard test. A loop experimental

setup, shown in figure (4.5), is used to measure it in blood pumps. The normalized
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index of hemolysis, NIH [108], shown in equation (4.2) is used to express the amount

of damage.

NIH(g/100L) = ∆pfHb× V × 100−Hct
100

× 100

Q× T
, (4.2)

where ∆pfHb is the increase in plasma free hemoglobin concentration (amount of

hemoglobin released from red blood cells into the plasma), Hct is the hematocrit of

the blood (45% for healthy persons). Q is the flow rate (L/min), V is the circuit

volume (L) and T is the sampling interval.

Figure 4.5: ASTM standard test-loop setup for measuring hemolysis in blood pumps

[109].

Since hemolysis is a multi-scale process, it deals with two disparate spatio-

temporal scales; on the RBC level, a mesoscopic approach should be employed,

where neither the molecular nor the continuum scales are appropriate, to capture
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the dynamics and kinematics behavior of the RBCs. On the blood flow rheology

level, where the flow characteristics are the main interest and how they are affected

by the collective behavior of the blood components, i.e., RBCs aggregation and

dissociation, a continuum scale study will be more appropriate.

To date most of the hemolysis studies focus on the collective blood behavior. In

fact, the widely used models, e.g., Giersiepen et al. [110], to detect hemolysis rely on

steady one-dimensional analysis of the flow. In other words, they neglect the three

dimensional nature of the flow and assume a single value for the shear stresses. Also,

they only look at the steady state flows, ignoring the real flow conditions of blood

in the circulatory system and the effect of loading history. The currently-available

hemolysis models, also known as blood-damage models, will be discussed in detail

in section 4.2.7.

In light of the above introduction, the next several sections will lay the

foundation for the implemented work. Section 4.2 summarizes the literature on

previous models and experiments. Section 4.3 discusses the methods and techniques

used. Section 4.4 shows the results and discussions. Finally, section 4.5 presents the

concluding remarks.
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4.2 Literature Review

4.2.1 Red blood cells: in vitro

The mechanical properties of living cells, generally, and RBCs, specifically,

have been probed using various experimental techniques such as atomic force mi-

croscopy, micropipette aspiration, magnetic twisting cytometry, optical traps and

substrate deformations. These techniques provided different levels of spatial and

force sensitivities. They aided in exploring the response of living cells under various

hydrodynamical and physiological conditions [111]. Figure 4.6 shows a schematic

drawing of the different experimental techniques.

Although RBCs’ architecture is the simplest amongst all cell types due

to its fewer components, they are still very complex to be studied at the atom-

istic level. Therefore, introducing approximations and reduced representations, i.e.,

coarse grained models for the cell constituents, is inevitable so that the system

becomes computationally feasible.

The structure of the RBCs has been an interesting subject. The shape and

dimensions of the RBCs were first investigated experimentally by Evans et al. [112];

the average diameter of the human discoidal RBC shape is 7.82 µm (Figure 4.7a),
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Figure 4.6: (a) Atomic force microscopy (AFM), (b) magnetic twisting cytometry

(MTC), (c) micropipette aspiration (MA), (d) optical trapping (OT), (e) shear flow

(f) and substrate stretching. The methods in a & b can probe cell components at

a force resolution of 10−10 and 10−12 N, respectively. Techniques c & d can deform

an entire cell at a force resolution of 10−10 and 10−11 N, respectively. Methods in e

& f evaluate the behavior of a population of cells. Figure taken from [111].

which can be expressed analytically using equation (4.3), as shown in Figure 4.7b,

z = ±Do

√
1− 4(x2 + y2)

D2
o

[
ao + a1

x2 + y2

D2
o

+ a2
(x2 + y2)2

D4
o

]
, (4.3)

where ao = 0.0518, a1 = 2.0026, a2 = −4.491 and Do=7.82 µm is the average

diameter. The above expression constructs a biconcave RBC shape with a surface

area of 135 µm2 and volume of 94 µm3. The same set of parameters (a0, a1, a2) =
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(1, 0, 0) will produce a spherical shape with a diameter Do.

(a) (b)

Figure 4.7: (a) RBC cross-section and dimensions as determined experimentally

[112]. (b) Discoidal RBC shape constructed from equation (4.3)

This chapter covers the research carried out thus far on RBCs experimentally

and computationally. Over the last five decades, researchers have invested time and

efforts to study RBC dynamics and response under different loading conditions. Var-

ious techniques were employed to characterize quantitatively the moduli of the cy-

toskeleton and lipid membrane, i.e., shear modulus µ and area compressibility mod-

ulus K. In addition, different models have been developed to predict the behavior of

a single RBC, or a cluster of RBCs in blood flow [113, 114, 102, 115, 116, 117, 118].

4.2.2 Micropipette aspiration

Micropipette aspiration techniques have been employed extensively in cell

studies, in particular RBCs, where the aspiration of living cells revealed information
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about their elastic behavior. For RBCs it has allowed the observation of relaxation

times for the spectrin network and recovery times from a deformed state to the

original discocytic state. For example, Artmann et al. [119] studied the RBC

recovery from enthinocyte to discocyte shape which was induced when the cells

were held for 30 seconds by the micropipette and then released. Their experiments

showed a recovery time of ∼ 10 minutes from enthinocyte I to discocyte shape,

which was not changed under the effect of different temperatures, including 20.90

◦C, 29.50 ◦C, and 37.40 ◦C.

Evans [120] studied the buckling of the RBC membrane under aspiration to

evaluate its bending rigidity. He calculated the bending or curvature elastic modulus

to be 1.8×10−12 dyn-cm. Engström and Meiselman [121] used a short duration (∼ 3

s) peak loading to reproduce realistic values for the area dilation modulus K, for

which they obtained a value of 215 dym/cm (0.215 N/m).

Utilizing the same technique, Discher et al. [122] used fluorescence-imaging

to investigate the cytoskeleton deformation and the response of the different RBC

membrane constituents over a wide range of time scales, i.e., seconds to 30 minutes.

Changes of 40% up to 250% in the spectrin network area were detected by Discher et

al. [122] without cell lysis. This is an interesting result because cell rupture occurs

after only 6% increase in the membrane area.
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The above mentioned experiments, revealed significant information about

the macroscopic properties of the RBC membrane and spectrin network. These

experimental characterizations are useful for the development and parameterization

of accurate analytical models. They also illustrate how the loading time scales affect

the behavior of the cells. Therefore, the assumptions made in the development of

analytical models should not only account for the magnitude of the loads, but also

for possible phase transitions corresponding to rate of loading.

4.2.3 Optical tweezers

As mentioned above, optical tweezers (OT), also called optical traps, is one

of the techniques previously used to probe living cell mechanical properties. Dao

et al. [103] and Lim et al. [123] investigated large deformation of individual RBC

using optically trapped silica beads, as shown in Figure 4.8a. Two silica beads were

attached, nonspecifically, to a RBC and trapped by two optical tweezers. Then the

trapped cell was stretched by pulling one trap and keeping the second one stationary,

as illustrated in Figure (4.8b). The application of forces in the range of 0-340 pN,

using OT, provided insight into the elasticity of the cytoskeleton and how much

elongation the spectrin network can withstand, which agrees with what Discher

et al.’s [122] fluorescence studies found. While RBCs were stretched under the

influence of an increasing force, the axial and transverse diameters, corresponding

to the direction of the force application and perpendicular to it, were recorded. The

behavior of the RBCs depicted the nonlinearity of the protein network, which also
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justifies the need for a hyperelastic model in the finite element analysis by Dao et

al. [103] to accurately reproduce the RBCs’ response. In addition, the experiments

explained how RBCs can undergo high deformations during events such as passing

through capillaries that have a diameter (3 µm) less than half a single RBC size

(7.82 µm) without rupture. Moreover, these OT stretching experiments obtained a

range of 0.13-0.26 seconds as a characteristic time for RBC relaxation, compared to

micropipette aspiration recovery studies that yielded relaxation times of 0.10-0.13

seconds.

Also, their experimentally calculated membrane shear modulus µ was found

to be 11-18 µN/m at typical strain values. This value was higher than 6-9 µN/m

extracted from micropipette aspiration experiments [124].

Figure 4.8: A red blood cell optically trapped, (a) before stretching, (b) after stretch-

ing. Figure taken from [123]
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4.2.4 Microfluidics

An experimental technique that is gaining attention is the use of micro-

fabricated models to replicate the real environment that the cells go through. For

example, Shin et al. [125] studied the effect of shear rate γ̇ on blood viscosity and

RBCs’ aggregability. They used backscattered light intensity and pressure measure-

ments to determine the aggregability and stress-shear rate, respectively. The blood

was sheared in micro-channels of size comparable to that of average blood vessels (∼

200 µm). Direct correlation was found between shear-thinning blood viscosity and

the dependence of RBC aggregability on shear rates. Also, two critical shear rates

were measured, bottom critical shear rate γ̇c,bot and top critical shear rate γ̇c,top. The

former value defines the shear stress under which RBCs completely aggregate, and

the latter defines the limit of shear stress beyond which complete disaggregation of

RBCs is observed, as shown in Figure 4.9 & 4.10. These two values provide insight

into the shear-rate dependent behavior of RBCs, and define the region where further

aggregation studies should focus.

Zhao et al. [126] performed a computational fluid dynamics (CFD) analysis

combined with a microscopic experimental study to investigate the effect of exposing

RBCs to high shear stresses for small time durations, and how these conditions affect

the blood rheological properties and hemolysis in small artificial blood contacting

devices (capillaries). A micro-fabricated channel was divided into 3 parts with the

middle constriction dimension’s L × W × D=2000 µm× 150 µm× 100 µm. The
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Figure 4.9: Blood viscosity of normal and heated RBCs for different shear rates

(1/s). Figure taken from [125].

structural model of the fabricated channel which was used in the CFD analysis is

shown in Figure 4.11a. This micro-channel was used to study the transient response

of RBCs to high shear stress values up to 5000 Pa, as shown in Figure 4.11b. Also,

they identified two phases for the deformation induced by shear stresses. The first

phase showed EI=0-0.54 for stresses 0-123 Pa, where EI is the elongation index

defined in equation (4.4), and a second phase with a plateau at EI=0.54 for stresses
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above 123 Pa and up to 5170 Pa.

EI =
L−W
L+W

, (4.4)

where L and W are the length of the major and minor axes of the elongated RBC.

It is worth mentioning that the elongation index (EI) is the same as the dis-

tortion parameter used in the strain-based hemolysis model which will be introduced

Figure 4.10: Aggregation intensity of normal and heated RBCs for different shear

rates (1/s). γ̇c,bot and γ̇c,top are bottom and top critical shear stresses. Filled squares

are for normal RBCs and open squares are for heated RBCs. Figure taken from

[125].
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in section 4.2.7. Therefore, this experimental data provides a useful reference for

RBC response under transient loads, and can help in a qualitative sense the assess-

ment of analytical models, since the RBCs used in the experiment were extracted

from bovine blood, whose characteristics differ from that of human blood.

(a) (b)

Figure 4.11: (a) The structural model of the micro-fluidic channel used in the CFD

analysis of Zhao et al.[126]. (b) The shear stresses observed throughout the channel.

Figures taken from [126].

4.2.5 Red blood cells: in silico

Modeling RBCs atomistically, even though the simplest compared to other

living cells, is impossible given the limited available computational resources. Meso-

scopic modeling offers a coarser formulation of the molecular system wherein a less

computationally expensive solution is implemented, yet some of the atomistic de-

tails can still be preserved. In some cases, where large systems are of interest, a

continuum or a semi-continuum approach may be employed. Below we review some

of the recently developed RBC models which extend from continuum-based models

down to mesoscopic models.
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Continuum scale models

Dao et al. [103] used finite element analysis (FEA) to study the mechanics

of large RBC deformation under stretching via OT [123]. In their study, the cell

membrane and the spectrin network were considered as an effective thin shell. They

used several constitutive relations to model the RBC elasticity. However, a hyper-

elastic constitutive (material) model was assumed to accurately capture the large

deformation response of the membrane and strain hardening effect at large strains.

Figure 4.12 compares the deformation from experiments along with the FEA cal-

culations. The axial/transverse diameters for various stretching forces for a shear

modulus of 8 µN/m are plotted in Figure 4.13 with the experimental values and the

results from the CG-MD analysis done by Dao et al. [127], showing good agreement.

However, the values of the in-plane shear modulus assumed in their work was ∼

19 µN/m, which is higher than that reported from the micropipette aspiration ex-

periments [124]. The difference in the stress states and boundary conditions of the

two techniques lend themselves to the discrepancy in the reported shear modulus

values. The continuum approach by Dao et al. [103] revealed the importance of

considering the internal fluid (cytosol) in the calculations, which ensures that unre-

alistic situations do not occur. For example, when no internal fluid was considered,

different parts of the RBC membrane came into contact, specially at high pulling

forces, which was not detected in the presence of the inner medium.
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Figure 4.12: (left) Experimental deformation [123] under different stretching forces

0-340 pN; (middle) principal stress in the biconcave shell; (right) cross sections of

the deformed RBC from the FEA model of Dao et al. [103].

Mesoscopic models

As an alternative to the continuum approach, coarse-graining (CG) has

increasingly become the solution for many complex systems. CG’s advantage stems

from its capability to reduce the computational time many folds compared to fully

atomistic models. However, this is usually at the expense of the level of detail that

the simulations can provide. They can be used in cases where the detailed atomistic

behavior of the system is not the main goal, rather its bulk characteristics. Typical
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Figure 4.13: Axial and transverse diameters from experiments [103], FEA [103] and

CG-MD [128]

coarse graining techniques eliminate high frequency motions, integrate a group of

atoms into a particle, or implement an effective-type potential in which averaged

spatio-temporal interactions are used instead of pair-wise interactions, much like

typical molecular dynamics potentials.

Mesoscopic modeling of micropipette aspiration

As a mesoscopic modeling approach, Discher et al. [102] performed Monte

Carlo simulations for micropipette aspiration of RBCs, as shown in Figure 4.14,

using a mean effective network force field [114]. Their force field parameters were

fitted to mimic the macroscopic properties of RBCs. The development of this po-

tential opened a whole new area for modeling RBC dynamics and blood rheology
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on that scale. In addition, they introduced the first discrete computational model

that deals with a more realistic model for the RBCs, compared to the ellipsoidal

approximations used before by Keller and Skalak [129]. They also investigated the

effect of the network reference state on the response of the model. Three network

models were inspected: free-stress, pre-stressed and condensed. Two out of the three

examined models underpredicted the cap density (the membrane density at the cap

of the aspirated part), however, the third model, the prestressed model correctly

predicted the network density at the cap. Interestingly, these results were explained

by the difference in the area compression modulus K, which has a larger value for

the prestressed model, about double that of the stress-free and the condensed mod-

els. As will be discussed in the next sections, the success of the DPD model over

others is the result of a more correct calculation of the area compression modulus

K.

Dissipative Particle Dynamics

Dissipative particle dynamics (DPD), one of the emerging mesoscopic model-

ing techniques, is a coarse graining method proposed by Hoogerbrugge and Koelman

[130] in 1992. Following its introduction, Español and Warren [131] set the relation

between the dissipative and random weighting factors to statistically reproduce cor-

rect thermal equilibrium states. In DPD, two coarsening approaches are considered.

First, a group of atoms is represented by an individual particle where a drastic re-
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Figure 4.14: Simulations of a red blood cell under aspiration using Monte Carlo

technique [102].

duction in degrees of freedom is achieved. Second, the interactions between groups

of particles are described by a soft repulsion potential that replaces the hard core

potential between molecular bodies. Thus, integration of the equations of motion

can be performed at time steps that are orders of magnitude larger when compared

with atomistic simulations.

Pivkin et al. [132] presented a RBC-CG model using DPD that reproduced

accurately the non-linear behavior of the RBCs. They used a similar force field to

that initially proposed by Discher et al. [102], which was also adopted by Dao et

al. [127] with some changes. Also, Pivkin et al. [132] introduced minor changes in

the area, volume and bending stiffnesses. Dao et al. [127] and later Pivkin et al.
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[132] mapped the macroscopic properties of the spectrin network to the microscopic

model parameter by studying the shear stresses experienced by a hexagonal network

of triangles under a small engineering shear strain. Pivkin et al. [132] were able to

reproduce, with good agreement, the stretching experiments performed using OT

[103]. Afterwards, Fedosov et al. [116, 133, 115] enriched the model by investigating

different potentials for the in-plane energy and the hydrostatic area. In addition,

Fedosov et al. [116, 133, 115] compared their results with most of the experimentally

available data on RBCs, for example, stretching [103], tumbling and tank treading

[134, 135], structure recovery and thermal fluctuations [136, 137], and illustrated

the ability of this CG-model to accurately reproduce the results. The wide range

of experiments that were reproduced with that RBC-CG model demonstrate its

strength in modeling either single RBCs under different loads, or the behavior of

RBC clusters. Therefore, we have selected this model to be our starting point, which

we will modify to study our cases of interest.

Multi-particle dynamics

Dzwinel et al. [118] modeled RBCs as a volume of solid elastic material

having an inner skeleton. The model operates on scales within 0.001 and 100 µm.

However, this model does not take into account the main structural features of a

RBC (a membrane filled with a fluid), and therefore it cannot capture the proper

dynamics of RBCs in shear flows, e.g. the tumbling and tank-treading behavior in

shear flow [138].
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Bagchi [113] used an immersed boundary-type method to model deformable

single and multiple RBCs in a 2-D flow field. The cells were modeled as elastic

capsules filled with viscous fluid [139]. This simple model was able to reproduce

some of the RBC dynamic phenomena such as tank treading and tumbling in shear

flow. Although Bagchi’s studies covered a wide range of systems, from isolated

RBCs to large ensembles of deformable RBCs, this model is limited due to its two

dimensionality.

Coarse-grained molecular dynamics

Dao et al. [127] performed a set of spectrin level coarse-grained molecu-

lar dynamics (CG-MD) simulations to model the OT stretching experiments [103].

Their simulations studied the effect of the reference shape of the RBC triangulation

on the equilibrium state of the RBC. Their work illustrated that the RBC biconcave

shape stability is dependent on the geometrical frame of reference. Moreover, they

studied the fluidity of the spectrin network using a flexible-bonds molecular dynam-

ics, during which the connectivities amongst all vertices were allowed to change via

an intermolecular potential, such as Lennard-Jones or Stillinger-Weber. Random

networks with vertices of variable degrees from 2 to 10 were constructed. Then,

these networks were equilibrated using coarse-grained molecular dynamics with a

potential similar to that used by Discher et al. [102]. However, the Young’s modulus

clearly deviated from the experimental values, and that was manifested in the differ-

ent slopes between the simulation force-elongation curve and the experimental one.
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Moreover, the discoidal equilibrium shape was not achieved in simulations except

by ramping up the bending rigidity κc orders of magnitude from the experimentally

deduced value. The behavior of the MD-CG model, despite its properties matching

the experimental values, deviates from the actual RBC response, i.e., in stretching

experiments as shown in Figure 4.13. Fedosov et al. [116] revisited the derivation

by Dao et al. [127] and reported that it is mathematically correct, although, phys-

ically it lacks the global area and volume contributions. When Fedosov et al. [116]

incorporated these effects in the analysis, a more realistic Poisson ratio (ν=1) was

deduced for a 2D area conserving network, besides the excellent agreement with the

experimental data.

4.2.6 RBC-RBC interaction

Blood rheology studies depend on several different, although related factors,

such as vessel geometry, cell deformability, wall compliance, flow shear rates, and

many micro-scale chemical, physiological, and biological factors [140]. Therefore, in

large scale simulations where myriads of RBCs are explicitly considered in the com-

putational domain, accurate modeling of blood flow requires not only the modeling of

a single RBC, but also accounting for the mutual interaction amongst RBCs, e.g.,

RBC aggregation and disaggregation. RBCs are known to form one-dimensional

aggregates, similar to stacks of coins, called Rouleaux. These one-dimensional ag-

gregates grow to form two and three-dimensional networks of RBCs as shown in

Figure 4.15. These aggregations are a major determinant of blood viscosity in mi-
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crocirculation under physiological and pathological conditions [141]. Increased RBC

aggregability has been observed in various diseases, such as diabetes, thrombosis,

myocardial infarction, vascular diseases, and hematological pathology [142]. When

analyzing the association/dissociation of RBCs down to its fundamentals, one finds

that the interactions between two biological membranes are either attractive (i.e.,

van der Waals, adhesion, electrostatic attraction, hydrophobic and bridging), or

repulsive (i.e., electrostatic repulsion, steric repulsion and hydration) [143]. There-

fore, it can be safely assumed that the effective cell-cell interaction is of a repulsive-

attractive type potential. The parameterization of this potential is to be determined

by fitting the experimental data. In next section, we discuss the models that have

been proposed to simulate such cell-cell interaction.

Depletion-mediated aggregation model

The two main models proposed for RBC aggregation are bridging and de-

pletion models, both of which consider the same repulsive interaction. However,

they differ in the attractive component. The first model relates the RBC aggrega-

tion to adsorbing of the extracellular macromolecules onto adjacent cells surfaces,

i.e. bridging the two surfaces via extracellular macromolecules [144]. The second

model, proposes that RBC cell aggregation occurs as a result of osmotic attractive

forces due to polymer depletion, lower localized protein or polymer concentration

near the RBC surface.
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Figure 4.15: Rouleaux-aggregates of red blood cells. This picture has been taken

from R. de Roeck and M.R. Mackley, Department of Chemical Engineering, Univer-

sity of Cambridge (available at:http://www.de-roeck.co.uk/Research.htm)

Neu and Meiselman [145] proposed a theoretical model for depletion-mediated

RBC aggregation in polymer solutions. In their formulation, the total interaction

energy φ per unit area of cell surface is given by the summation of the depletion

interaction energy, wD, and the electrostatic interaction energy, wE, as:

φ = wD + wE (4.5)

The effects of different polymers, such as Dextran and poly ethylene glycol,

concentrations and physicochemical properties of polymers on the depletion layer

thickness and on polymer penetration into the RBC glycocalyx were studied. The
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calculated interaction energies were in excellent agreement with literature data for

cell-cell affinities [146] and with RBC aggregation-polymer concentration relations

[145].

While Neu and Meilselman [145] focused on the mechanism of aggregation,

Liu et al. [140] were interested in the aggregation related rheological effect. There-

fore, they studied blood rheology using the immersed finite element method (IFEM),

which is an extension of the immersed boundary method developed by Peskin [147],

to solve the interactions between both the RBC structural domain and the fluid

domain. In this scheme both the solid and the fluid domains are modeled through

finite element methods (FEM). In IFEM, the deformable structure is modeled by a

Lagrangian mesh that moves on top of an Eulerian fluid grid that defines the entire

computational domain [148]. The IFEM method proves promising for the solution

of many complex fluid-structure interaction problems encountered in many physi-

cal systems spanning multi-scale flows, such as flow in organs, e.g., heart; in blood

vessels, e.g., arteries and veins; around cells, e.g., RBCs aggregation, as shown in

Figure 4.16.

To complement their studies, Liu et al. [140] had to look at the effect of ag-

gregation, in which Liu and Liu [149] made use of the theoretical depletion-mediated

model proposed by Neu and Meilselman [145], and fitted the interaction potential

curves from [145] using a Morse potential type of curve. They introduced an expres-

sion for the interaction energy and force as a function of the RBC-RBC separation,
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Figure 4.16: Cluster of four RBCs under different shear rates, 0.25, 0.5 and 3.0 s−1

[140]

r, as shown in Figure 4.17. In addition, Liu and Liu [149] validated their compu-

tational results with well-known phenomena, such as the shear rate dependence of

blood viscosity, the influence of cell rigidity on blood viscosity, and the Fahraeus-

Lindqvist effect. Also, they looked at the change in adhesion energy with shear rate,

and how this explains the disaggregation mechanism of RBCs rouleaux under high

shear rates. The success achieved by this technique demonstrates the capability

of the depletion-mediated model [145], and consequently, the mathematical expres-

sion representing it, to simulate RBC clusters’ behavior and study their effect on

hemorheological properties.

4.2.7 Blood-damage prediction models

After shedding light on the different RBC components, as well as the exper-

imental work and techniques used in their studies, it is time to move on to the core

of our proposed work, which is the investigation and prediction of hemolysis. The

understanding of the hemolysis process itself is still ambiguous. The mainstream
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Figure 4.17: Cell-cell interaction potential and force. (left axis) Interaction potential

φ(r) per unit area, where r is the separation distance between the two cell surfaces.

(right axis) Interaction force f(r), between the cell surfaces, per unit area. De =

4.1µJ , ro = 13 nm, β = 0.39nm−1 [149]

research on this topic focuses on the macroscopic behavior of blood under loading

conditions. For example, Li et al. [128] proposed a quasi-coarse grained model to

detect RBC bond breakage/formation. They approached the phenomenon from the

molecular point of view, and developed a framework that describes the behavior of

the spectrin network and the lipid membrane. They represented the behavior of

the cytoskeleton both as an inert structure, as well as a bio-chemically activated

system. In addition, their model investigated the two temperatures concept [150],
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where the thermodynamic temperature (kBT ) is responsible for the general degrees

of freedom, and the effective temperature determines the structural evolution. Their

model could provide significant insight into the microscopic-hemolysis process if in-

corporated into a complete RBC model rather than simulating a 2D-rectangular

sheet of spectrin links.

On the macroscopic level, hemolysis studies are dated to more than four

decades ago. Giersiepen et al. [110] proposed the most popular model, one of the

stress-based models as will be illustrated in the next section, where the amount

of hemolysis and its rate of change are related to the shear stress values and the

exposure times as indicated in equation (4.6) & (4.7), respectively (these equations

are explained below).

While it is known that shear stresses cause deformation and possibly dam-

age of RBCs, not only the magnitude of the shear, but also the duration of exposure

affect greatly the response of the cell. Experiments have shown different response to

different combinations of shear values and exposure time. Low shear stresses at low

exposure times cause reversible elastic deformations (viscoelastic solid behavior).

At longer exposure times the same low shear stresses produce irreversible shape

changes (semi-solid behavior). At high shear stresses, the RBC structure might un-

dergo lethal damage [7]. Therefore, over the last four decades, experimental work

targeted quantifying the amount of shear-induced blood-damage. Grigioni et al.

[8] tabulated the experiments done using different setups, including turbulent jets,
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oscillating wires and bubbles, capillary flows and concentric cylinders, while varying

the exposure times and the lethal shear stresses. Inspection of these experiments

highlights the need for more rigorous mathematical models that can predict such

blood behavior over this wide range of shear stresses and exposure times. Accord-

ingly, models were proposed to provide mathematical formulas that can be used to

predict blood-damage in artificial organs [8].

Current blood-damage models can be categorized into stress-based and strain-

based models [109]. As can be inferred from their names, the former rely on the

stresses to quantify hemolysis, while the latter use the strain to produce the same

results. Regardless of the measures used to predict hemolysis, any model should

consider all the factors that affect this phenomenon. Arora [109] listed the ideal set

of characteristics that an accurate blood-damage model would have to possess. A

summary of these characteristics is listed below, complemented with other aspects

mentioned by Griogioni et al. [7] for developing a generalized rigorous blood-damage

model:

a. The model parameters should be optimized for the sample under study, since

blood properties change from one species to another, i.e., human blood com-

pared to bovine blood. Also, it should account for the physical phenomena

associated with blood flow, e.g., tank treading and tumbling.

b. Physiological blood flow conditions may affect hemolysis significantly, e.g.,

blood-contacting surfaces, blood-air contact, thermal hemolysis, etc., therefore
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the model should eliminate these effects if it doesn’t account for them.

c. The model must agree with both steady and unsteady simple-shear hemolysis

data (not accurately obtained yet).

d. The model should span the complete spatial domain. Since the phenomenon

is inherently a three-dimensional problem, then the model should be of the

same construction. This means that the rate-of-strain tensor and the vorticity

tensor should represent the full spatial domain and should not be abstracted

to scalar values ignoring the problem’s original characteristics.

e. The model integration with a continuum CFD solver should be simple to

implement. In addition, the model should be numerically mapped to the

clinical metric of hemolysis that is, to the normalized index of hemolysis (NIH).

[108]

In addition, Grigioni et al. [7] add two important characteristics of a rigorous

model,

a. It must satisfy the principle of causality, thus the model should not reduce the

accumulated damage, even if the mechanical load present is decreased.

b. The model must account for loading history, allowing for two RBCs to behave

differently to the same load, if they have different reference deformation states.
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Stress-based hemolysis models

Blackshear et al. [151] were the first to express, using a power-law relation,

the hemolytic effect of hydrodynamical shear on RBCs using a Couètte viscometer.

Afterwards, Giersiepen et al. [110] correlated the amount of hemolysis and its rate of

change to the turbulent shear stress and exposure time as shown in equations (4.6)

& (4.7), also known as blood damage index (BDI), through a power-law formulation,

∆Hb

Hb
= 3.62× 10−7 τ 2.416 ∆t0.785100%, (4.6)

d

dt

(
∆Hb

Hb

)
= 2.8417× 10−7 τ 2.416 ∆t−0.215, (4.7)

where τ is the steady shear stress in (Pa) and ∆t is the exposure time in (seconds).

However, this model lacks some traits that weaken its rigorousness and generality.

For example, it accounts only for the uniform shear stress. However, RBCs are

subjected to time-varying, pulsatile in nature, loading [8, 152]. Moreover, the model

does not account for loading history. Therefore, Grigioni et al. [8] emphasized the

need for developing prediction models that account for all the factors that affect the

hemolysis process.

Afterwards, Girgioni et al. [7] proposed a new model, whose blood damage

index (BDI) expression is shown in equation (4.8), which includes the desired char-

acteristics. However, the difficulty of collecting experimental data to validate this
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model renders it unverified .

BDI =
N∑
i=1

C a

[
i∑

j=1

τ(tj)
b/a∆tj +D(t0)

]a−1

τ(ti)
b/a∆ti, (4.8)

where N is the number of observation time intervals (number of time steps) along

the fluid pathline. C, a and b are constants. D(t0) is the mechanical dose (damage)

at t0. The jth observation step is the time step that precedes ith step, meaning

j = i− 1.

Additionally, Grigioni et al. [153] and Lu et al. [154] reevaluated a long-

cited publication by Sallam and Hwang [155] which predicted that the shear-induced

hemolysis threshold is 400 N/m2. Discussions from both papers [153, 154] point to

the incompleteness of the approach taken in the above mentioned publication [155]

and illustrated that 400 N/m2 was an underestimated shear stress threshold.

Strain-based hemolysis models

In addition to the stress-based models, there also exist strain-based models.

The area tensor approach, equivalent to the interfacial tensor introduced by Doi

and Otha [156], was used to investigate the evolution of a fluid-like droplet in a

flow field by Maffettone and Minale [157]. Similarly, Wetzel and Tucker [158] used

this approach to model microstructures in laminar mixing of immiscible fluids. The

temporal behavior of the area tensor is deduced from the solution of the flow field.

The area morphology tensor contains significant information about the size, shape,
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and orientation of the local morphology of the discrete-phase in a continuous domain.

Arora et al. [6] modified the equation of change introduced by Maffettone and Minale

[157] to account for the physical characteristics of RBCs, i.e. tank treading.

As mentioned above the area morphology tensor holds useful information

about the dispersed phase. When rotated to its principal axes system, i.e., when the

tensor is diagonalized, the principal directions (which represent the eigenvectors of

the tensor) are indications of the most and least likely orientation of the morphology

and the proportions of interfacial area are indicated by the area tensor eigenvalues

λi, i = 1, 2, up to d, where d is the spatial dimension [158].

Arora et al. [6] proposed a modification to the evolution equation of the

morphology tensor S previously proposed by Maffettone and Minale [157]. Arora et

al. [6] modeled the physical phenomenon of RBCs, i.e. tank treading, via a rotating

frame of reference with respect to the fixed one. However, for this model to be

correct, the RBCs are assumed to have ellipsoidal shape, and remain ellipsoidal.

However, Fedosov et al. [115] simulations show that the tank treading phenomena

exhibits RBC membrane rotation combined with structural deformation.

In the strain-based model proposed by Arora er al. [6] the morphology ten-

sor is evolved along path-lines to simulate RBC trajectories. The calculations for

the morphology tensor are done off-line (post-processing) and along fictitious path-

lines. Smaller time steps are used for the integration of the tensor-evolution equa-

83



tion. When the tensor is available over the whole simulation time, the distortion

parameter φ, expressed in equation (4.9), can be calculated. Hence, the strain-based

hemolysis equation could be used to predict hemolysis.

φ = (L−B)/(L+B) (4.9)

where L and B are the axial lengths of RBCs, which are the eigenvalues of the

morphology tensor S.

The aforementioned hemolysis models, either stress based or strain-based,

emphasize the need for advancements in measurement techniques and instruments,

which can enhance the accuracy of hemolysis measurements and potentially provide

experimental data for hemolysis under unsteady shear loading. Before this can be

done, the only verified models available would be the ones that can be compared

with uniform shear stress experimental data.
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4.3 Methods and techniques

4.3.1 RBC coarse-grained model

Below are the methods and techniques that were employed to accomplish our

work. First, the CG-RBC model will be discussed. Second, the modified membrane

viscous model will be illustrated. Third, the current hemolysis models used in our

study, then we introduce the coarse-grained hemolysis model. Finally, we present

the RBC-RBC interaction model.

CG-RBC model: The model presented by Pivkin et al. [132] and further en-

hanced by Fedosov et al. [116] will be our starting point. It was initially devel-

oped by Discher et al. [102]. The model abstracts the whole RBC structure to a

two-dimensional network, mimicking the spectrin network which underlies the lipid

membrane. However, this network possesses the mechanical characteristics of the

whole RBC architecture. Thus, the free energy expression, equation (4.10)), ac-

counts for the elastic energy in the spectrin network, area conservation and bending

energies due to the lipid-bilayer membrane and volume conservation energy due to

the incompressible content, i.e. the cytosol.

Fedosov et al. [116] revisited the previous analysis done by Dao et al. [159] for the

stresses on the hexagonal network. They realized that it lacks the full definition of

the contributing forces. Hence, they complemented this analysis by accounting for
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the global and local area effects which improved the accuracy of the model-deduced

properties, namely the shear modulus µo and the modulus of area compressibility

K. For a detailed derivation of the mechanics refer to [116].

The free energy expression for the RBC can be viewed as the sum of the free

energies of the different RBC architecture components.

ERBC = Ein−plane + Ebending + Evolume + Earea, (4.10)

Ein−plane =
∑

i ∈ links

VWLC(Li) +
∑

j ∈ triangles

Cq/Aj, (4.11)

VWLC(L) =
kBTLmax

4p

3x2 − 2x3

1− x
, (4.12)

where x = L/Lmax ∈ (0, 1), Lmax is the maximum length of the network links, p is the

persistence length (m), kB is the Boltzmann constant and T is the thermodynamic

temperature (K).

Cq =
3
√

3kBTL
3
maxx

4
o

64p

4xo − 9xo + 6

(1− xo)2
, (4.13)

Ebending =
∑

kl Adjacent triangles

kbend [ 1− cos(θkl − θo) ], (4.14)
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Earea =
ka(A− Atoto )2

2Atoto
+
∑

j∈1...Nt

kd(Aj − Ao)2

2Ao
, (4.15)

Evolume =
kv(V − V tot

o )2

2V tot
o

, (4.16)

where ka, kd and kv are the global area, local area and volume constraint constants,

respectively. Ao =
√

3l2o/4, Aj is the area of the triangle j, Atoto and V tot
o are the

reference total area and volume, respectively, and they are set equal to the total

area and volume after the RBC triangulation.

From the above energy formulation, the exact nodal forces can be obtained

analytically. For every node i the force fi is calculated.

fi, bonded =
∂ERBC(xi)

∂xi
, (4.17)

where xi are the Cartesian coordinates x, y and z for i=1, 2 and 3, respectively.

The forces obtained from equation (4.17), by taking the spatial derivative of the

RBC free energy, equation 4.10, define the interactions among the RBC nodes.

These interactions can be divided into three classes: two-node interactions, calcu-

lated for all the links on each RBC surface, e.g., forces due to in-plane bond energy;

three-node interactions, calculated for all the elements (triangles) on the RBC sur-

face, e.g., forces due to area and volume constraints; four-nodes interactions, these

involve adjacent elements, e.g., forces due to bending energy.
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While the above forces define the intra-RBC interactions, i.e., bonded interactions,

governing the behavior of the RBC structure, the interactions of the RBC nodes

with the internal/external fluid particles, i.e., non-bonded interactions, are governed

by the general potential defined by Hoogerbrugge and Koelman [130], a pairwise

interaction potential, where the forces between two particles i and j comprise three

components; conservative, dissipative and stochastic, as shown in equation (4.18).

The last two components act as a thermostat to keep the mean temperature of the

system constant, while the first term defines the chemical identity of the particles.

fi, non−bonded =
N∑

j=1,j 6=i

(FC
ij + FD

ij + FR
ij ), (4.18)

where each term of the above expression is generally composed of a weight function

multiplied by the unit vector from particle i to particle j, as shown in equation (4.19).

FC
ij = aijωC(rij)r̂ij (rij < 1), (4.19)

FD
ij = −γωD(rij)(rij v̇ij)r̂ij (rij < 1), (4.20)

FR
ij = σωR(rij)r̂ijξij/

√
∆t (rij < 1), (4.21)

where aij defines the amplitude of the repulsive force between the two particles, σ

and γ are interpreted as the amplitude of the noise and the friction coefficient, re-

spectively. ωC , ωD and ωR are weight functions that provide the range of interaction

for the conservative, dissipative and random forces. The choice of ωC is arbitrary
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as long as it satisfies the condition of diminishing force at increasing separation

rij ≥ rc. Español and Warren [131] defined the relation between ωD and ωR, as

shown in equations (4.22) & (4.23), for the system to reproduce correct statistical

equilibrium states.

ωR(rij) =
√
ωD(rij), (4.22)

σ =
√

(2kBTγ). (4.23)

The above bonded and non-bonded forces provide the complete force field under

which the system of DPD and RBC particles can evolve following Newton’s equations

of motion, namely,

dxi
dt

= vi (4.24)

dvi
dt

= fi where m = 1 (4.25)

The progression of the particles is achieved by numerically integrating equa-

tion 4.24 & 4.25. Many techniques has been used to perform this temporal integra-

tion. The modified verlet scheme, equations (4.26) to (4.29), will be used in this

work. In this integration scheme, the velocities of the particles are updated twice

each time step, while the forces, which are the most time consuming computations,

are only calculated once. Since the DPD force field relies on the relative velocities,

as opposed to MD where forces depend only on coordinates, this integration scheme
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calculates the velocity of the system at t+ ∆t:

ri(t+ ∆t) = ri + ∆tvi(t) +
1

2
(∆t)2fi(t), (4.26)

ṽi(t+ λ∆t) = vi(t) + λ∆tfi(t), (4.27)

fi(t+ ∆t) = f(vi(r(t+ ∆t), ṽi(t+ ∆t))), (4.28)

vi(t+ ∆t) = vi(t) +
1

2
∆t(fi + fi(t+ ∆t)), (4.29)

where λ is a weighting factor that determines the step at which the intermediate ve-

locity correction takes place. Usually λ is taken equal to 0.5 to update the velocities

at half the time step ∆t.

4.3.2 Membrane visco-elasticity

The free energy expression introduced above, in equation (4.10), deals with the

RBC structure as a pure elastic material. This is acceptable for certain problems,

for example, if the dynamics of the RBC are not important, such as in the stretching

experiments by Fedosov et al. [116]. Realistically, this is not true as it neglects the

dissipative nature of the lipid membrane. Therefore, we will follow the fluid particle

model introduced by Español [160] and implemented by Fedosov et al. [115] in the

CG-RBC model to incorporate the viscoelastic effects into the intra-RBC forces.

The model modifies the forces due to the in-plane energy from only having an elas-

tic behavior, attractive and repulsive components, and adds dissipative and random

forces that satisfy the dissipation-fluctuation theorem. The following equations de-
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fine the dissipative and stochastic forces acting along the inter-particle separation

vector r̂ij in order to model accurately the visco-elastic properties of the RBCs.

FD
ij = −Tij · vij, Tij = A(rij)1 +B(rij)eijeij, (4.30)

FR
ij =

√
2kBT

(
Ã(rij)dW

s
ij + B̃(rij

tr[dWij]

3
1 + C̃(rij)dW

A
ij

)
· eij, (4.31)

where eij = r̂ij/rij is the unit vector between the particles i and j, rij is the mag-

nitude of the vector r̂ij.

A(r) =
1

2

[
Ã2(r) + C̃2(r)

]
, (4.32)

B(r) =
1

2

[
Ã2(r)− C̃2(r)

]
+

1

3

[
B̃2(r)− Ã2(r)

]
, (4.33)

A(r) and B(r) are set to γT and γC , respectively. Then, Tij = γT1+γCeijeij,

where γT and γC are the dissipative coefficients. Now, the dissipative interactions

can be rewritten as,

FD
ij = −[γT1 + γCeijeij] · vij = −γTvij − γC(vij · eij)eij, (4.34)

FR
ij =

√
2KBT

(√
2γTdWs

ij +
√

3γC − γT tr[dWij]

3
1

)
· eij, (4.35)
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where tr[Wij] is the trace of the random matrix of Wiener increments dWij, and

the dWs
ij is the traceless symmetric part, with dWs

ij = 1
2
[Wij + WT

ij].

The above defined dissipative and random forces combined with the elastic

spring (due to in-plane energy) forces resemble a viscoelastic spring with a constant

equilibrium temperature equal to kBT .

Finally, the membrane shear viscosity is related to the dissipative coefficients γT

and γC as in equation (4.36), by applying a constant shear rate γ̇ to the hexagonal

network of triangles. Then, the shear stress τxy is proportional to the shear rate γ̇

via the membrane viscosity ηm.

ηm =
√

3γT +

√
3γC

4
(4.36)

4.3.3 Application of the Pathlines to the coarse-grain RBC

model

The hydrodynamic loading results in local forces fi that are transmitted from the

fluid to every element i on the RBC surface by the dot product of T, the stress tensor

(due to the hydrodynamic load), and ni the normal to each triangular plaquette.

The stress tensor T applied to the RBC was calculated from the velocity gradient
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tensor ∇u by the following relation:

T = −pI + τ , where τ = µ(∇u+∇uT ), (4.37)

where p is the pressure, I is identity matrix, τ is the deviatoric stress tensor and µ is

the fluid viscosity. The resultant forces act on the centers of the triangular elements.

Afterwards, they are divided equally across the participating nodes of each element

to compute the nodal forces.

4.3.4 The hemolysis models considered

Since one of our goals in this work is to fill the gap between the collective hemol-

ysis models, either stress-based or strain-based, and the proposed molecular model

in hand, we first compare the calculated blood damage using the deformation of an

actual RBC model [116, 115] to the damage predicted by the droplet model pro-

posed by Arora et al. [6]. This comparison is very beneficial, because it tests how

accurate the droplet model in simulating the dynamics of the RBCs. Additionally,

we show how this compares to the widely used stress-based model by Griepsen et

al. [110] shown in equation (4.38) and its modified version by Grigioni et al. [7],

equation (4.39) .

∆Hi = αCtα−1
i τ(ti)

β∆ti (4.38)
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∆Hi = αC

[
i∑

j=1

τ(tj)
β/α∆tj +HI(to)

]α−1

τ(ti)
β/α∆ti (4.39)

Note that the strain-based model by Arora et al. [6] use the same functional

form, shown in equation (4.38), to predict the blood damage as the one proposed

by Griepsen et al. [110]. However, both differ in how the scalar measure of the

hydrodynamic stress is defined. The first computes τ , in equation (4.38), as a

function of the distortion parameter φ as a measure of the strain in the RBC, shown

in equation (4.40). While the latter uses τ =
√

1
2
τ : τ , as the instantaneous measure

of the shear stresses.

τ = µ
(φf1)

(
√

1− φ2f2)
, (4.40)

where φ=(λmax− λmin)/(λmax + λmin) is the instantaneous shape distortion param-

eter introduced by Arora et al. [6], λmax and λmax are the maximum and minimum

eigenvalues of the morphology tensor S) of the droplet. In our simulations, we cal-

culated the distortion parameter, φ from the eigenvalues of the inertia tensor I of

the RBC coordinates produced by our simulations.

4.3.5 Coarse-Gained Hemolysis Models

Now we introduce how hemolysis is explored locally on the RBC surface. In other

words, instead of studying the overall deformation of the RBC, a more detailed

information was used to explore how hemolysis happens on the microscale. Before
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being able to apply Evans et al. [161] hypothesis to our simulations, we need to

calculate locally at every node on the RBC surface the tension, area expansion and

bending. Additionally, since the failure of the membrane is rate dependent, the rate

of loading also has to be calculated at each time step. Finally, we need a method to

calculate the statistical probability of failure, because of all the uncertainties in the

process including the model, assumptions to simplify the flow characteristics, etc.

To use the relations deduced by Evans at al. [161], we needed a method to calculate

the surface tension map on the discretized RBC surface. Therefore, a constitutive

relation between the forces acting on the nodes and the resultant surface tension

is obtained is required. We started from the analysis carried by Dao et al. [127]

and extended by Fedosov et al.[116, 115] for a hexagonal network of equilateral

triangles, then we tailored the analysis to a more generalized case. From the arbi-

trary hexagonal network shown in figure 4.18, we can divide the forces sensed at

the vertices of this triangular network into in-plane and out-of-plane forces. Only

the in-plane forces are relevant in this analysis because they induce changes in the

area of the triangular plaquettes. Each vertex in the network is associated with

cn links (where cni is the coordination number of vertex i), however, each link is

shared by two vertices. Therefore, each vertex is virtually affected by cni/2 links.

Similarly, each vertex participates in cni elements. While every element is shared

by three vertices, consequently, each vertex is affected by cni/3 triangular elements.

The Cauchy stress tensor ταβ can be calculated from the Virial (See chapter 2 in

[162]) for the pairwise interaction between the vertices. In addition, the forces from
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the area constraints can be obtained from the differentiation of the energy terms,

ταβ|springs = − 1

S

[
1

2

cn∑
i=1

f(ri)

ri
rαi r

β
i

]
, (4.41)

where f(:) is the spring-like force between two vertices, ri are the coordinates of

neighboring vertices where i = 1, 2, . . . cn, and cn is the coordination number of

each vertex. α and β can be x or y. S = cn/3
∑cn

i Ai/cn is the representative area

element (RAE) associated with the node v.

ταβ|area = −

[
1

3

cn∑
i=1

ka(Aoi − Ai)
Aoi

]
δαβ, (4.42)

where ka is the global area constrain coefficient, Aoi is the initial area of the tri-

angular plaquette i, Ai is the current area of the plaquette after deformation. The

summation of equations (4.41) and (4.42) gives the surface tension γ experienced at

the node v. The coefficient of one third accounts for the share of the cn participating

neighboring vertices.

4.3.6 Loading Rate Calculation and Accumulated Damage

Following Evans et al. [161] the loading rate for every element throughout the

trajectory is determined directly from the change in calculated tension between

successive simulation steps. Therefore, for every element at each time step, one of the

equations (4.45b) or (4.45a) is used to obtain the rupture surface tension depending

on the loading rate value. The rapid loading regime equation is straight forward to
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Figure 4.18: A schematic diagram for a general case where vertex v is associated

with 6, inequivalent triangular, elements depicting the forces acting on vertex v,

1) due to pairwise interaction between the network vertices i.e., Fv1, Fv2, ..., Fv6 , 2)

resultant forces of the local and global area constraints, i.e. FA1, due to an expansion

area δA=A1 − A1o.

use, while the slow rate equation is more complex. Therefore the slow rate regime

data was fitted with a 4th order polynomial to simplify the process of obtaining the

rupture tension corresponding to a certain loading rate. It is important to note that

due to the discrete nature of the RBC model not all the nodes will undergo the
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same loading state nor behave the same. Every node will be affected by the state

of the neighboring nodes. This means that at each time step a fraction of the nodes

is subjected to tension and another will be either compressed or experiencing no

loading. Thus, inspecting the local tension allover the membrane surface is using

the following procedure. First, by calculating the surface tension γ(t) at each node,

only the nodes that has positive tension are considered (nodes under compression

are ignored). Second, for the nodes of interest the loading rate <σ is calculated,

using equation (4.43), by finding the difference in tension divided by the difference

in time between current and previous time steps.

<σ =
γ(ti)− γ(ti−1)

ti − ti−1

, (4.43)

where i and i− 1 refer to current and previous instances in time, respectively.

A new measure for accumulated damage DM−tot, equation (4.44), is introduced

here. It is based on the fractional damage DM−i, where D is the ratio between

the increment in tension ∆γ over the time step i divided by the rupture tension γr

calculated for the same time interval i.

Dtot = ΣN
i=1

∆γ

γr
(4.44)
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Defect-limit (high loading rate):

γ

γδ
≈ Loge

(
<γ
v0δγδ

)
(4.45a)

Cavitation-limit (slow loading rate:

−γc
γ

+ Loge

[
(γ/γc)

5/2

(1 + γ/2γc)

]
≈ Loge(

<γ
νδcγc

) (4.45b)

4.3.7 Local Curvature Calculation

The local mean Gaussian curvature κ at each vertex was calculated using a quadric

fitting method in detailed in Petitjean [163]. Briefly, at each point of interest a local

frame is positioned with the z-coordinate aligned with the normal at this point.

Afterwards, the points in the local neighborhood of the point of interest were fitted

using a quadric. Then, the curvature of that quadric is taken to be the estimate of

the curvature for the nodes forming this discrete surface. The local Gaussian mean

curvatures were calculated by post-processing the coordinates of RBC at specified

points in time along the trajectory (see Appendix C).

4.3.8 RBC-RBC interaction

Neu and Meiselman [145] proposed a theoretical model to calculate the interaction

energy φI between two cells using the depletion-mediated model. In their model only

the depletion and electrostatic forces are considered. The exterior surface of RBC,
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termed glycocalyx, is a complex layer of proteins and glycoproteins as shown in

figure (4.19) and bears a net negative charge. Thus any two approaching RBCs

sterically repel each other at a distance equal to twice the glycocalyx layer thickness

∼ 10 nm where a single layer of glycocalyx is ∼ 5 nm thick. Thus, the maximum

affinity between two cells, minimal interaction energy, occurs at a distance more

than twice the glycocalyx layer as shown in figure (4.17). As already stated, Neu

and Meiselman [145] considered the total interaction energy as the summation of

the depletion and electrostatic energies, namely;

φI = wDep + wE (4.46)

wDep = −2Π

(
∆− d

2
+ δ − p

)
, (4.47)

wE =
σ2

δ2εεoκ3


sinh(κδ)(ekδ−κd − e−κd) d ≥ 2δ

(2κδ − κd)− (e−κδ + 1)sinh(κδ − κd)− sinh(κδ)eκd d < 2δ

(4.48)

where Π is the osmotic pressure, ∆ is the depletion thickness layer, d separation

between adjacent surfaces, δ is the thickness of attached polymer layer. κ−1 is the

Debye-Hückel length.
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Figure 4.19: Glycocalyx, the cell coat, consisting of glycoproteins and oligosac-

charides. Taken from (http://www.sparknotes.com/biology/cellstructure/

cellmembranes/section2.rhtml

Neu and Meiselman [145] compared their theoretical model with cell-cell affinities

experimental data. Good agreement with the experiments was found.

A similar approach will adopted in this work, although, the cell-cell interactions

will be discretized in our simulations. Therefore, in the event of two approaching

cells, a threshold distance is set for the proximal points belonging to different cells

before they can interact. In other words, if two nodes from adjacent surfaces lie

within the preset distance, an additional force is added to each of the interacting

nodes. The magnitude of the force is correlated to the average area each node

occupies on the RBC surface. This average area is determined at the beginning
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of the simulation, where the total surface area is distributed amongst the number

of nodes in the RBC model. The simplicity of this approach constrains us to use

a single model for the RBCs in our simulation. This means that in the case of

considering both healthy and diseased RBCs together in one system, a different

approach for detecting contact should be employed. However, this discretization

approach will not affect the implementation of a variable connectivity simulation,

in which the number of springs in a network might change, while its vertices remain

the same. In this case the area per vertex would not change.

In our approach the threshold will be set as the summation of the glycocalyx

thickness (10 nm) and the diameter of one RBC node, which is the diameter of a

circle that has an area equal to the area occupied by each RBC node. An illustration

is shown in figure (4.20), where the point on the top RBC is close (within the

threshold) to another two nodes on the bottom RBC. Then, for example, the node

on the top RBC, would experience two forces, each one acting along the vectors

connecting it with the two bottom nodes. The value of each force depends on

the distance between the two nodes. When the separation distance is known, the

interaction energy and hence the force can be obtained the equations (4.49) & 4.50,

provided by Neu and Meiselman [145], namely;

φI(r) = De(e
2β(ro−r) − 2eβ(ro−r)), (4.49)
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f(r) = 2Deβ(e2β(ro−r) − eβ(ro−r)), (4.50)

where φI(r) and f(r) are the interaction energy and interaction force per unit area,

respectively. De is the energy at the zero force distance ro, r is the RBC-RBC

separation distance and β is a scaling factor.

Figure 4.20: Schematic drawing of two RBCs in close proximity. The node on the

top RBC lies within the threshold distance with respect to the two nodes on the

bottom RBC.
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4.4 Results

In this section, we start by presenting the verification for the DPD-RBC model

through the stretching and recovery experiments. Then, we discuss the underlying

physics of RBC deformation and hemolysis by the means of a set of numerical

experiments. Finally, we conclude with the simulations of the RBCs through PHVs

and the interpretation.

4.4.1 Stretching experiments

In the stretching experiments, the axial and transverse diameters are plotted

against the stretching forces as shown in Figure 4.21. Also, the quality of the mesh

is reflected in the local anomalies observed in the stretched RBC structure as shown

in Figure 4.22 where buckling can be observed in the stretched mesh. Even though

the axial diameter agrees with the experiments and Fedosov et al. [116] simulations,

the topology of the stretched cell is not smooth as shown in [116].

4.4.2 RBC Relaxation

Another way verify the dynamics of RBC model we used in our work, we stud-

ied the RBC recovery through applying a stretching force and then observing the

relaxation of the RBC after the release of the external force. The relaxation of the

RBC was monitored under the application of the stretching force f, analogously to
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Figure 4.21: Stretching results from our code using the mesh generated by Gambit,

Nv = 170, without energy relaxation, plotted together with the advancing front

Gridgen mesh [116], Nv = 500, the same mesh with energy relaxation and the

results obtained through OT [103] experiments
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Figure 4.22: A RBC under a stretching force of 100 pN using a Nv=600 mesh. Image
produced from our stretching experiment
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that index introduced in ([164]), the time-dependent elongation index, e(t) used as

follows:

e(t) =
(λ− λinf)(λ0 + λinf)

(λ+ λinf)(λ0 − λinf)
= exp

[
−(

t

tc
)δ
]
, (4.51)

where λ = DA/DT , λ0 and λinf correspond to the ratios at times t = 0.0 and

t = inf, tc is the characteristic time (known to be ≈ 0.1 ∼ sec for RBCs, and δ is

the exponent (Note that in ([164]) δ = 1, and thus equation (4.51) is a generalization

of the equation (11) in ([164]). In these recovery experiments the time scale exponent

α was set to 0.75. Figure 4.23 shows the recovery of a RBC after deformation by a

force of 7 pN with membrane viscosity µm = 0.022 Pa.s. Different fits for a range

of α and δ were explored (only the best two are shown).

4.4.3 Analysis of the Underlying Physics

As mentioned earlier, hemolysis is a multi-scale multi-dimensional process. It

involves events spanning from a sub-second to days on the time scale and from

nano-meters to centimeters on the length scale. Therefore, when studying hemol-

ysis processes the length and time scale determine the methods that can be used

and assumptions to be made. In this work, we are exploring the events taking place

on the RBC length scale. As for the time scale, hemolytic processes can be divided

into two phases, short-term and long term hemolysis. Since our main goal to en-

hance the design of heart assisted devices, specially PHVs, we are dealing with a
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Figure 4.23: The elongation index e(t) is plotted with time. Two fits are shown for

different values of tc and δ.
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few cardiac cycles, which can be considered as the short-term hemolysis. At this

phase, the damage is attributed to the surface tension magnitudes across the mem-

brane, which differ from one location on the surface to another causing some areas

to feel tension and others to experience compression, as illustrated by Figure 4.24

the surface tension average and standard deviation along one of the pathlines that

we be discussed later in section 4.4.7. The applied tension cause the spontaneous

pre-pores [161, 165] to evolve and create holes in the membrane. These holes con-

sequently result in loss of the hemoglobin. Due to the complex composition of the

RBC membrane, the exact magnitudes at which the membrane forms these holes

is unknown. The complexity is compounded further by the dependence of the rup-

ture tension on the rate of loading. This level of detailed information is not yet

available for the RBC membrane. However, it is expected to be about half or less

than the rupture tension of the pure lipid bilayers [161]. It worth mentioning that

at a larger time scale ∼days, i.e. long-term hemolysis, another factor contributes to

the damage, which is the cyclic nature of the load imposed on the RBCs during its

life in the circulation. This cyclic nature of the load, i.e. fatigue, eventually leads

to the damage of the spectrin network, which is referred to as aging [166]. The

RBCs aging is manifested as the change in their material properties affecting their

deformability and strength, however, these properties are assumed to be constant

during the short-term hemolysis. Such assumption is supported by Discher et al.

[122] fluorescence-imaged micro-deformation (FIMD) experiments that illustrated

the solid-like behavior of the spectrin network, even when the RBC is under tension

for a long periods of time (∼30 minutes).
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Another important point to consider is the complexity of the flow field. All the

hemolysis experiments, upon which the hemolysis models were based on, applied

one-dimensional simple shear stresses. However, when breaking down a sample

pathline, illustrating the trajectory of a RBC through a PHV, we can see the com-

plexity of the flow field represented by the unequal magnitudes and frequencies of

the different components of the velocity gradient tensor, as shown in Figure 4.25.

Figure 4.24: A box plot illustrating the distribution of surface tension magnitude

and their standard deviation along one of the pathlines studied in section 4.4.7.

In the following sections, we analyze through a set of designed numerical ex-

periments (see Table 4.1) the drawbacks of current hemolysis prediction models,
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Figure 4.25: A plot of the velocity gradient tensor components for pathline C as

discussed later in section 4.4.7

111



for example, which is more appropriate for predicting damage the stress-based or

strain-based models. Also, the goal of these experiments to understand the differ-

ence between the macroscopic and microscopic models in predicting hemolysis and

whether is there any advantages of using one over the other.

The loading conditions were altered through the velocity gradient tensor, ∇u,

components. In each case, one or two components were set to non-zero value. In

most of the cases the load has a sinusoidal form, ∂ui/∂xj = Aosin(ωt), where Ao

is the magnitude of the shear rate, ω is the frequency, in rad/sec of the sinusoidal

load, i and j could be x,y, or z. But, also in case no.5 the load is a step function.

Table 4.1 gives a description for the non-zero components of the velocity gradient

tensor in each case along with the values of their parameters.

Table 4.1: A description for the loading conditions for each case and the parameters defining each.

Case no. Non-zero term(s) Parameters

1 ∂w/∂x = Aosin(wt) Ao=2000, ω = 10 rad/s & 0 ≤ t ≤ 0.2 sec

2 ∂w/∂x = Aosin(wt) Ao=2000, ω = 100 rad/s & 0 ≤ t ≤ 0.2 sec

3 ∂w/∂x = Aosin(wt) Ao=2000, ω = 1000 rad/s & 0 ≤ t ≤ 0.2 sec

4 ∂v/∂z = Aosin(wt) Ao=2000, ω = 100 rad/s & 0 ≤ t ≤ 0.2 sec

5 ∂w/∂x = Ao
Ao=0 & 0 ≤ t ≤ 0.05sec

Ao=0 & 0.05 ≤ t ≤ 0.2 sec

6
∂u/∂y = 2

3
Aosin(wt) Ao=2000, ω = 100 rad/s & 0 ≤ t ≤ 0.2sec

∂v/∂x = 1
3
Aosin(wt) Ao=2000, ω = 100 rad/s & 0 ≤ t ≤ 0.2sec

4.4.4 Fundamental Driving Force for Hemolysis

The main question is, what is the real driver of hemolysis? Is it a reasonable to

assume that stresses cause damage instantaneously even if no strain has yet taken
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place? The stress-based models relate the damage inflected on the RBCs to the

imposed stresses, rather than the resultant strain. However, the visco-elasticity of

the RBC membrane articulates the difference between the two approaches.

In this section, we examine the validity of the assumptions made in the stress-

based models: 1) relating the damage of the RBC to the stress rather than the strain,

in other words, whether stress is the correct indicator of damage, 2) abstracting

the complex three-dimensional stress field into an effective scalar stress value (see

appendix D). Hemolysis is quantified by the amount of hemoglobin released from

the RBCs into the blood stream that is the result of the pores opening when the

RBC membrane is under strain.

Therefore, in order to determine what is the accurate of indicator of damage, we

examine the stress-strain relation of the RBCs. We start by comparing cases no.2

and case no.6. Shown in Figures 4.26a & 4.26b are the equivalent stresses used in

the stress based models [110, 7], red curve, and the effective stresses (calculated from

equation 4.40) used in the DPD-RBC model, blue curve. The equivalent stresses,

τeq, are equal in both cases, but the strains are different, consequently the damage

as shown in Figures 4.27a & 4.27b. This comparison shows how the stress-based

models fail to determine the effect of the three-dimensional nature of the flow field.

Additionally, we carried out a similar test between case no.2 and case no.4, where

the same equivalent stresses were applied by different components of the velocity

gradient tensor, however, the difference between this test and the previous one is
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that the applied load was a simple one-dimensional shear. Interestingly, the damage

in cases no. 2 and 4 are almost the same is

(a)

(b)

Figure 4.26: The effective stresses for two different sinusoidal loads, a) ∂w/∂x =

2000sin(100t), b) ∂u/∂y = 2
3
2000sin(100t), ∂v/∂x = 1

3
2000sin(100t). The equiv-

alent stresses used in the stress-based are the solid-red curve, while the solid-blue

curve represents the equivalent stresses for the DPD-RBC strain-based model.
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(a)

(b)

Figure 4.27: The blood damage index, BDI for cases no.2 and no.7. a) ∂w/∂x =

2000sin(100t), b) ∂u/∂y = 2
3
2000sin(100t), ∂v/∂x = 1

3
2000sin(100t). The damage

predicted from the stress-based models is represented by the blue line, while the

damage predicted by the DPD-RBC model is the orange line.
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This is a test for the sensitivity of the stress-based models with regards to one-

dimensional shear stresses. In this test two loading conditions produce the same

equivalent stresses (used in the stress-based models [110]) and also the same ef-

fective stress (using the DPD-RBC model with equation (4.40)). The magnitude

and frequency in both cases are equal, the difference is the non-zero component

was ∂w/∂x in case no.3, shown in Figure 4.28a and ∂v/∂z in case no.4, shown in

Figure 4.28b.

A second test, which emphasizes the importance of considering the rate of loading

in the hemolysis model, was carried out to illustrate one of the major setbacks of the

stress-based models [110]. Figure 4.29 shows the equivalent and effective stresses for

cases no. 2 and 3, while Figure 4.30 shows the damage accumulated in both cases.

The difference between the two cases is the frequency of the applied stresses. In

case no.2 ω=100 rad/s, while in case no.3 ω=1000 rad/s. As shown in Figures 4.29a

& 4.30b, the rate of loading has a significant effect on the RBC deformation and

hence damage. The results of this test agree with the DTS experiments by Evans

et al. [161], which showed that at higher frequencies of loading the magnitude of

stresses required to cause damage also increases. Consequently, this test points to

the weakness of the stress based models which extremely overestimates the damage

in case no.3, while in fact almost no damage occurred as shown in Figures 4.30a &

4.30b.
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(a)

(b)

Figure 4.28: The effective stresses for two different sinusoidal loads representing

cases no.2 and 6, a) ∂w/∂x = 2000sin(100t), b) ∂v/∂z = 2000sin(100t). The

equivalent stresses used in the stress-based are the solid-red curve, while the solid-

blue curve represents the equivalent stresses for the DPD-RBC strain-based model.
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(a)

(b)

Figure 4.29: The effective stresses for two different sinusoidal loads, a) ∂w/∂x =

2000sin(100t), b) ∂w/∂x = 2000sin(1000t). The red curve represents the equivalent

stresses used in the stress-based, while the blue curve represents the equivalent

stresses for the DPD-RBC strain-based model.
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(a)

(b)

Figure 4.30: The blood damage index, BDI for cases no.2 and no.3. a) ∂w/∂x =

2000sin(100t), b) ∂w/∂x = 2000sin(1000t). The damage predicted from the stress-

based models is represented by the blue line, while the damage predicted by the

DPD-RBC model is the orange line.
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The third test examines an important question regarding the orientation of the

RBC with respect to the flow field. Two simulations we performed using the same

loading conditions as in case no.2, but in one simulation the RBC was rotated 90◦

at the entrance. Figures 4.31a & 4.31b show the accumulated damage in the two

cases is almost equal

4.4.5 Global versus Local Indicators of RBC Damage

In this section, we are exploring an important aspects of this study, which is

whether damage predicted originates form the local damage and whether the global

indicator such as φ, is the correct measure for damage. We will investigate this

by analyzing the damage accumulated at different location across the membrane.

This was achieved finding the locations of the maximum, minimum and maximum

accumulated damage. For example, Figure 4.32, illustrates the change in surface

tension along the trajectory of case no.2 for two locations on the RBC surface, the

minimum and maximum accumulated damage in Figure 4.32a & 4.32b. It is clear

from Figure 4.32 that the damage caused by the positive surface tension represented

by the red shaded area increases in the right plot (location with maximum damage)

compared to the left plot (location with minimum damage). Afterwards, the integral

of the surface tension trajectory for each node is calculated, where the node with the

largest integral resembles the location of maximum damage, as shown in Figure 4.33,

where nodes are sorted by the integral that indicates the accumulated damage. In

order to investigate the local deformation and consequently the damage, we used
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(a)

(b)

Figure 4.31: The blood damage index, BDI for case no.2, where ∂w/∂x =

2000sin(100t), for two RBCs with a orientations at the entrance.
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the local distortion parameter, φL, as a local indicator for damage. Where each

node has its own damage indicator, which is calculated from the nearest-neighbors

forming a patch on the membrane. Therefore, the 1st nearest-neighbors of each

individual node were used to obtain a local inertia tensor, which was then solved to

obtain the eigenvalues for that specific area of the membrane. The average of the

local deformation is expected to correspond to the global distortion φg.

(a) (b)

Figure 4.32: The surface tension trajectory for the locations of accumulated mini-

mum damage (a) and maximum damage (b).

Shown in Figure 4.35 are the local distortion φL−max for maximum (blue curve)

and φL−avg average accumulated damage (black curve) and the global distortion

parameter φg (red curve). The Figure depicts that the average local distortion is

greater than the global distortion parameter. First, we address the question whether

we should inspect local damage indicators or the global measures are enough. To
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Figure 4.33: The accumulated damage (mN.s/m) for all the nodes representing the

RBC surface (611 nodes).

answer this question, we check back the assumptions made in the first place to use

the global distortion parameter, φg. Arora et al. [6] relied on the assumption that

the RBC becomes ellipsoid and remains ellipsoid under shear stresses. Under this

assumption two degrees of freedom were enough to represent the deformation of the

RBC, which by the length of the axes of the ellipsoid. However, as shown in Fig-

ure 4.34 the RBC structure is not exactly an ellipsoid. It can be seen in Figure 4.34c,

that the ellipsoid has dents in the sides. The distortion parameter φg is this case

does not provide an accurate measure of the local strains on the RBC surface. In

this case the local distortion parameter φL, like shown in Figure 4.36a & 4.36b, gives

a better measure for the deformation of the RBC because it does not only consider

the areal strain but also it accounts for the local curvature. Therefore, the defor-
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mation and hence the damage predicted using the local distortion parameter will be

more representative than just using the global distortion parameter. Nevertheless,

the main challenge here is the lack of accurate experimental data that quantifies

hemolysis, which we can use to validate the accuracy of the localized strain-based

model approach presented above.

4.4.6 Physics of Hemolysis

The properties and hemolysis mechanisms of RBCs have been studied using a

variety of experimental techniques, such as micropipette aspiration [167, 168, 169],

flow through micropore membranes [170, 171], ultrasonic fragility studies [172] and

osmotic shocks [173]. The results have led to various theories regarding hemolysis

pathways, including colloid osmotic lysis, erythrophagocytosis, perforation of the

membrane and fragmentation of corpuscles [174]. In this study, we focus on me-

chanically induced hemolysis in the context of prosthetic heart valves. We therefore

do not consider colloid osmotic lysis, which is caused by cation disturbances across

the membrane, nor erythrophagocytosis, which is caused by macrophages extracting

coated RBCs from the blood stream.

In order to explore the most likely hemolysis pathway for RBC flowing through

PHVs. we make use of the experimental findings [161, 170, 175, 165] to theorize

whether hemolysis in PHVs is due to the perforation of the membrane or the frag-

mentation of the RBCs. To answer this question the local surface tension magnitudes
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(a)

(b)

(c)

Figure 4.34: Snap shots of the RBC structure at the points marked a, b and c in

Figure 4.28b.
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Figure 4.35: The local distortion parameter, φl−max for maximum accumulated dam-

age (blue curve), average accumulated damage φL−avg (black curve) and the global

distortion parameter φg (red curve).
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(a)

(b)

Figure 4.36: (a) The local eigenvectors representing the local distortion for node “O”

surrounded by the 1st-nearest neighbors (vertices from 1 to 6), (b) an illustration

of the local eigenvectors calculated at varies nodes on the RBC surface.
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calculated from the hemolysis coarse-grained approach presented in this dissertation

are compared to the calculated surface tension values required to rupture the RBC

membrane. However, this is not trivial, due to the complexity of hemolysis processes

and the lack of enough experimental data about the rupture tension values for RBC

membranes. Therefore, we take the rupture tensions for pure lipid bilayers [161]

as a qualitative reference. The magnitudes of local surface tensions calculated over

the RBC surface were one order of magnitude less than the required tensions. Since

there is no indication that a complete breakdown of the RBC structure (fragmenta-

tion hemolysis) is taking place during a single cardiac cycle, rather it suggests that

pores open across the RBC membrane allowing hemoglobin to exit. Additionally,

the filtration experiments by Chien et al. [170] and osmotic driven hemolysis exper-

iments by Anderson et al. [173] show that the open pores in the membrane reseal

rapidly, if the stresses were released in less than ∼ 1 second, which is in the same

order of the single heart beat. In other words, the life-time of the hydrodynamic

stresses imposed by the PHVs on RBCs is insufficient to cause permanent damage

to the structure. On the other hand, the level of stresses required to rapidly lysis

RBCs into fragments lies in the range of 103-104 (Forstrom jet tests [176] and ul-

trasonic hemolysis [172]), which is two orders of magnitude higher than equivalent

scalar stresses calculated for PHVs [177].Therefore, we conclude that is more likely

that the hemolysis pathway for the RBCs flowing the PHVs under study is of the

membrane perforation mechanism [174].
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4.4.7 Simulation for a Real Device

Figure 4.37: The four pathlines that are considered in this study.

In our study multi-scale simulation techniques were involved. First, CFD-FSI

coupled simulations were conducted [177] to simulate a Newtonian fluid, with a

blood equivalent viscosity, through an aortic prosthetic valve (St.Jude Medical Inc.

Minneapolis), from which the flow domain was obtained. Then, the flow field solu-

tion was used to extract the velocity gradients tensor, ∇u, along the trajectories of

massless particles. However, a countless number of trajectories could be sampled,

a few interesting pathlines that RBCs undergo during their passage through the
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heart were chosen. Figure 4.37 show the path of the four sample trajectories. They

represent different scenarios for RBC passage through the aortic valve with varies

residence times 0.108, 0.12, 0.9088 and 1.0304 seconds for the pathlines A, B, C and

D, respectively. Obtaining and analyzing the deformation of the RBCs along these

pathlines enable us to study the effect of hydrodynamic loading and if possible point

out the flow conditions that causes damage to the membrane locally. An explicit

and accurate representation of the RBC and its deformation states were attained

using the mesoscopic model proposed by [116, 115]. The procedure followed starting

from the pathline data to the hemolysis quantification is explained below.

Here we compare the strain-based hemolysis model relying on the DPD-RBC

simulations output with the stress-based hemolysis model by Griespen et al. [110],

equations (4.38), with the trajectories of the four sample pathlines were applied

to the DPD-RBC model and the coordinates of the RBCs were used to calculate

the eigenvalues of the RBC structure, hence the stresses felt by the RBC. Then

the anticipated damage in both cases was compared. Figures 4.38-4.41 show the

eigenvalues of the RBC structure (on top) and the scalar stresses for the different

hemolysis models in equations (4.38), (4.39) & (4.40) (on bottom). Note that the

droplet model used by Arora et al. [6] assumes a spherical shape (unity eigenval-

ues) prior to deformation. Since the actual undeformed RBC model has non-unity

eigenvalues, the eigenvalues used in our calculations and plotted in Figures 4.38-4.41

are scaled to the initial eigenvalues of the RBC model (at t=0). Bottom of Figures

4.38-4.41 demonstrate the different measure of τ , the stresses experienced by the
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RBC, calculated from the DPD-RBC model and from equation (4.40). There are

discrepancies between τ calculated from the two techniques. First, the phase shift

emphasizes the visco-elastic behavior of the RBC pronounced in the lag-time, in

both loading and unloading cases, between the peaks of the two curves (solid gray

and dashed blue). Second, the magnitude of the two curves is not the same all the

time because the stress calculated from the double inner product of the stress tensor

τ (solid gray curve) neglects the actual shape of the RBC and the 3D nature of the

problem. However, the application of the stress tensor τ in the DPD-RBC simula-

tions produces the correct deformation and reflects it in the distortion parameter φ

(dashed blue curve). The evolution of the morphology tensor (the droplet model)

used by Arora et al. [6] underestimates the deformation and hence the stresses.

Shown in Figures 4.42-4.45 are the hemolysis indices for four different models

Giersiepen et al. [110] is the blue curve, Grigioni et al. [7] is the green curve, Arora

et al. [6] is the magenta curve and RBC-DPD simulations is the orange curve. The

strain-based hemolysis model using the morphology tensor to represent the RBC

underestimates the damage in all of the four cases, while the damage predicted us-

ing the strain-based model (equation (4.40)) with RBC-DPD simulations shows a

better agreement with the stress-based models (equation (4.38) and (4.39)), with

slight difference in total accumulated damage. The damage predicted for pathlines

C Figure 4.40 and D Figure 4.41 by the RBC-DPD simulation agrees more with Gri-

gioni et al. [7] model, while not far from that of Giersiepen et al. [110]. Interestingly,

for pathline B the stresses calculated and hence the predicted damage, using equa-
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Figure 4.38: Pathline A: (Top) are the eigenvalues of the inertia tensor for the RBC

coordinates along the trajectory. (Bottom) are the equivalent instantaneous stresses

used to calculate the damage indices for the stress-based and the strain-based. The

solid-gray line gives τ in equations (4.38) & (4.39), the dashed-gray line for Arora

et al. [6] and the dashed-blue line from our simulations, where the last two stress

were used in equation (4.40).
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Figure 4.39: Pathline B: (Top) are the eigenvalues of the inertia tensor for the RBC

coordinates along the trajectory. (Bottom) are the equivalent instantaneous stresses

used to calculate the damage indices for the stress-based and the strain-based. The

solid-gray line gives τ in equations (4.38) & (4.39), the dashed-gray line for Arora et

al [6] and the dashed-blue line from our simulations, where the last two stress were

used in equation (4.40).
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Figure 4.40: Pathline C: (Top) are the eigenvalues of the inertia tensor for the RBC

coordinates along the trajectory. (Bottom) are the equivalent instantaneous stresses

used to calculate the damage indices for the stress-based and the strain-based. The

solid-gray line gives τ in equations (4.38) & (4.39), the gray-dashed line for Arora

et al. [6] and the blue-dashed line from our simulations, where the last two stress

were used in equation (4.40).
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Figure 4.41: Pathline D: (Top) are the eigenvalues of the inertia tensor for the RBC

coordinates along the trajectory. (Bottom) are the equivalent instantaneous stresses

used to calculate the damage indices for the stress-based and the strain-based. The

solid-gray line gives τ in equations (4.38) and (4.39), the dashed-gray line for Arora

et al. [6] and the dashed-blue line from our simulations, where the last two stress

were used in equation (4.40).
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tion (4.40), for the RBC-DPD simulation are overestimated compared to Giersiepen

et al. [110] equation (4.38). This case clearly demonstrate the complexity and the

three-dimensional nature of the problem in hand. Although the maximum stresses

in pathline B are less than that reached in cases C and D and the residence time

for pathline B is about five times smaller than that of pathline C and D, yet the

accumulated damage for case B exceeds that in C and D by about 25% and 30%,

respectively. The deformation history of a RBC along the pathlines is the reason

for the convoluted deformation, meaning that a combined effect due to the appli-

cation of stresses to the deformed RBC structure result in predicting more damage

than the stress-based ones, where the damage is equated from an undeformed RBC

structure. Also, an important difference between the RBC-DPD predicted damage

(orange curve) and the stress-based models (blue and green curves) is the gradual

accumulation of damage in the case of the RBC-DPD simulations as compared to

that of the stress-based models, where an instantaneous damage was predicted upon

applying an external load.
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Figure 4.42: Pathline A: The accumulated damage evaluated using four models,

Giersiepen et al. [110] equations (4.38), Grigioni et al. [7] equation (4.39), Arora et

al. [6] equation (4.40) and the strain-based damage model using the inertia tensor

for the RBC coordinates.
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Figure 4.43: Pathline B: The accumulated damage evaluated using four models,

Giersiepen et al. [110] equations (4.38), Grigioni et al. [7] equation (4.39), Arora et

al. [6] equation (4.40) and the strain-based damage model using the inertia tensor

for the RBC coordinates.

Figures 4.46a-4.47b, show the molecular damage index DM−tot for the four path-

lines A-D. The top and bottom black curves indicate the lower and upper bounds

of the accumulated damage, while the red curve shows the average damage. A good

agreement between the accumulated molecular damage index and the strain-based

RBC-DPD hemolysis index in terms of the functional form. Both indices realisti-
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Figure 4.44: Pathline C: The accumulated damage evaluated using four models,

Giersiepen et al. [110] equations (4.38), Grigioni et al. [7] equation (4.39), Arora et

al. [6] equation (4.40) and the strain-based damage model using the inertia tensor

for the RBC coordinates.

cally represent the damage occurring to the RBC structure. However, in the mean

time the proposed molecular index is only considered qualitatively, since no available

information allows the direct relation to the so called stress or strain based hemoly-

sis models. In addition, there are multiple factors that introduce inaccuracy to the

stress-based Giersiepen et al. [110] equation (4.38) & Arora et al. [6]. Therefore, no

benchmark data is available to validate the proposed molecular hemolysis model.
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Figure 4.45: Pathline D: The accumulated damage evaluated using four models,

Giersiepen et al. [110] equations (4.38), Grigioni et al. [7] equation (4.39), Arora et

al. [6] equation (4.40) and the strain-based damage model using the inertia tensor

for the RBC coordinates.
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(a)

(b)

Figure 4.46: The molecular damage DM ratio between the change in tension ∆γ and

rupture tension γr is shown for three locations on the RBC surface. The red solid

line represents the location with the average damage over the trajectory of pathline

A, while the black lines bounding the blue shade show the maximum and minimum

damage accumulated over the pathline trajectory.
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(a)

(b)

Figure 4.47: The molecular damage DM ratio between the change in tension ∆γ and

rupture tension γr is shown for three locations on the RBC surface. The red solid

line represents the location with the average damage over the trajectory of pathline

A, while the black lines bounding the blue shade show the maximum and minimum

damage accumulated over the pathline trajectory.
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4.5 Conclusions

Our goal in this study was to investigate the accuracy of current hemolysis models.

The work started by a set of numerical experiments from which we investigated a

few points, 1) are the stress-based models the appropriate measure of damage, 2)

are the global measures of strain such as the global distortion parameter, φg really

represent the deformation of the RBC or a localized approach is more appropriate,

3) also, we investigated the likely possible scenario of hemolysis pathway when RBC

flow through PHVs. Finally, we concluded with the simulation of four pathlines to

illustrate the key points mentioned hereinabove.

First, It is important to mention the assumptions upon which our microscopic

molecular hemolysis analysis explored in this work was based on; (a) the surface

tension is isotropic, therefore the tension calculated at the RBC vertices was a scalar

measure (non-directional), such assumption is reasonable since the spatial distribu-

tion of the RBC membrane components is uniform with no directional preference;

(b) although the difference between RBC membrane and the pure lipid bilayer, e.g.

asymmetry in the RBC bilayer structure, presence of integral proteins and Choles-

terol distinguish the RBC membrane from that of the lipid bilayers studied in [161]

and therefore prevent the exact comparison between the RBC membrane and the

pure lipids experiments [161], however, for simplicity, it is assumed that both behave

in the same manner, additionally the size of the membrane JC-free areas are big

enough to treat as a patches of pure lipid bilayer. This assumption is supported by
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the MD simulations by [178] that showed the occurrence a very small patch of lipid

bilayer (∼ 40 nm2) is capable of forming pre-pores that evolve to capable of defects

under tension; (c) since hemolysis is accumulative as demonstrated by Yeleswarapu

et al. [166], in our analysis loading and unloading were assumed to cause the same

damage as long as the membrane is under tension, which is an extremely important

difference between the real flow scenario and the experiments. In real flow cases,

a certain location on the RBC surface can be subjected to an alternate tension

and compression along the course of a pathline, while in experiments only a mono-

tonic loading is used. The experiments don’t provide answers for such questions.

Whether, damage could be restored immediately upon the removal of external loads,

or may be a recovery time is necessary to reset the RBC damage.

The numerical experiments carried out in section 4.4.3 concluded the following:

1) The stress-based hemolysis models are not the correct measure of damage, since

they rely on the stresses which do not necessarily correspond to the deformation

and hence damage incurred by the RBC, 2) when using the DPD-RBC model we

obtained a more accurate prediction of damage because the RBC structure does not

conform to an ellipsoid all the time, 3) exploring a local measure of deformation

and damage of the RBC seems more reasonable because it expresses the local areal

strain and curvature.

After the numerical experiments carried out to reveal the underlying physics of

RBCs deformation and hemolysis. We have used the four sample pathlines to test
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our findings and understanding. For example, Figures 4.38-4.41 show the stresses

calculated relying on the distortion parameter φ that represents the global strain of

the RBC. Here we are comparing the results of the strain-based hemolysis model

using two representation for the RBC, the droplet model proposed by Arora et al. [6]

and the solution of the DPD-RBC model from our simulations. The discrepancy in

the magnitude and the form of stresses emphasizes the inability of the droplet model

used by Arora et al. [6] to accurately predict the behavior of RBC under external

loading because not all the conditions and assumptions upon which Arora et al. [6]

model was based on were correct. Therefore, the stresses calculated from the our

DPD-RBC simulations using equation (4.40) represent a more realistic measure of

the RBC deformation.

In addition, two new approaches for studying hemolysis processes from a micro-

scopic perspective were introduced here. The currently established models, either

known as “stress-based” or “strain-based”, account for the collective behavior of

blood by only defining the problem from the fluid point of view. For example, an

instantaneous scalar measure of the stresses is used to reduce the transient 3D stress

tensor τ , this assumption buries useful information about the real deformation state

the RBC undergoes.

The first approach taken here explored the hypothesis that the RBC hemolysis in

PHVs is due to the local failure of the lipid bilayer to sustain the tension imposed

by the flow. Therefore, building on the reports by Melikov et al. [165] and Seeman
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et al. [175] that metastable pores pre-existed (about 0.7 nm in diameter) in RBC

membrane, which enlarge to ∼ 6 nm when the membrane is stretched by about 6%

causing an opening in the bilayer, sufficient for the hemoglobin molecules to exit

which results in shortening the lifetime of RBCs in the body. As aforementioned,

such mechanism is similar to the osmotic hemolysis [175]. Therefore, the simu-

lation carried out here, examined whether mechanical hemolysis only undergoes a

pathway similar to membrane perforation [151] or another mechanisms are involved.

Our analysis relied mainly on the surface tension, but also the local bending was

inspected to reconcile different modes of deformation that the RBC might undergo.

A new qualitative measure, DM , shown in Figure 4.46a-4.47b for hemolysis was in-

troduced to explore studying the hemolytic process on the microscopic level. The

damage was evaluated as ratio between the change in surface tension to the rupture

tension.

The second microscopic approach taken to study hemolysis in this dissertation

is based on the “strain-based”. In this approach instead of predicting the RBC

deformation and damage based on the global distortion parameter proposed by

Arora et al. [6], we have used a local-based approach, instead of considering the

total shape change, we inspected the distortion of each node on the RBC surface.

This approach provides more insight about the actual damage, because it accounts

for two modes of deformation, the local areal strains and local curvature of the

membrane.
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Even though the two approach remedy important drawbacks in the current hemol-

ysis model, which use global indicators, it is still very important to verify these two

new approaches. But as mentioned before the challenges faced here are obtaining

accurate detailed experimental results that will reproduces the real flow characteris-

tics. This experiments should address, if not all at least some of, the ambiguities and

unanswered questions raised before. For example, what is the effect of the loading

history on the deformation of the RBC, what is the effect of the oscillating loading

pattern, how to treat loading as compared to unloading.

Finally, from the magnitudes of local surface tensions that were calculated over

the RBC surface, we concluded that no complete breakdown of the RBC structure

(fragmentation hemolysis) is taking place during the short term of external loading

resembling a single cardiac cycle. Therefore, the case here suggests that pores open

across the RBC membrane allowing hemoglobin to exit. According to Chien et al.

[170] and Anderson et al. [173] the opened pores in the membrane reseal rapidly,

if the applied stresses did not last more than ∼ 1 second, around the same order

of the single heart beat. Additionally, the level of stresses calculated for PHVs

[177] is two orders of magnitude less than that required to rapidly lysis RBCs into

fragments (103-104 as detected in Forstrom jet tests [176] and ultrasonic hemolysis

[172]). Therefore, the the membrane perforation mechanism [174] appears to be the

most likely pathway of hemolysis for the RBCs flowing the PHVs.
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Chapter 5

Intellectual Contributions and Anticipated

Benefits

Intellectual Contributions

We list here the contributions of the work done in this dissertation. First we

start with the GvpA project that involved molecular mechanics and modeling of the

major protein in the gas vesicles walls.

• Development of a molecular mechanics and dynamics simulation scheme to

produce a model for the GvpA molecule

• Establishment of a verification scheme to test any model for the GvpA by the

reconstructing the AFM image of the gas vesicles walls

Then, we follow by the contributions related to the RBC hemolysis project, which

focused primarily on the field of mechanically induced hemolysis. This project uti-
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lized the knowledge acquired from the available literature on blood components,

mainly RBCs, and combined it with state-of-the-art computational tools to fill the

gaps present in current models. Specifically, the expected contributions are as fol-

lows:

• Development of a multi-scale simulation methodology to model realistic blood

flows that incorporates discretized RBC structures, RBC-RBC interactions

and blood-damage.

• Development of software tools for utilizing the above methodology in the sim-

ulation and design of actual bio-devices.

Anticipated benefits

The above contributions are expected to result in significant benefits to society

at large. Specifically, they will lead to:

• Presenting a model for the GvpA molecule

• Providing a model for the gas vesicle wall by introducing a docked configura-

tion

• Verification of the GvpA model by reconstructing the gas vesicle wall image

• Better physical understanding of mechanical hemolysis and its dependence on

hydrodynamic loading
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• Reduction in computational time for blood simulations

• Availability of a sophisticated and accurate computational tool for blood flow

modeling, which will be useful in the design and assessment of different biode-

vices

• Overall lower cost, more efficient and safer biodevices
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Appendix A

Secondary Structure prediction consensus

Figure A.1: The secondary structure prediction consensus of GvpA using different web severs, for sequence

1-39; PORTER [55], SSPro [56], Jpred3 [57], NNpredict [58], DSC [59], MLRC [60], PHD [61], and

PSIPRED [62].
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Figure A.2: The secondary structure prediction consensus of GvpA using different web severs, for sequence

40-76; PORTER [55], SSPro [56], Jpred3 [57], NNpredict [58], DSC [59], MLRC [60], PHD [61], and

PSIPRED [62].
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Appendix B

BLASTP: sequence identity and similarity for

GvpA

The following table lists the strain name, lineage, accession no., sequence iden-

tity, sequence similarity, and the peptide length for 65 different strains that has

been identified to have at least 35% homology with the GvpA sequence from the

Halobacterium sp. NRC-1 (accession no. AAC82809) using BlastP. The descrip-

tion of each column follows: second column shows the strain name; third column

shows the taxonomical lineage of the strain (i.e. superkingdom, phylum, class, or-

der, family, genus, and species); fourth column shows the accession no. at the

http://www.ncbi.nlm.nih.gov website; sixth and seventh provide the sequence

identity and similarity, respectively; the last column provides the peptide length of

that specific protein.
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Appendix C

Calculating the Gaussian mean curvature

General approach: Let xw be a point with coordinates expressed in the

global frame of coordinates in which the data is obtained. Let x = (x, y, z)T be the

coordinates of that point in the principal coordinate frame associated with a given

point p. Then

x = R(xw − pw) (C.1)

where R is a rotation matrix called the attitude matrix.

To estimate all the parameters of the principal quadric at p at the same time a two

step approach is followed: 1) estimating the surface normal and 2) estimating the

principal directions. This is achieved by using the rotated principal quadric, which

is the principal quadric expressed in a coordinate frame x′ = (x′, y′, z′)T related to
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he principal frame by a rotation about the surface normal:


cosα sinα 0

−sinα cosα 0

0 0 1

 (C.2)

The rotated principal quadric has the form

z′ = a′x′2 + b′x′y′ + c′y′2, (C.3)

and the associated shape operator matrix is

S =

2a′ b′

b′ 2c′

 (C.4)

Where its eigenvalues and eigenvectors are the principal curvatures and directions.

A straightforward calculation gives:

κ1 = a′ + c′ +
√

(a′ − c′)2 + b′2

κ2 = a′ + c′ −
√

(a′ − c′)2 + b′2

K = 4a′c′ − b′2

H = a′ + c′

(C.5)
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The transformation from the world coordinate frame to a rotated principal frame

is then

x′ = R′(xw − pw) (C.6)

One useful rotated principal frame is defined by choosing R′ = (r1, r2, r3)
T as

follows:

r3 = n

r1 =
(I − nnT )i

‖(I − nnT )i‖

r2 = r3 × r1,

(C.7)

where i is along the first axis in the global coordinate frame and I is the identity

matrix. In other words, rotation R′ aligns x′ with the projection of xw onto the

tangent plane defined by n.

A step-by-step typical method for estimating the principal quadric then goes

as follows:(e.g. [179, 180, 181, 182])

1. Estimate the surface normal at p.

2. Construct the rotation matrix R′ using equation C.7.

3. Map the world data to the rotated principal frame with equation C.6.

4. Fit the mapped data to the rotated principal quadric using equation C.4, and

solve the resulting system, giving a′, b′, c′.

5. Compute κ1, κ2, from a′, b′, c′ using equation C.5.
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6. Estimate the attitude matrix by concatenating the transformations, equa-

tion C.2, and R′.

The coefficients of the rotated principal quadric (Step 4) are obtained by solving

the following over-determined system of linear equations:


x2

1 y2
1 x1y1

...
...

...

x2
n y2

n xnyn1




a′

b′

c′

 =


z1

...

zn

 (C.8)

This system can be solved using a least-squares method.
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Appendix D

The instantaneous shear stress τ

The instantaneous scalar stress τ used in the blood damage models, equations

(4.38) and (4.39) is calculated using the deviatoric stress tensor τ (defined in equa-

tion [4.37]), as τ =
√

1
2
τ : τ , where the (:) implies the double inner product of the

2nd rank tensor τ as follows,

A:B = C, where AijBji = C.

In details: A : B = AijBklδjkδil = AijBjlδil = AijBji (the Kronecker delta is used to

enforce the required equality of nearest, as well as next-nearest, indices), (therefore,

C = A11B11+A12B21+A13B31+A21B12+A22B22+A23B32+A31B13+A32B23+A33B33)

τ =

√
1

2
[τ 2

11 + τ 2
22 + τ 2

33 + 2τ 2
12 + 2τ 2

23 + 2τ 2
13] (D.1)
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