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## Chapter 1: Bringing Rational Inattention to the Market for Lemons

### 1.1 Introduction

In neoclassical economic models the information that is available and used for decision making is specified with absolute clarity. However, real world decisions are encompassed by the choice of the process of decision making itself; including the free choice of gathering or ignoring information before any action is taken. For example, a consumer browsing an online shopping website has access to a large amount of data about the products' characteristics and values, but she may not use all of it to come to a decision about her purchase. My project accounts for the complexity of the utilization of information in a framework where attention is chosen based on its benefits and costs. For an individual decision maker, the benefit is the increased chance of taking a more gainful action, and the cost is the cognitive effort associated with paying attention. In the online shopping example, the gain from being more informed is higher when the stakes are higher, such as when a costly electronic device is being purchased. In this case the consumer would be willing to pay more attention in order to increase her chances to make the optimal decision. The cost of attention can be lower or higher depending on how accessible and straightforward the provided information is. For example, a more organized, user-friendly website can lower the attention costs to the consumer, which encourages her to gather more information before the purchase.

In strategic situations individuals choose both their actions and information in a way that
their choices best reply to others' decisions, and to other elements of the environment. The costs and benefits of attention may greatly vary between individuals, which gives the edge to one or another agent in the information gathering process. Consequently, information asymmetries may arise, and they can occur in many different structures and magnitudes depending on the given situation. For example, on durable good markets, such as the used-car market, the Seller, the current owner and user of the vehicle, knows more about the quality of the good than the Buyer. However, in a different situation the Buyer may be the one who is more knowledgeable about the value of the product. For example, a Buyer who is a collector looking for antiques at a yard sale is more informed about the good than the Seller himself.

Information asymmetries can entail major impacts on economic decisions and outcomes. In Akerlof's (1970) "market for lemons" model a Seller who knows everything about his product interacts with a Buyer who is, contrariwise, uninformed about the product's actual quality and relies only on commonly known prior information. In his setting information asymmetry leads to an adverse selection problem, which leaves only low quality goods - the so called "lemons" - on the market. The Seller, knowing the true quality, only sells his good when its value is low, while the Buyer, knowing that only low quality goods are sold, rejects all offers. Thus, no trade occurs and the market shuts down completely. In an analogous setting with the only modification that the information to the agents' are symmetric the market would not collapse. Therefore, adverse selection emerges neither due to the lack of mutual interest in trade, nor due to the lack of information, but due to the asymmetry in information.

Adverse selection is relevant in several economic contexts, for example, in health insurance markets [Culter and Reber, 1998, Cardon and Hendel, 2001, Powell and Goldman, 2021], in decentralized markets, such as in labor markets [Barsanetti and Camargo, 2021] and in durable good markets, such as the used car or housing markets [Hendel and Lizzeri, 1999]. Adverse
selection was also named as one of the possible drivers of financial crises. Tirole [2012], and Philippon and Skreta [2012] discuss possible interventions to prevent market failure by removing the "lemons" from the asset markets. While these interventions successfully restore the operation of the markets, they are generally costly. In contrast, my study, which accounts for the free choice of information, offers an alternative approach to make those tolls lower. Information asymmetries can be mitigated by lowering the attention costs for one or both agents, for example, by information disclosure requirements or by centralized data bases. These interventions specifically target the information asymmetry problem, and reveal the "lemons" rather than removing them from the market.

In this paper I propose a generalized framework of information asymmetry, and apply it to analyze the extent of market inefficiencies due to adverse selection and the effect of possible interventions through the costs associated with attention. I allow for the possibility that even the most experienced Seller faces some level of uncertainty, and even the most naive Buyer might have a chance to inspect the good and gather some additional information about its value. In this generalized framework information is the choice of the agents; both the Seller and the Buyer choose a reduced level of uncertainty based on the expected benefits and costs. This modified setup provides more flexibility to describe the role of information in the adverse selection problem while still captures asymmetry arising from the different costs per unit of information and from the different benefits from reducing uncertainty. Akerlof [1970] predicts that information asymmetry generates a market collapse. In contrast, my model implies that the market does not collapse, every quality of good is sold with positive probability; however, they are never sold with certainty.

In the current setup, I replace the extreme information asymmetry with a more general assumption, in which information is the endogenous choice of each agent. More specifically, both
the Seller and the Buyer, facing a common prior distribution over the value of the good, can choose a set of signals that modify their prior beliefs to a more precise posterior distribution. I utilize the rational inattention framework to describe the agents' choices and quantify the information content of the signals. [Sims, 2003a] This setup does not pre-specify the format of the information, hence each agent chooses an information structure - a set of signals - which serves their individual decisions best. The only restriction is that the chosen information structure has to be consistent with the prior information, and that the signal sets are subject to information costs. Woodford [2009] shows that the agents optimally choose signals that are tailored to their feasible actions, hence they can be seen as direct recommendations about which action should be taken. That means a signal for the Seller is a price he should offer to the Buyer, and the signal for the Buyer is the decision whether or not she should accept this offer.

The cost of an information structure is defined based on the uncertainty reduction that the included signals generate, where the uncertainty is measured in the entropy of probability distributions. [Shannon, 1959] This information measure has two advantages in my setup. First, information costs are quantified in functional forms, which are straightforward to implement in utility-maximization problems. Second, these cost functions are defined based on the posterior distributions generated by the signals. That means the information level is measurable and comparable regardless of the form of the signals each agent chooses.

The setup of my model consists of four-stages. In the first stage the Seller chooses his information structure. In the second stage, Nature draws the value of the good and sends a signal to the Seller from his chosen information structure, who then chooses the price of the product. In the third stage, after observing the price offer from the Seller, the Buyer updates her beliefs and chooses her information structure. Finally, in the fourth stage, the Buyer gets a signal from her chosen information structure and chooses either to accept or to reject the offer.

If the offer is accepted, then the trade takes place at the price the Seller quoted, and the agents collect gains according to the their valuations and the price. If the offer is rejected, then the trade does not take place, and both parties gain nothing.

The information asymmetry between the agents is represented by individual-specific values for the unit costs of information. For example, following the intuition behind the adverse selection model that the information asymmetry favors the Seller, one can suppose that the unit cost is lower for the Seller, who hence gathers information more easily than the Buyer. In the used car example the Seller might know more about the quality than the Buyer, but still needs to do research in order to estimate the optimal market price. Therefore, the Seller's advantage of knowing the good's quality better is reflected in the lower costs associated with a more accurate assessment. Similarly, in the collector of antiques example the Buyer might be more informed about market prices than the Seller, but she still might need to inspect the good for an accurate valuation. In this case the information advantage of the Buyer can be reflected in her lower unit information cost. Finally, the rational inattention approach allows for taking into account not just the effect of the difference in the costs of information, but also the effects of incentives for gathering more accurate information. When the unit information costs are kept equal, then the agent who has more incentive for accuracy acquires more information.

My model suggests that information asymmetry advancing the Seller, which can lead to adverse selection problem, arises endogenously when the Seller has sufficiently lower unit information cost than the Buyer. The generalized framework does not predict a market collapse, however it predicts some inefficiencies. I find that any quality of good is sold with positive probability, but never with certainty. The probability of successful selling is increasing in the quality, therefore the average quality of the sold items is higher than the overall average quality.

In terms of the gains from the trade, the overall profit is positive, but it is below the effi-
cient level which is achieved in the symmetric information benchmark. In this benchmark case all profits are extracted by the Seller due to his first mover advantage. In contrast, my model predicts that both agents get a positive share from the gains of the trade. Therefore the Seller is worse off, but the Buyer is better off than in the symmetric information case. Finally, comparing the results to the predictions of Akerlof [1970], I find that both the Seller and the Buyer are better off under the endogenous information choice assumption, because the trade takes place with positive probability.

I analyze the effects of changes in the unit information cost parameters on welfare. I show that when the Buyer's unit information cost is fixed, and the Seller's information cost decreases then both the Seller and the Buyer benefit from the Seller's information cost advantage. However, the gains from the additional information mostly increases the Seller's profit. Moreover, when the amount of information is fixed, but the information gap increases because of the decreasing unit information cost of the Seller and increasing unit information cost of the Buyer, then the Seller slightly benefits and the Buyer loses from the profits. The overall profit also decreases in this case due to the increasing information asymmetry.

The paper is structured as follows. Section 2 reviews previous literature. Section 3 describes the setup of the model. Section 4 solves the model for a wide range of unit information cost parameters. Section 5 discusses the implications on market outcomes and welfare consequences.

### 1.2 Literature Review

The problem of adverse selection was first introduced in Akerlof's seminal paper (1970). He proposed a model of the "markets for lemons," in which the information asymmetry results in the failure of the market. Akerlof's theoretical argument was prompted an extensive empirical
investigation into the existence and prevalence of the "market for lemons". Hoffer and Pratt [1987] summarize this scholarly dialogue. They report that Bond [1982, 1984] looked at a data set of used pick-up trucks and conclude that there is no evidence of market inefficiencies. Pratt and Hoffer [1984, 1985] found empirical evidence in the same data that this market suffers from adverse selection. Metzger [1983] contributed to the argument with a theoretical model of the effect of mandatory inspection of used vehicles. He found that this law only reduces adverse selection if the cost of inspection is sufficiently low. Following this, Pratt and Hoffer [1986] looked at the used pick-up truck data again, and found supporting evidence of adverse selection due to unsuccessful interventions.

Adverse selection is relevant in several economic contexts, for example in durable good markets, such as the used car or housing markets [Hendel and Lizzeri, 1999], or in health insurance markets [Culter and Reber, 1998, Cardon and Hendel, 2001, Powell and Goldman, 2021]. Some recent projects extend the adverse selection model with additional features of the environment. For example, Barsanetti and Camargo [2021] present a model with matching frictions and adverse selection on decentralized markets, such as the labor market. Siegenthaler [2017] tests experimentally whether cheap talk can mitigate inefficiency due to information asymmetry. Philippon and Skreta [2012] and Tirole [2012] discuss the optimal government intervention to rejuvenate financial markets after bank crises.

Closer to my work, a couple of projects implement rational inattention into applications that involve strategic interactions. Martin [2017] presents a model where a fully informed Seller and an initially uninformed Buyer, who has the chance to gather information at a cost, interact in an ultimatum bargaining game. The quality of the good can be either high or low. He finds that the high quality good is sold at high price, while the Sellers with low quality goods randomize over offering a low price or mimicking the high price. The corresponding experiment in Martin
[2016] finds evidence of the above described equilibrium strategy. Moreover, the experimental results suggest that not only the player who has access to the costly information source acts as if she chose based on a rational inattention framework, but also her opponent responds as if he understood and took into account the costly information acquisition process. Similarly, another project by Ravid [2020] presents an ultimatum bargaining setup, where the fully informed Seller makes a take it or leave it offer to the uninformed Buyer who has access to costly information. The focus of his paper is to explore all possible perfect Bayesian Nash equilibria and select those which do not contain incredible information threats.

My project is different from these previous works in two ways. First, I assume that both the Seller and Buyer, and not just the Seller, choose costly information endogenously. Second, I present a problem where the action space for the Seller, the set of possible prices, is continuous. Solving the information problem in the rational inattention framework with continuous action space requires the exploitation of different techniques that did not appear in the above mentioned works.

Jung et al. [2019] mark out a methodology to solve the costly information acquisition problem with continuous action space and provide the general properties of the solution. Their main finding is that even though the action space is continuous, it is optimal to concentrate attention only on distinguishing between a discrete subset of all possible actions. This work is a generalization and economic application of the previous result of Fix [1978] in information technology. Compared to this previous paper, Jung et al. [2019] cover a more general form of the objective function and extend the theory to multivariate cases. Moreover, the notations are tailored to economic applications, which are demonstrated on a multivariate portfolio choice problem.

There are already a handful of applications in macroeconomics of this newly introduced
technique. Matějka [2015] shows that price rigidity can occur when a Seller is rationally inattentive, even without adjustment costs. Stevens [2019] develops a model that explains coarse pricing policies by rational inattention. The latter paper uses the Blahut-Arimoto algorithm to generate results under different parameter assumptions. [Blahut, 1972, Arimoto, 1972, Rose, 1994] My project contributes to this growing body of literature by another application. To the best of my knowledge, this work is the first that implements the rational inattention framework with continuous action space into strategic setting.

In a broader sense, my project belongs to a set of papers investigating the role of information in the adverse selection problem. Levin [2001] revisits the model of the "market for lemons" and asks whether greater asymmetries reduces the efficiency of trade. The answer is not unambiguously yes, because while better information for the Seller lowers the demand by worsening the Buyer's curse it may shift the Supply as well. However, improving the Buyer's information, for example by making some of the Seller's private information public, has generally positive effect on trade efficiency. Similarly, $\overline{\operatorname{Kessler}}$ [2001] observes the non-monotonicity of trade in information. Compared to these previous works, my project utilizes a more general measure of information. Levin's (2001) model uses partitioned information, while Kessler [2001] uses beliefs that are stochastically ordered. Neither of these assumptions, or any other restriction of the format of information is needed in my approach.

A couple of papers focus on the Buyer's optimal choice when the Seller is being uninformed. Roesler and Szentes [2017] explore the least informative Buyer optimal signal structure and its effect on market efficiency and welfare. They find that the trade always occurs, and characterize a range of different consumer-producer surplus pairs, while the price and outcome remains the same across all optimal signal structures. They also show that the Buyer is better off, but the Seller is worse off compared to the full information benchmark, which result is in
line with my conclusion. Ravid et al. [2019] extend the framework from free information to cheap information. They compare the consequences of having information to having access to cheap information. They find that as cost of information approaches zero, the trade equilibrium goes to the the worst equilibrium under free information. Their message is that while cheap information may increase welfare, having free information may be much better.

### 1.3 Model

In Akerlof's (1970) "market for lemons" model of adverse selection by the distribution of the information is fully asymmetric; the Seller knows the exact value of the good, while the Buyer only knows its prior distribution. Formally, the setup I depart from is the following.

Setup (Akerlof's Market for Lemons). Denote the value of a good by $v$, and its prior distribution by $v \sim g(v)$. After Nature draws the value of $v$, the Seller learns this value, while the Buyer relies on the prior information $v \sim g(v)$. Then the Seller and the Buyer interact in a two-stage game. In the first stage, the Seller offers price $p$ to the Buyer. In the second stage the Buyer chooses to accept or to reject the offer. The net payoffs are $\left(p-U_{S}(v)\right)$ for the Seller and $\left(U_{B}(v)-p\right)$ for the Buyer if the offer is accepted, and 0 for both if the offer is rejected.

Using utility functions $U_{S}(v)=v, U_{B}(v)=\frac{3}{2} v$ and prior distribution $v \sim U(0,1)$ one can show that no trade occurs in this market. By observing price $p$, the Buyer's conditional expected valuation becomes $\frac{3}{2} \frac{p}{2}=\frac{3}{4} p$, which is lower than price $p$. In contrast, since the Buyer's utility from the good is higher than the Seller's utility for any $v$, the trade would occur either if both parties had full information about the value of the good, or both relied on the common prior.

### 1.3.1 Information Choice of the Seller

In the timing of the game, the Seller chooses his information first. The Seller faces the prior distribution $g(v)$ and chooses an information structure which sends him a signal from a set of possible signals. The signal suggests the optimal price that the Seller should quote. Formally, the Seller's information choice is the joint distribution $f_{S}(p, v)$ over value $v$ (the state of the world) and the price signal $p$ (the action). Given this choice, Nature draws $v$ from $g(v)$ and sends a signal from the conditional distribution $f_{S}(p \mid v)$. The Seller always optimally offers the price suggested by the price signal. [Woodford, 2009]

In the current setup both the support of the distribution over value $v$ and the support of the distribution over price signal $p$ are continuous. More precisely, the Seller's information is quantified as the uncertainty reduction between the prior distribution $g(v)$ and the joint posterior distribution $f_{S}(p, v)$ :

$$
\begin{align*}
I_{S}\left(g(v), f_{S}(p, v)\right) & =h(g)-h\left(f_{S}\right)= \\
& =\int_{v} \int_{p} \log \left(f_{S}(p, v)\right) f_{S}(p, v) d p d v- \\
& -\int_{v} \int_{p} \log \left(g(v) \int_{v^{\prime}} f_{S}\left(p, v^{\prime}\right) d v^{\prime}\right) f_{S}(p, v) d p d v \tag{1.1}
\end{align*}
$$

where $h(f(x))=-\int_{x} f(x) \log (f(x))$ is the entropy of the continuous distribution $f(x)$. [Shannon, 1959]

The existing literature on the rational inattention framework with continuous action spaces suggests that the optimal signal set contains only a finite number of signals with nonzero probability weights. [Jung et al. 2019] As I show it later, this is indeed the case in the current setup. More formally, I denote the discrete set of possible prices which are chosen with positive prob-
ability by $\mathcal{P}$. Therefore, the Seller's information choice is the set $\mathcal{P}$ and the joint probability distribution $f_{S}(p, v)$ over the state variable $v$ and the randomly drawn signal $p \in \mathcal{P}$ such that $\sum_{p \in \mathcal{P}} f_{S}(p, v)=g(v)$ for all $v$. I denote the posterior conditional distribution of the Seller after getting price signal $p$ by $q_{S}(v \mid p)$. It describes the Seller's knowledge about value $v$ after collecting information.

Alternatively, the Buyer's information choice can be described by the conditional posterior distribution over his decision $p$ for a given $v$. Formally, the conditional posterior distribution $f_{S}(p \mid v)$ is connected to the posterior joint distribution through the equation

$$
\begin{equation*}
f_{S}(p, v)=f_{S}(p \mid v) \cdot g(v) \tag{1.2}
\end{equation*}
$$

where $f_{S}(p \mid v)$ is the probability that the Seller offers price $p$ when the unobserved value is $v$.
The cost of information for the Seller is $C_{S}$, which is linear in the entropy reduction by the observed signal:

$$
\begin{equation*}
C_{S}=\lambda_{S} * I_{S}\left(g, f_{S}\right) \tag{1.3}
\end{equation*}
$$

The parameter $\lambda_{S}$ is the unit cost of information of the Seller, while $I_{S}\left(g, f_{S}\right)$ represents the amount of information the Seller acquires.

### 1.3.2 Information Choice of the Buyer

When the Seller makes a price offer, it carries information about the value of the good that the Buyer can perceive. I assume that she fully understands this information, and modifies her prior beliefs to the posterior conditional beliefs of the Seller. After getting the price offer and forming her prior beliefs, the Buyer has two options, she either accepts or rejects the offer. Therefore, when she gathers her own information, she focuses only whether or not the offer
is worth to be accepted. Therefore her information choice is the joint distribution over value $v$ (state of the world) and actions Accept ( $A$ ) or Reject ( $R$ ).

Formally, after observing price $p$, the Buyer updates her prior beliefs to $q_{B}^{p}(v) \equiv q_{S}(v \mid p)$ and chooses the joint distribution $f_{B}^{p}(D, v)$, where $D \in\{A, R\}$. The Buyer's information is quantified as the uncertainty reduction between the prior distribution $q_{S}(v \mid p)$ and the joint posterior distribution $f_{B}^{p}(D, v)$, where the uncertainty is measured by the entropy of continuous distributions:

$$
\begin{align*}
I_{B}\left(q_{B}^{p}, f_{B}\right) & =h\left(q_{B}^{p}\right)-h\left(f_{B}\right)= \\
& =\sum_{D \in(A, R)} \int_{v} \log \left(f_{B}^{p}(D, v)\right) f_{B}^{p}(D, v) d v- \\
& -\sum_{D \in(A, R)} \int_{v} \log \left(q_{S}(v \mid p) \int_{v^{\prime}} f_{B}^{p}\left(D, v^{\prime}\right) d v^{\prime}\right) f_{B}^{p}(D, v) d v \tag{1.4}
\end{align*}
$$

where $h$ is the entropy of continuous distribution, as in the Seller's information choice.
Note that the information choice of the Buyer takes place after the Seller announces the price, therefore it depends on $p$. For consistency, the marginals of the joint distribution chosen by the Buyer have to match her prior distribution: $\sum_{D \in\{A, R\}} f_{B}^{p}(D, v)=q_{S}(v \mid p)$ for all $p$ and $v$. I denote the Buyer's posterior conditional distribution over the value after observing price $p$ and getting signal $D$ by $q_{B}^{p}(v \mid D)$. It describes the Buyer's knowledge about value $v$ after inferring from the Seller's offer and collecting her own information.

Alternatively, the Buyer's information choice can be described by the conditional posterior distribution over her decision $D$ for a given $v$, after observing price $p$. Formally, the conditional posterior distribution $f_{B}^{p}(D \mid v)$ is connected to the posterior joint distribution through the equation

$$
\begin{equation*}
f_{B}^{p}(D, v)=f_{B}^{p}(D \mid v) \cdot q_{B}^{p}(v) \tag{1.5}
\end{equation*}
$$

where $f_{B}^{p}(A \mid v)$ is the probability that the Buyer accepts price $p$ when the unobserved value is $v$, and $f_{B}^{p}(R \mid v)=1-f_{B}^{p}(A \mid v)$ is the probability that she rejects the offer.

The cost of information for the Buyer is $C_{B}^{p}$, which is linear in the entropy reduction by the observed signal:

$$
\begin{equation*}
C_{B}^{p}=\lambda_{B} * I_{B}\left(q_{S}^{p}, f_{B}^{p}\right) \tag{1.6}
\end{equation*}
$$

The parameter $\lambda_{B}$ is the unit cost of information of the Buyer, while $I_{B}\left(g, f_{S}\right)$ represents the amount of information the Buyer acquires.

### 1.3.3 Setup and Timing of the Game

In the current seting, smilarly to Akerlof's Market for Lemons setup, the interaction of the Seller and the Buyer is described as a sequential game, but it is extended by stages where the information is endogenously chosen by either the Seller or the Buyer. In this setup I assume that by offering a price the Seller reveals his posterior belief about the valuation of the good. This assumption can be verified as long as the solution is a separating equilibrium.

Setup (Market for Lemons with Endogenous Information). Denote the value of a good by $v$, and its prior distribution by $v \sim g(v)$, which is initially common knowledge to the Seller and the Buyer. Then the Seller and the Buyer interact in a four-stage game. The timing of the game is the following:

1. The Seller chooses an information structure; a discrete set of signals $\mathcal{P}$, and joint distribution $f_{S}(p, v)$ over the state variable $v$ and signals $p \in \mathcal{P}$, such that $f_{S}(p, v)$ is consistent with the prior distribution $g(v)$.
2. Nature draws signal $p$ from $\mathcal{P}$ according to the joint distribution $f_{S}(p, v)$ and the true state of the world $v$. The Seller observes the signal and offers price $p$.
3. The Buyer observes price $p$, and chooses information structure $f_{B}^{p}(D, v)$ over the state variable $v$ and signals $D \in\{A, R\}$
4. Nature draws signal $D=A$ or $D=R$ according to the joint distribution $f_{B}^{p}(D, v)$ and the true state of the world $v$. The Buyer observes the signal, and Accepts or Rejects the offer, accordingly.

The net payoffs are $\left(p-U_{S}(v)\right)$ for the Seller and $\left(U_{B}(v)-p\right)$ for the Buyer if the offer is accepted, and 0 for both if the offer is rejected.

The setup described above is a finite sequential game which can be solved by backwards induction. The two steps of main interest in this project are Stage 1 and Stage 3, where the Seller and the Buyer choose their information structures. In Stage 2 and Stage 4 the Seller and the Buyer always follow their signals. It is by the design of the rational inattention framework, and it easy to verify that this is optimal to do so. [Woodford, 2009, Stevens, 2019]

### 1.4 Characterizing Interior Solutions

I call a solution interior if after observing a price the Buyer gathers additional information, that is, if her optimal information structure puts positive weight on both accepting and rejecting the offer, for any price offered in equilibrium. I show that the interior solution exists for a range of parameters where both the Buyer's unit cost of information parameter and the asymmetry between the Seller's and Buyer's unit cost parameters are sufficiently low.

### 1.4.1 The Buyer's Optimization Problem

By backwards induction, I solve the Buyer's problem first. The Buyer maximizes her expected profit from choosing her information structure net of information costs.

Problem (The Buyer's Information Choice).

$$
\begin{gather*}
\max _{f_{B}^{p}} E U_{B}^{p}-C_{B}^{p}  \tag{1.7}\\
\text { s.t. } \quad q_{S}(v \mid p)=f_{B}^{p}(A, v)+f_{B}^{p}(R, v) \quad \forall v  \tag{1.8}\\
f_{B}^{p}(D, v) \geq 0 \quad \forall D, v \tag{1.9}
\end{gather*}
$$

where

$$
\begin{equation*}
E U_{B}^{p}=\int_{v} U_{B}(p, v) f_{B}^{p}(A, v) d v \tag{1.10}
\end{equation*}
$$

is the expected utility of the Buyer, and

$$
\begin{equation*}
C_{B}^{p}=\lambda_{B} * I_{B}\left(q_{S}^{p}, f_{B}^{p}\right) \tag{1.11}
\end{equation*}
$$

is the cost of information for the Buyer.

Equation 1.7 is the objective function of the Buyer. The first term is her a priori expected utility from the chosen information structure. She earns $U_{B}(p, v)$ if she accepts the offer, which she does so with probability $f_{B}^{p}(A, v)$, and she 0 if she rejects the offer. The second term is the cost of information, which was introduced in Section 3.2.

Proposition 1. The solution to the Buyer's information problem is

$$
\begin{equation*}
f_{B}^{p}(A, v)=q_{S}(v \mid p) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)} \tag{1.12}
\end{equation*}
$$

where $f_{B}^{p}(A, v)$ and $f_{B}^{p}(R, v)=1-f_{B}^{p}(A, v)$ describes the joint distribution over the Buyer's action $D \in\{A, R\}$ and the state variable $v$.

For the more intuitive interpretation, one can derive the probability of acceptance condi-
tional on value $v$ :

$$
\begin{equation*}
f_{B}^{p}(A \mid v)=\frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)} \tag{1.13}
\end{equation*}
$$

and, similarly, the conditional probability of rejection is $f_{B}^{p}(R \mid v)=1-f_{B}^{p}(A \mid v)$.

The probability of acceptance depends on the price $p$ through the Buyer's utility $U_{B}(p, v)$, and on the Buyer's unit information cost parameter $\lambda_{B}$. On Figure 2.1 I illustrate the acceptance probabilities as functions of the Buyer's utility for a set of unit information cost parameters. Intuitively, when the Buyer is able to gather costly information, then she accepts the offer with higher probability when the value is higher. As the cost for information decreases, the Buyer is able to gather more accurate information. It is seen on the graph that for lower $\lambda_{B}$ parameters, represented by the orange and red lines, the probability of acceptance remains low for low values, then steeply increases and stays high for higher values. When $\lambda_{B} \rightarrow \infty$ then the probability of acceptance is a step function; it is 0 when the utility for the consumer is below 0 , and 1 when the utility for the consumer is above zero. This means that when the cost of information approaches zero, the Buyer is able to fully distinguish between profitable and not profitable offers.

Further on, in Example 1. I illustrate the result of the Buyer's decision problem with specific parameters and utility function.

Example 1. Assume that the Buyer's prior belief is the uniform distribution over the unit interval: $q_{S}(v \mid p)=1$ for $v \in[0,1]$. The Buyer's utility is $U_{B}=3 / 2 v-p$. The unit cost of information for the Buyer is $\lambda_{B}=0.1$, and the price offer is $p=1$

Note that without gathering additional information, the Buyer would not accept this price offer. This is because in this example the prior distribution of the Buyer after observing price $p$ is $q_{B}^{1}(v) \sim U(0,1)$. Then the Buyer's expected gain from accepting the offer is $\frac{3}{2} E(v)=\frac{3}{4}$,


Figure 1.1: Probability of Acceptance for Various Unit Information Costs
which is below the price $p=1$. However, when the setting allows for information gathering, the Buyer's probability of acceptance becomes $f_{B}^{1}(A \mid v)=\frac{1}{1+\exp \left(-\frac{1}{0.1}\left(\frac{3}{2} v+1\right)\right)}$.

Figure 2.2 depicts the results of Example 1. The blue line is the prior distribution of the Buyer $q_{B}^{1}(v) \sim U(0,1)$. The red curve represents the probability of acceptance as a function of the value $f_{B}^{1}(A \mid v)$. The graph suggests that the offer $p=1$ is accepted with positive probability for every $v$. The magnitude of this probability depends on the exact value, it is higher when $v$ is higher. The red shaded area under the probability of acceptance curve represents the size of the active market, that is the unconditional probability that the good is sold at price 1 . In this example it is $33 \%$, which means that the current model, which allows the Buyer to get partially informed, suggests that the market does not break down completely, but it operates with some inefficiency. Therefore, the availability of costly information for the Buyer increases the probability of successful trade. The relatively low probability is driven by both the relatively high price, and the fact that the Buyer's information strategy necessarily involves putting positive


Figure 1.2: The Buyer's Optimal Information Structure ( $\lambda_{B}=0.1, p=1$ )
probability on rejecting the offer.

### 1.4.2 The Seller's Optimization Problem

After solving the Buyer's problem, I formalize the Seller's problem. I calculate first the Seller's expected gross profit from choosing an information structure. For any $v$, the Seller's utility is $U_{S}(p, v)>0$ if he offers price $p$ and the Buyer accepts the offer, and $U_{S}(p, v)=0$ if the Buyer rejects the offer. As the first mover, the Seller can take into account the Buyer's anticipated response to the price offer. This response is described by the Buyer's conditional probability of acceptance in Equation 1.13. Corollary 1 establishes the gross expected profit of the Seller derived from the Buyer's solution in Proposition 1.

Corollary 1. The Seller's gross expected profit is

$$
\begin{equation*}
\int_{v} \int_{p} U_{S}(p, v) f(p, v) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)} d p d v \tag{1.14}
\end{equation*}
$$

In summary, the Seller's joint posterior belief would be $f_{S}(p, v)$ after observing his own signal $p$, but he can also obtain information indirectly from the Buyer's decision. In case the offer is accepted, the Seller's posterior belief becomes $f_{S}(p, v) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}$, and if the offer is rejected it becomes $f_{S}(p, v) \frac{1}{1+\exp \left(\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}$. From Example 1 one can conclude that the weighting term makes the joint posterior beliefs of the Seller more precise. If the Buyer's signal is to Accept the offer, than the probability weights on higher values increase, and on lower values decrease compared to the posterior beliefs of the Seller before making the offer. Similarly if the Buyer's signal is to Reject then the probability weights increase for lower values and decrease for higher values.

Alternatively, one can think of the additional weighting term as part of the Seller's utility function, which in this case becomes $U_{S}(p, v) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}$. Intuitively it means that the Seller's utility is expressed as his expected gain, which depends on the probability of acceptance by the Buyer, as well as on price $p$ and value $v$. At the same time, the probability of acceptance by the Buyer is also a function of price $p$ and value $v$. Therefore, the utility function of the Seller maintains its desirable property, that it only depends on $p$ and $v$, besides the unit cost parameter of the Buyer $\lambda_{B}$. This alternative interpretation also becomes practical while writing the Seller's problem, because the Seller can only choose his own joint posterior distribution $f_{S}(p, v)$, and pays the cost only of this chosen information. The Seller's information choice problem is summarized as:

Problem (The Seller's Information Choice).

$$
\begin{gather*}
\max _{f_{S}} E U_{S}-C_{S}  \tag{1.15}\\
\text { s.t. } g(v)=\int_{p} f_{S}(p, v) d p \quad \forall v  \tag{1.16}\\
f_{S}(p, v) \geq 0 \quad \forall p, v \tag{1.17}
\end{gather*}
$$

where

$$
\begin{equation*}
E U_{S}=\int_{v} \int_{p} U_{S}(p, v) f_{S}(p, v) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)} d p d v \tag{1.18}
\end{equation*}
$$

is the expected utility of the Seller, and

$$
\begin{equation*}
C_{S}=\lambda_{S} * I_{S}\left(g, f_{S}\right) \tag{1.19}
\end{equation*}
$$

is the cost of information for the Seller.

Equation (1.15) is the objective of the Seller. The first term is the gross expected utility of the Seller after choosing the information structure, but before getting any signal, and the second term is the cost of information. The unit cost of information is denoted by $\lambda_{S}$. Equation 1.16) is the condition which ensures that the chosen information structure is consistent with the prior information.

It was shown in preceding literature by Jung et al. [2019], that the optimal joint posterior distribution from the Seller's problem takes non-zero values only for a discrete set of possible prices. It was also shown that when the joint posterior distribution is non-negative for a given price $p$ and value $v$, then it will be non-negative for any $v$ and the given price $p$. These latter result suggests that seeking signals that partitions the support of $v$ is never optimal. Proposition 2 provides the first order condition for the joint posterior distribution $f_{S}(p, v)$ when it is non-zero.

Proposition 2. The solution to the Seller's problem is

$$
\begin{equation*}
f_{S}(p, v)=\frac{\bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v)}{\sum_{p} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right)} \tag{1.20}
\end{equation*}
$$

for any $p \in \mathcal{P}$, and $f_{S}(p, v)=0$ otherwise, where $U_{S}^{E}(p, v)=\frac{U_{S}(p, v)}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}$ is the Seller's utility adjusted by the anticipated probability of acceptance by the Buyer. The parameters $\lambda_{S}$ and $\lambda_{B}$ are the unit information costs for the Seller and the Buyer, respectively, $g(v)$ is the prior distribution of the state variable $v$, and $\bar{f}_{S}(p)=\int_{v^{\prime}} f_{S}\left(p, v^{\prime}\right) d v^{\prime}$ is the unconditional probability that price $p$ is chosen by te Seller.

For the final solution, the unconditional probabilities $\bar{f}_{S}(p)$ of choosing each price $p$ need to be found as well. Solving this problem analytically is challenging, because the set of prices $\mathcal{P}$ where the Seller's joint posterior distribution is non-zero has to be specified as well. Instead, I present a numerical solution in the next subsection to find the exact solution to the Seller's problem.

### 1.4.3 Numerical Solution to the Seller's Problem

I utilize the Blahut-Arimoto algorithm [Arimoto, 1972, Blahut, 1972] to determine the explicit solution to the Seller's problem in Proposition 2. The Blahut-Arimoto algorithm finds the optimal unconditional probability $\bar{f}_{S}(p)$ as the fixed point of a formula derived from Equation (1.20) above by integrating both sides with respect to $v$ :

$$
\begin{equation*}
\bar{f}_{S}(p)=\bar{f}_{S}(p) \int_{v} \frac{\exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v)}{\sum_{p} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right)} d v \tag{1.21}
\end{equation*}
$$

where $U_{S}^{E}(p, v)=\frac{p-v}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}$ and $\bar{f}_{S}(p)=\int_{v^{\prime}} f_{S}\left(p, v^{\prime}\right) d v^{\prime}$. The only unknown variable in Equation 1.21 is the Seller's unconditional posterior distribution $\bar{f}_{S}(p)$. Therefore, it is fully
defined as its fixed point. The Seller's joint posterior distribution is also fully defined when $\bar{f}_{S}(p)$ is plugged back into Equation 1.20 . Theorem 1 establishes these results.

Theorem 1. The solution the Seller's problem is

$$
\begin{equation*}
f_{S}(p, v)=\frac{\bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v)}{\sum_{p} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right)} \tag{1.22}
\end{equation*}
$$

where $\bar{f}_{S}(p)$ is defined as the fixed point of

$$
\begin{equation*}
\bar{f}_{S}(p)=\bar{f}_{S}(p) \int_{v} \frac{\exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v)}{\sum_{p} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right)} d v \tag{1.23}
\end{equation*}
$$

for given support $p \in \mathscr{P}$.

Csiszar [1974] proved that the Blahut-Arimoto algorithm finds the unique fixed point of Equation (1.23). Here, I present the solution in a numerical example. I iterate Equation (1.23) starting form a discrete, but highly refined support of prices $\mathcal{P}=\left\{p_{1}, \ldots, p_{n}\right\}$ where $p_{j}=p_{\max } \frac{i-0.5}{n}$, and uniform probability distribution $P\left(p_{1}^{(0)}\right)=\bar{f}_{j}^{(0)}=\frac{1}{n}$ for $j=1, \ldots, n$. The continuous prior distribution $g(v) \sim U(0,1)$ I also replace by a discrete uniform distribution, which has support $\left\{v_{i}\right\}, i=1, \ldots, n_{v}$, and probability distribution $P\left(v_{i}\right)=g\left(v_{i}\right)=\frac{1}{n_{v}}$ for all $i=1, \ldots, n_{v}$. More details about the Blahut-Arimoto algorithm can be found in Appendix A.3. I illustrate the numerical solution to the Seller's problem on the following example:

Example 2. Assume that the prior distribution of the value of a good is $v \sim U(0,1)$. The Seller and the Buyer interacts according to the game described in Section 1.3.3. The Seller's unit information cost is $\lambda_{S}=9$ and the Buyer's unit information cost is $\lambda_{B}=9$. The utility of the Seller is $U_{S}(p, v)=(p-100 * v)$ and the utility to the Buyer is $U_{B}(p, v)=(100 * 3 / 2 v-p)$.

In Example 2. I scale the prices and costs by 100 in sake of better readability of the results,
otherwise the setup is equivalent to the Market for Lemons with Endogenous Information problem. I find the numerical solution with the Blahut-Arimoto algorithm, using refinement $n=300$ for the support of the price, and refinement $n_{v}=100$ for the support of the value distribution. Since the minimum price is 0 and the maximum price that the Seller would possibly offer is 150 , the points in the support of the initial price distribution are $p_{j}=\frac{j-0.5}{2}$ for $j=1, \ldots, 300$. Similarly, the value $v$ takes minimum of 0 and maximum of 1 , therefore the points in the support of the value distribution are $v_{i}=\frac{i-0.5}{100}$ for $i=1, \ldots, 100$. The prior distribution of the value is the discrete uniform distribution $g\left(v_{i}\right)=\frac{1}{100}$ for every $i$, and the initial unconditional distribution of the prices is also a discrete uniform distribution $\bar{f}_{j}{ }^{(0)}=\frac{1}{300}$.

As the result of the Blahut-Arimoto algorithm, from the continuous support of the price distribution three price points arise with non-zero probabilities. I denote them by $p_{L}=83.75$, $p_{M}=100.25$ and $p_{H}=121.75$. The probability distribution over the three price points is $\bar{f}_{S}\left(p_{L}\right)=0.24, \bar{f}_{S}\left(p_{M}\right)=0.25$, and $\bar{f}_{S}\left(p_{H}\right)=0.51$. These are the unconditional probabilities that each price is offered. For the full solution to the Seller's problem, which is the joint posterior probability distribution $f_{S}(p, v)$, the unconditional probabilities are plugged back in to Equation (1.22). The support of $f_{S}(p, v)$ is $\left\{p_{L}, p_{M}, p_{H}\right\} \times\left\{v_{1}, \ldots, v_{n_{v}}\right\}$

Figure 2.3 displays the solution to the Seller's problem with the parameters defined in Example 2. The prior distribution of the Seller is a uniform distribution on [0, 1], its density function is the magenta-colored horizontal line. After observing his signal, the Seller modifies his belief according to the joint posterior distribution $f_{S}(p, v)$, where $p$ can take three different values, $p_{L}, p_{M}$ or $p_{H}$. The solid curves on the graph represent the parts of the posterior joint distribution, the blue line is the part after observing $p_{L}$, the green line is the part after observing $p_{M}$, and the red line is the part after observing $p_{L}$. Note that the parts add up to the prior distribution, such that for each $v: f_{S}\left(p_{L}, v\right)+f_{S}\left(p_{M}, v\right)+f_{S}\left(p_{H}, v\right)=g(v)$, therefore these functions
are the parts of the same joint posterior distribution. The conditional posterior distributions of the Seller after observing each price one can get after appropriate normalization.


Figure 1.3: The Seller's Optimal Information Structure $\left(\lambda_{S}=9, \lambda_{B}=9\right)$

Furthermore, once the result to the Seller's problem is found, the solution to the Buyer's problem is explicitly determined as well for given price offers. I illustrate the solution to the Buyer's problem on Figure 1.4. After observing each price the Buyer gets another signal, either Accept or Reject, which is drown from her chosen information structure. The solid curves on each graphs represent the Seller's information choice. The dashed curves are the acceptance probabilities of the Buyer as a function of the value. Note that these functions are not scaled up to be probability distributions. Instead, they represent parts of the joint distribution over three variables, the signal (action) $p$ of the Seller, the signal (action) Accept of the Buyer and the state variable $v$. This illustration allows us to see the contribution of each price offer to the size of the active market as the shaded areas below the acceptance probability curves of the Buyer.

In Figure 1.5, I illustrate the Seller's conditional posterior distributions and the Buyer's conditional posterior distributions after each observing their own signals. Panel (a) is the Seller's


Figure 1.4: The Seller's Price Offer and the Buyer's Response ( $\lambda_{S}=9, \lambda_{B}=9$ )

(a) Seller's Posterior Beliefs

(b) Buyer's Posterior Beliefs $p_{L}=83.75$

(c) Buyer's Posterior Beliefs
$p_{M}=100.75$

(d) Buyer's Posterior Beliefs

$$
p_{H}=121.75
$$

Figure 1.5: The Seller's and Buyer's Posterior Beliefs Conditional on Their Signals
conditional posterior distribution, which suggests that the Seller gathers less information about lower values. Close to $v=0$ the posterior distribution after observing either of the three prices is almost the same as the uniform prior distributions. On the other hand, the Seller gathers more detailed information when $v$ is in the mid-to-high range. However, specifically for the higher values of $v$, only the highest price signal is distinguished, and the conditional posterior distributions after the two lower price signals are more similar. Panel (b), (c) and (d) of Figure 1.5 illustrates the Buyer's prior distribution, as well as her conditional posterior distributions after observing each price.

### 1.4.4 Subgame Perfect Equilibrium for Interior Solutions

I characterize the solution described in Section 1.4.1 and Section 1.4.2 as a perfect Bayesian Nash equilibrium. I prove that the interior solution found above indeed forms an equilibrium. I formalize the equilibrium, and provide this result in Theorem 2.

Theorem 2. The following actions and beliefs of the Seller and the Buyer constitute a perfect Bayesian Nash equilibrium of the Market for Lemons with Endogenous Information problem:

1. The Seller chooses information structure $f_{S}(p, v)$ as described in Section 1.4.2
2. Nature draws the Seller's signal $p$, the Seller updates his beliefs to $q_{S}(v \mid p)$
3. The Seller chooses price $p$, according to Nature's signal
4. The Buyer observes $p$, and updates her belief to $q_{B}^{p}(v)=q_{S}(v \mid p)$
5. The Buyer chooses information structure $f_{B}^{p}(D, v)$ according to Section 1.4.1
6. Nature draws Buyer's signal $D$, the Buyer updates her beliefs to $q_{B}^{p}(v \mid D)$
7. The Buyer observes signal $A$ or $R$, and accepts or rejects the offer, respectively

To prove that this is a perfect Bayesian Nash equilibrium, one has to show that the Seller's and Buyer's actions are optimal, and that the beliefs are consistent. Let's start with 3. an 7., the actions of the Seller and Buyer after observing their signals. The rational inattention framework ensures that the decision makers always follow their signals, because each signal should be matched with an action. Choosing more signals than the number of possible actions cannot be optimal, because it does not increase the gross utility, but it does increase the information cost. Continuing with the information choices of the Seller and the Buyer 1. and 5., these are results from solving the optimization problem of the Seller and the Buyer. Therefore, these are by definition the best choices in the given environment. The belief updates in 2 . and 6 . are consistent, which is ensured by the constraints in the Seller's and Buyer's problem. The Buyer's belief update in 4. is also consistent, because the equilibrium specified above is a separating equilibrium. The Seller chooses different prices after different states of the world, which is here defined by the signal sent by Nature in 2 .

### 1.4.5 Market Implications

Finally, I summarize some further results from Example 2., and discuss their implications on the market outcomes. First, I calculate the profits for each party. The gross expected utility for the Seller is $U_{S}=8.4$ and his information cost is $C_{S}=1.13$. Therefore the Seller's net utility is $N e t U_{S}=U_{S}-C_{s}=7.28$. The Buyer's expected utility after observing $p_{L}, p_{M}$ or $p_{H}$ is $U_{B L}=3.27, U_{B M}=3.76$, or $U_{B H}=3.92$, respectively. The corresponding information costs are: $C_{B L}=2.83, C_{B M}=3.19, C_{B H}=3.5$. The gain from gathering information exceeds the cost in all three cases, therefore the Buyer chooses to gather further information, and accepts these prices with positive probabilities. The average expected utility of the Buyer is $U_{B}=3.72$ and the average information cost is $C_{B}^{a v}=3.26$, which results in average net utility $\operatorname{Net} U_{B}=0.46$
for the Buyer. Taking into account the Seller's and Buyer's utility with equal weights, the total welfare is $N e t U=N e t U_{B}+N e t U_{S}=7.74$.

Compare this to the Akerlof's Market for Lemons setting where under the extreme information asymmetry assumption the market collapses, hence the profit is 0 for both agents. In contrast, my model predicts higher total welfare and positive net profit for both the Seller and the Buyer. However, this welfare is lower than the maximum total welfare 25 that is achieved in the symmetric information benchmark case. Under symmetric information, the market operates efficiently, and the Seller fully enjoys the first mover advantage, hence extracts the entire profit. In my model there is less asymmetry in terms of the outcomes. Out of the total net utility 7.74 the Seller gets around $94 \%$ and the Buyer gets around $6 \%$. Therefore, the Seller still gets significantly higher fraction due to his first mover advantage, but the option to the Buyer to gather information herself reallocates some of the profits. In summary, the Buyer is better off, the Seller is worse off and the total welfare is lower in the Market for Lemons with Endogenous Information case than in the symmetric information case.

Second, I analyze the probability of successful selling under my model and compare it to the benchmark settings. In the current model every good is sold with positive probability, however no good is sold with probability 1 . The probability of selling a good depends on its quality. The probability that a good with certain quality is sold is displayed in Figure 1.6. The probability of selling increases in the quality for each price as it is shown in Panel (a), and in total as it shown in Panel (b). The average acceptance rate is $P_{A L}=0.44$ when the price is $p_{L}=83.75$, $P_{A M}=0.33$ when the price is $p_{M}=100.75$ and $P_{A H}=0.19$ when the price is $p_{H}=121.75$. The overall average acceptance rate across all prices is $P_{A}=0.29$. Comparing this to the benchmark cases, this volume of trade is higher than in the case of extreme information asymmetry, where no trade occurs, but lower than in the case of symmetric information, where all goods are sold


Figure 1.6: Probability of Selling a Good as the Function of Quality
with probability 1 . Therefore, under the current model with endogenous information, the market does not collapse, but there is some level of inefficiency, hence the reduced total welfare above. Furthermore, the average product sold is of higher quality, because the probability of acceptance increases in the quality, as it was shown on Figure 1.6 .

### 1.5 The Effects of Changes in the Information Costs

In this section I investigate the effects of changes in the unit information cost parameters on the individual and market outcomes. I illustrate the movements by simulating the model for a set of different unit information cost parameters for the Seller and the Buyer. I use the case $\lambda_{S}=6$ and $\lambda=6$ as the baseline for comparisons. While analyzing the consequences of changes in the unit information cost parameters, I focus on two distinct effects. First, the level of unit information costs affects the total amount of information in the model, regardless whether the Seller or Buyer acquires it, which has an effect on the market outcomes. Second, the extent of asymmetry between the Seller's and Buyer's information affects the outcomes as well, even
when the total amount of information is fixed. In order to better understand the pure effects of information asymmetry in a sense of differing unit information costs, I fix the level of overall information in some of the analyses.

### 1.5.1 General Observations About the Equilibrium

At first glance, the following observations characterize the effect of the unit information cost parameters on the equilibrium. Figure 1.7 displays the possible price points that the Seller chooses with positive probabilities and the probability distribution over these price points. I fix the unit information cost parameter of the Buyer at $\lambda_{B}=6$ and vary the unit information cost of the Seller from $\lambda_{S}=6$ to $\lambda_{S}=3$. As described above, the Seller optimally restricts his attention to a discrete set of prices. The exact number of the prices offered depends on the magnitude of the unit information cost for the Seller. In particular, the less costly the information is for the Seller, the more price options he uses with positive probability. The range of prices gets wider, as the lowest price decreases and the highest price increases. At the same time, the average price decreases as the unit information cost for the Seller decreases. Table A. 1 in Appendix A. 2 contains the data used for Figure 1.7 .

### 1.5.2 Information Asymmetry

Second, I look explicitly how the amount of information and the amount spent on information changes with the change in unit information cost parameters. Figure 1.8 illustrates the consequences of the changes in the unit information cost parameters for the Seller on overall information. I show the effects on the amount of information the Seller chooses to gather before offering a price, the amount the Seller spends on this information, the average amount of information a Buyer chooses to gather before accepting or rejecting an offer, and the amount the


Figure 1.7: Distribution over Possible Price Points

Buyer spends on this information on average. On Panel (a), when the Buyer's information cost is fixed, the Seller's information flow decreases as his unit information cost increases. Asymmetry between the information of the Buyer and the Seller is observable when the Seller's unit information cost is lower than the Buyer's. On Panel (b), it is shown that the Seller also spends less on information when his unit cost of information increases. Both the Buyer's information flow and information cost increases slightly as the unit information cost of the Seller increases.

On Panel (c), when the Seller's information cost is fixed, the information flow for both the Seller and the Buyer decreases as the unit information cost of the Seller increases. Information asymmetry does not occur, because in the cases when the Buyer's unit information cost is higher than the Seller's, the difference is not substantial enough, and it's effect is overweighted by the effect of the Buyer's having more incentives for gathering information. Panel (d) shows that when the Seller's unit information cost is fixed, the Buyer spends more on information as her unit information cost increases. Both of these graphs suggests that the Buyer's demand for information is less elastic than the Seller's. Table A. 3 and A. 4 in Appendix A. 2 contains the data used for Figure 1.8 .


Figure 1.8: Information Asymmetry Under Varying Unit Information Cost Parameters

### 1.5.3 Welfare Consequences

The unit information costs can affect the size and allocation of welfare in two ways. First, the magnitudes of the unit information costs have an effect on the outcomes. Second, the level of asymmetry in the unit information cost parameters of the Seller and the Buyer also has an effect on the outcomes. In Figure 1.9, the gray columns are the changes in the net utility of the Buyer, the pink columns are the changes in the net utility of the Seller. The blue columns are the changes in the sum of the Seller's and Buyer's net utilities, which is the total welfare in this case. Panel (a) shows the case when the Buyer's unit information cost is fixed, Panel (b) shows when the Seller's unit information cost is fixed, and Panel (c) is the case when the total amount of information gather by either the Seller and the Buyer is fixed.

There is an information asymmetry advancing the Seller, when the Seller's unit information cost is lower than the Buyer's unit information cost. In this case, increasing information asymmetry decreases the total welfare, and this decrease is mostly burdens the Buyer. In fact, the Seller is slightly better off due to the information asymmetry in terms of net profit. When the asymmetry advances the Buyer, then total welfare slightly increases, and this change is also mostly on the Buyer's side.

### 1.5.4 Market Efficiency

Finally, I show the effect of information costs and information asymmetry on the market efficiency. In the model of Akerlof [1970] the market collapses and no trade occurs. In contrast, in the current model the market still operates, but not at the efficient level. It means that all goods are sold with positive probability, but no good is sold with probability 1 . The overall probability that a good is sold is between 0 and 1 . In general, it is true that goods of higher quality are more likely to be sold. The policy consequence of this result is that the market efficiency can be


Figure 1.9: Change in Net Utilities
increased by decreasing the level of information asymmetry.

### 1.6 Conclusions

In this paper I build a model of adverse selection under asymmetric information arising from endogenous information gathering. I assume that a Seller and a Buyer, who negotiate over the price of a good of unknown quality, both have access to costly information. The Seller, before offering a price, acquires a signal about the optimal price and the Buyer, after observing the price offer, also acquires a signal whether or not to accept it. The cost of the signals are linear in their ability to reduce the uncertainty of the prior beliefs. The unit costs of information may differ between the Seller and the Buyer, which represents the information asymmetry in this model.

I predict outcomes and market implications within the range of parameters where the interior solution exists, and both the Seller and the Buyer choose to gather information before taking an action. The current assumptions of information asymmetry with endogenous information results in four main finding. First, I conclude that the market does not collapse, however operates with some inefficiencies. Any quality of good sells with probability, but no good sells with certainty. The probability of selling a good depends on the unit information costs, and in general, it is increasing with the quality of the good. The latter finding also implies that the average quality of the goods that are sold are higher then the overall average quality.

The total welfare, defined here as the sum of the Seller's and Buyer's net profits, is positive, but below its possible maximum. Moreover, the profit is nonzero for both parties. This is in contrast with the symmetric case, where the Seller extracts all profits, an the Buyer gets nothing in expected value.

Information asymmetry is still observable in the current model. The information setting I
use is suitable to characterize the amount of information each agent uses through the uncertainty reduction between their prior and posterior beliefs. I conclude that when the unit information cost is substantially lower for the Seller than the Buyer, then the Seller indeed gathers more information.

I analyze the pure welfare consequences of information asymmetry by fixing the overall information of the Seller and the Buyer, while increasing the gap between their unit information costs. I find that the increase in information asymmetry, even when the total amount of information is fixed, decreases the total welfare. In particular, the Buyer bears most of the welfare losses. Suitable innervation, such as disclosure requirements or centralized databases, are able reduce these welfare losses, and the current project can be the basis to design such policies.

# Chapter 2: Overconfidence, costly information and costly information distortion 

### 2.1 Introduction

Overconfidence - the overestimation of one's own skills, placement or information - has been widely investigated in economics for its impact on the outcomes of individual decision making. An overconfident CEO may over-invest because she overestimates the returns of the investment [Malmendier and Tate, 2015]. A principal who overestimates her own qualities may undervalue an agent, and hence offer sub-optimal contract for both [Heidhues et al., 2018]. Besides economics, overconfidence has an impact on several other aspects of everyday life, such as health, education and workplace [Dunning et al., 2004]. Moreover, the individual biases show their effects on the aggregate level as well. The high rate of business failure is explained by the excess entry of firms who are overconfident about their own potential compared to others [Camerer and Lovallo, 1999]. Overconfident consumers underestimate their future consumption, and certain firms who offer payment plans, such as mobile phone or car rental companies, tend to exploit this naivete in their multi-part pricing schemes [Grubb, 2015].

Overly confident thoughts and behaviors are quite common among the population Harris and Hahn, 2010], however not all people are equally affected. In particular, the relationship between individuals' skill levels and their overconfidence has been noted for a long time. As Russell [1933] gets straight to the point, "the fundamental cause of the trouble is that in the
modern world the stupid are cocksure while the intelligent are full of doubt." In a more scientific setting, Kruger and Dunning [2000] provided the first empirical evidence that those who are less skilled are indeed the ones who are less likely to be aware of it. The unskilled-and-unaware effect - also known as the "Dunning-Kruger effect" after its first investigators - refers to the inverse relationship between one's own actual and perceived performance.

The Dunning-Kruger effect has not been frequently discussed in economic settings, although it is closely linked to information, learning, and their relationship to overconfidence. In a recent study Sanchez and Dunning [2018] tracked the actual and perceived performance of subjects who were initially new to a certain task, but who were given the opportunity to learn from repeated trials and feedback. The task was designed to take place in a fictional environment, such that subjects could not use prior expertise. Results indicated that after an initial jump - what the authors called the "beginners' bubble" - overconfidence gradually declined as the subjects gained more experience. This result suggests that overconfidence occurs not as a fixed personal attribute, but as a feature that can be changed over time. Hence, learning can mitigate both being unskilled and being unaware of it. Consequently, the Dunning-Kruger effect is related to - and should be analyzed together with - learning and the change in skill level.

A study by Sawler [2021] noticed the relevance of the Dunning-Kruger effect in education and proposed potential solutions to reduce its disadvantageous consequences. In his experiment he showed that those who are taking only introductory level economic courses are likely to remain overconfident about their knowledge of the field. The psychology literature thoroughly discusses this connection in further examples [Dunning, 2011], however none of the studies before provide a mechanism through which the improvement of skills may affect overconfidence. In this paper, I propose a model that explains the Dunning-Kruger effect as being a result of a constrained utility maximization problem, where the decision maker is rationally inattentive to
information, and at the same time biased toward more optimistic subjective beliefs. The setup is a tractable form to augment into various economic applications, where the formation of overly confident subjective beliefs different from the objective information may have an effect on the final outcomes.

My model builds on two distinct approaches from economic theory, and extends these methodologies by one additional assumption. First, I use a framework where decision makers are allowed to choose their objective information and subjective information separately, an idea that appears in Brunnermeier and Parker [2005]. Furthermore, following the literature on motivated beliefs by Bénabou and Tirole [2016], I assume that overly optimistic beliefs have their intrinsic values, therefore the individuals may choose to be overconfident even when it comes with a loss in materialistic terms.

Second, I take into account two types of costs for choosing objective and subjective information. I measure the cost of the objective information by entropy-based cost functions grounded in the rational inattention literature (summarized by Mackowiak et al. [2020]). Similar to the experiment of Sanchez and Dunning [2018], my model describes repetitions of an identical task. In each task, the decision maker can gather an arbitrary amount of information before taking an action. In accordance with the assumptions of the rational inattention framework, choosing more information provides higher expected utility, but also imposes a cost. I assume that this cost is decreasing with the skill level of the decision maker, which is increasing through the learning process.

Finally, as a third assumption, I introduce the cost of information distortion. Brunnermeier and Parker [2005] suggested that the only constraint of choosing overly optimistic beliefs is the consequent future monetary loss. In contrast, I assume that forming an overconfident subjective belief imposes direct cognitive costs. In line with the previous parts of the model, I define
the cost of information distortion within the entropy-based rational inattention framework, but unlike the cost of objective information, I assume that it increases with the skill level. That means the more skilled the decision maker is, the easier she solves an upcoming task, and at the same time, the harder she misjudges her own performance.

These assumptions are aligned with the explanation by Dunning [2011] for the existence of the unskilled-and-unaware phenomenon, however my interpretation is slightly different. In his argument, he connected ignorance with meta-ignorance, and showed that the exact same skills are necessary to perform well as to judge accurately one's own performance. He calls overconfidence a result of a double burden of incompetence; to be unskilled, and unaware about being unskilled at the same time. On the contrary, my model takes a rational approach. I assume that overconfidence is the result of maximizing a weighted sum of a materialistic expected utility component and a belief utility component, net of the cost of information and the cost of information distortion.

My project contributes to the body of behavioral economic models that connect information processing and overconfidence. Mobius et al. [2011] showed that the misinterpretation of signals leads to overconfident beliefs. Eil and Rao [2011] argue that overconfidence may prevent the processing of objective information, when its content is unpleasant. The current project also proposes a model that connects overconfidence and learning, but with two distinctions. First, in my setup I assume that the overly optimistic beliefs are the result of the decision maker's utility-maximizing choice. Second, instead of an exogenous source of information, I assume endogenous information acquisition. The choice of using endogenous information also establishes a bridge between overconfidence and the rational inattention framework. My model extends the existing literature on rational inattention by adding a behavioral bias toward more optimistic subjective beliefs to a costly information acquisition problem.

In addition to the contribution to the economic theory literature, the project has potential for policy applications. For example, in Chapter 3, I show as a consequence of my model that the individuals with fewer skills are the ones who are less willing to improve. More specifically, until a certain threshold, increasing skills results in a loss in utility, therefore there is no internal motivation for learning. Hence, the initial "beginners' bubble" of overconfidence found by Sanchez and Dunning Sanchez and Dunning [2018] is not only harmful in current decisions, but also ruins incentives for further improvement. This argument highlights the importance of nudging the earlier stages of learning, for example, through mandatory education or training programs. However, after a certain threshold, no further external incentive is needed, and the learning process continues voluntarily. At that point, the trouble identified by Bertrand Russell [1933] might turn into an advantage; those who are "intelligent but full of doubt" become eager to learn more.

### 2.2 Literature Review

This project contributes to the literature on overconfidence in economics by offering a model which explains the relationship between skill levels and overconfidence by the simultaneous endogenous choice of costly information and subjective beliefs. The precise terminology of overconfidence was introduced by Moore and Healy [2008], and later revised by Moore and Schatz [2017]. They determined three distinguished categories of overly optimistic beliefs. It is overestimation of one's own performance when someone thinks herself better than she is. Overplacement is when someone exaggeratedly thinks herself better than others. Finally, overprecision occurs when someone thinks that her information is more accurate than it actually is. The current model captures a case of overprecision, because the decision maker's overly optimistic assessment is about her own level of informedness.

Optimism, in a broader sense, was recognized in psychology literature for its potential benefits on well-being starting from Harris and Hahn [2010], and more recently summarized by Sharot [2011]. Overconfidence in economics and finance, however, is of primary interest because it can lead to sub-optimal decisions in the materialistic sense. All three categories of overconfidence appears in applications in finance by Barber and Odean [2001], Bhandari and Deaves [2006], and Gervais et al. [2011], in economics by Camerer and Lovallo [1999], de la Rosa [2011], Heidhues et al. [2018], and Malmendier and Tate [2015] and in political economy by Ortoleva and Snowberg [2015]. These applications identify overconfidence as an existing bias in decision making, but are vague about its sources.

The literature on the economics of motivated beliefs suggests the reasons for, and the mechanism behind overconfident thoughts and actions. These models, following the observations of psychology, assume that overly optimistic beliefs are not just a mistake in rational decision making, but also are desirable outcomes, which are part of the decision maker's objective. Examples of these models are found in Bénabou and Tirole [2002] and Caplin and Leahy [2001]. A recent survey by Bénabou and Tirole [2016] reviews how these motivated beliefs, in general, can be used as a direct or instrumental source of utility.

In summary, overconfidence in economics has been recognized both for its benefits and caveats, and in my model both effects are recognized. Closest to the current paper, Brunnermeier and Parker [2005] proposed a model in which there is a trade-off between materialistic and belief based utilities. In their setting, an investment decision is made under uncertainty, and welfare arises both from the expected utility of the investment in monetary terms and from the belief about this future income. One of their key idea is the separation of subjective beliefs from objective beliefs, which I apply similarly in the current project. However, my setup is different in two ways. First, I replace the exogenous information source to an endogenous costly infor-
mation acquisition process. Second, I incorporate a direct cognitive cost element for forming overly optimistic beliefs besides its adverse effect on materialistic outcomes.

Beyond the positive and negative consequences of overly optimistic beliefs, the bi-way relationship between overconfidence and information has been also analyzed in economics. On one hand, overconfidence may effect information processing and learning. Heidhues et al. [2018] showed that the biased perception of signals due to overestimation of the agent's own qualities leads to sub-optimal outcomes of a contract. On the other hand, learning might be the way to mitigate behavioral biases. Papers by Mobius et al. [2011] and by Eil and Rao [2011] discussed the evolution and possibilities of decreasing overconfidence by trials and feedback. These models commonly used fixed exogenous sources of signals, therefore they all differ from my setup. Moreover, the current project directly analysis the effect of the information acquisition process on beliefs, rather than the effect of the available information. Therefore, my model is suitable to answer questions specifically about the inference of information gathering and overconfidence.

Parallel to the investigation in economics, researchers in psychology also noted the relationship between learning and overconfidence. The first empirical analysis was provided by Kruger and Dunning [2000]. In their experiment they showed the inverse relationship between one's actual ranking and one's estimated ranking in a competition. The gap between the estimated ranking and the actual ranking is an instance of overplacement, which was empirically proven to be decreasing as the actual ranking increased. Since then, Dunning-Kruger effect is the broad terminology used in psychology for the inverse relationship between skills and overconfidence. A series of additional studies, such as Krueger and Oakes Mueller [2002] and Kruger and Dunning [2002], continued the investigation of the phenomena.

All the above mentioned early studies focused exclusively on between-subject compar-
isons, but later Sanchez and Dunning [2018] found evidence of the Dunning-Kruger effect in a within-subject design as well. In their experiments they investigated learning with little initial skills, and showed that after gaining a minimal experience overconfidence jumps to its maximum state and then gradually decreases from that pike. I propose a theoretical explanation of these empirical findings, focusing on the decrease of overconfidence with the increase of skill level. My quantitative model is in line with the theoretical argument of Dunning [2011]. In his study he connected ignorance with meta-ignorance, and showed that the exact same skills are necessary to perform well as to judge accurately one's own performance.

The literature on Dunning-Kruger effect also formalizes ideas that have appeared in earlier models describing the process of learning. For example, the popular "four stages of learning" scheme, summarized and connected to the Dunning-Kruger effect by Adams [2017], was originally developed by Noel Burch in the 1970s. In his setup, the individual starts from being "Unconsciously Unskilled", then she turns first into "Consciously Unskilled", then into "Consciously Skilled", and finally into "Unconsciously Skilled". At the first stage, overconfidence is at its maximum, and starts to decrease in the second stage. Then, in the third stage confidence starts matching the actual skills, and in the last stage the individual can deliver high performance even without thinking of it. Therefore, the first two stages of this learning scheme are perfectly in line with the later formalization of the Dunning-Kruger effect.

A recent paper by Sawler [2021] highlights and validates in an experiment further consequences of learning with overconfidence. He observes that many undergraduate students who take introductory economics, but do not continue on more advanced courses, do not grasp the complexity of the field, and hence remain overconfident about their own knowledge. His paper also argues the possible connection between the Dunning-Kruger effect and the managerial overconfidence described by Malmendier and Tate [2015]. The proposed solution to the over-
confidence of the undergraduates is to assign readings that foreshadow the issues beyond the course level. In contrast, in the application of my model I target a similar question, however I propose an alternative solution by lengthening the mandatory phase of learning.

Lastly, this project also contributes to the growing body of work on attention and information acquisition. Models and applications of inattention in behavioral economics are summarized in Gabaix [2019]. Golman et al. [2017] surveys models where information is part of the objective function of the decision maker. More specifically, my model utilizes the framework of entropy-based rational inattention first proposed by Sims [2003b], and later characterized by Matejka and McKay [2011], Caplin and Dean Caplin and Dean [2015] andCaplin et al. [2017]. Experimental tests of the theory can be found in Dean and Neligh [2017]. The rational inattention framework suggests that attention is associated with a cognitive cost, hence the decision maker chooses the optimal amount of information based on a constrained optimization problem. Compared to this framework, I use an additional entropy-based function to measure the cost of information distortion which occurs when the decision maker forms false subjective beliefs.

A recent survey by Mackowiak et al. [2020] collects a wide range of projects utilizing the rational inattention framework. Most of these works are either applications with fully rational, albeit inattentive decision makers, or models aiming to explain biased decisions as a consequence of rational inattention. My project is among the first few setups, where the rational inattention framework is combined with a behavioral bias. Previously, Pagel [2018] incorporated loss-aversion, while in my model the decision maker is biased toward overly optimistic subjective beliefs.

### 2.3 Model

In this section I describe a model that explains the decrease in overconfidence as the skill level increases - the Dunning-Kruger effect - as a result of a constrained utility maximization problem with costly information acquisition. In this problem the decision maker chooses her objective and subjective information separately in order to maximize her expected utility net of the costs of information. The gross utility stems from two different sources, a materialistic utility component and a belief utility component.

The materialistic utility component is the expected material income from a risky investment decision, where the expectation is formed based on the decision maker's objective information. While the belief utility is the expected income from the same risky investment, but based on the, possibly optimistically distorted, subjective information. The overall utility which is taken into account in the objective function is the weighted sum of the two utility components.

The decision maker also faces two types of costs related to her information choice. On one hand, the choice of the level of objective information imposes information cost. Following the entropy-based rational inattention literature (as formalized in Caplin and Dean [2015]), the cost of information is measured by a linear function of the mutual information between the prior belief and the objective posterior belief of the decision maker. The unit information cost parameter is assumed to be a decreasing function of the skill level. On the other hand, I assume that a subjective information that is different from the objective information imposes an additional cost component, which I call the cost of information distortion. I measure the cost of information distortion by a linear function of the mutual information between the objective and subjective beliefs. The unit cost of information distortion is assumed to be an increasing function of the skill level.

In this model overconfidence is represented by the gap between the subjective and objective information. Overly confident beliefs, although they result in lower materialistic utility, are motivated by the belief utility component. The choices of the unit information cost and unit information distortion cost parameters reflect the explanation of the Dunning-Kruger effect by Dunning [2011]. The higher skill level allows the decision maker to gather information at a lower cost, but at the same time, it makes the distortion to subjective information more costly for her. The balance of the gains and losses due to the two utility components and the two types of costs shapes the decreasing relationship between the skill level and overconfidence.

### 2.3.1 Cost of Information and Cost of Information Distortion

I introduce the model of overconfidence on a simple two-stage decision problem. The decision maker's prior information is $\boldsymbol{\mu}=\binom{\mu}{1-\mu}$, where $\mu$ is the probability of State 1 in a binarystate world. In the first stage the decision maker simultaneously chooses objective information $\boldsymbol{p}$ and subjective information $\boldsymbol{q} \cdot \boldsymbol{p}$ is an information structure, which consists of two signals. The first signal generates posterior belief $\boldsymbol{p}^{\boldsymbol{a}}=\binom{p}{1-p}$ over the two possible states of the world, and is sent with probability $Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)$. The second signal generates posterior belief $\boldsymbol{p}^{\boldsymbol{b}}=\binom{1-p}{p}$, and is sent with probability $1-Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)$. The probability $Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)$ is such that this information structure is consistent with the prior distribution. Subjective information $\boldsymbol{q}$ is a distorted version of the objective information $\boldsymbol{p}$. Choosing subjective information structure $\boldsymbol{q}$ means that the decision maker's subjective posterior belief is $\boldsymbol{q}^{\boldsymbol{a}}=\binom{q}{1-q}$ when her objective posterior belief is $\boldsymbol{p}^{\boldsymbol{a}}$, and $\boldsymbol{q}^{\boldsymbol{b}}=\binom{1-q}{q}$ when her objective posterior belief is $\boldsymbol{p}^{\boldsymbol{b}}$. In the second stage of the problem, after observing her signal, the decision maker chooses between two actions. Action $a$ pays $R$ in the first state of the world, and nothing in the second state of the world, while action $b$ pays nothing in the first state of the world and $R$ in the second state of the world.

The first assumption states that the decision maker is free to choose objective and subjective information separately. This assumption enhances the entropy-based rational inattention model with the option of overconfident beliefs. More specifically, overconfidence arises as a gap between subjective and objective information.

Assumption 1. Given prior information $\boldsymbol{\mu}$, the decision maker chooses objective information structure $\boldsymbol{p}$ and subjective information structure $\boldsymbol{q}$ separately. Signal $\boldsymbol{p}^{\boldsymbol{a}}$ generates objective posterior belief $\binom{p}{1-p}$ and subjective posterior belief $\binom{q}{1-q}$. Signal $\boldsymbol{p}^{\boldsymbol{b}}$ generates objective posterior belief $\binom{1-p}{p}$ and subjective posterior belief $\binom{1-q}{q}$. Signal $\boldsymbol{p}^{\boldsymbol{a}}$ is observed by probability $Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)$, and signal $\boldsymbol{p}^{\boldsymbol{b}}$ is observed by probability $1-Q\left(\boldsymbol{p}^{\boldsymbol{a}},\right)$, where $Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)$ is such that both information structures $\boldsymbol{p}$ and $\boldsymbol{q}$ are consistent with the prior belief $\boldsymbol{\mu}$.

By choosing objective and subjective information the decision maker aims to maximize her objective function, which consists of two utility components and two types of costs. I denote the materialistic utility component by $E U_{p}$, which is the expected utility from the investment in the second stage considering the objective information $\boldsymbol{p}$. Similarly, $E U_{q}$ denotes the belief utility component, and it is the expected utility from the same second stage investment when the decision maker considers subjective information $\boldsymbol{q}$ as her posterior beliefs. The gross expected utility is a weighted sum of the two components, where the weight on the materialistic expected utility is $\theta$, and the weight on the belief utility is $1-\theta$. In terms of costs, I denote the cost of information by $C$, which is a function of the mutual information between the prior information $\boldsymbol{\mu}$ and the objective posterior information $\boldsymbol{p}$. The cost of information distortion is denoted by $D$, and it is a function of the mutual information between the objective posterior information $\boldsymbol{p}$ and the subjective posterior information $\boldsymbol{q}$. The second assumption summarizes the decision maker's objective function.

Assumption 2. For given prior information $\boldsymbol{\mu}$, the decision maker solves

$$
\begin{equation*}
\max _{\boldsymbol{p}, \boldsymbol{q}} \theta E U_{p}+(1-\theta) E U_{q}-\boldsymbol{C}-\boldsymbol{D} \tag{2.1}
\end{equation*}
$$

where $E U_{p}$ is the materialistic expected utility component, $E U_{q}$ is the belief utility component, $\boldsymbol{C}$ is the cost of information, $\boldsymbol{D}$ is the cost of information distortion, and $\theta \in[0,1]$ is a weighting parameter. $C$ is a function of the mutual information between prior information $\boldsymbol{\mu}$ and objective posterior information $\boldsymbol{p}$ and $\boldsymbol{D}$ is a function of the mutual information between objective posterior information $\boldsymbol{p}$ and subjective posterior information $\boldsymbol{q}$.

The next assumption specifies constraints of choosing objective information $\boldsymbol{p}$ and subjective information $\boldsymbol{q}$. The constraint on the objective information is the "No Information Disposal" principle. This constraint states that the information content of the objective information cannot be less than the information content of the prior information. The second constraint I call the "No Underconfidence" principle. It states that the information content of the subjective information is not less than the information content of the objective information. More formally, since the information content is measured based on the mutual information between distributions, information structure $\boldsymbol{p}^{\mathbf{1}}=\left(\binom{p^{1}}{1-p^{1}},\binom{1-p^{1}}{p^{1}}\right)$ contains more information than $\left.\boldsymbol{p}^{\mathbf{2}}=\binom{p^{2}}{1-p^{2}},\binom{1-p^{2}}{p^{2}}\right)$ if $p^{1}>p^{2}$. Furthermore, before the formal statement of the assumption on the constraints, let us introduce a notational convention. Assume that $\mu \geq \frac{1}{2}$, meaning that the notation of the prior belief $\boldsymbol{\mu}=\binom{\mu}{1-\mu}$ is such that the first state of the world is always the one which initially occurs more frequently.

Assumption 3. For any prior information $\boldsymbol{\mu}=\left(\binom{\mu}{1-\mu},\binom{1-\mu}{\mu}\right)$ where $\mu \geq \frac{1}{2}$, the objective information $\boldsymbol{p}=\left(\boldsymbol{p}^{\boldsymbol{a}}, \boldsymbol{p}^{\boldsymbol{b}}\right)=\left(\binom{p}{1-p},\binom{1-p}{p}\right)$ is chosen under the restriction that $p \geq \mu$ ("No Infor-
mation Disposal"). For any objective information $\boldsymbol{p}$, the subjective information $\boldsymbol{q}=\left(\boldsymbol{q}^{\boldsymbol{a}}, \boldsymbol{q}^{\boldsymbol{b}}\right)=$ $\left(\binom{q}{1-q},\binom{1-q}{q}\right)$ is chosen under the restriction that $q \geq p$ ("No Underconfidence").

As a consequence of the third assumption and the notational convention $\mu \geq \frac{1}{2}$, in the second stage of the decision problem the decision maker maximizes her expected utility by choosing action $a$ after getting signal $\boldsymbol{p}^{\boldsymbol{a}}$, and by choosing action $b$ after getting signal $\boldsymbol{p}^{\boldsymbol{b}}$. This is because for a given signal, regardless the cost of information and information distortion the choice of the objective and subjective information imposed in the first stage, it gives the highest utility to choose $a$ when the first state is more likely to occur, and choose $b$ when the second state is more likely to occur.

Assumptions 4. and 5. describes the functional forms of the information cost and the information distortion cost, and connects them to the individuals' skill levels. In accordance with the rational inattention framework characterized in Caplin and Dean [2015], I use entropybased cost functions both for the cost of information and for the cost of information distortion. More specifically, the cost of the objective information is proportionate to the Shannon mutual information between the objective information and the prior information, and the cost of the information distortion is proportionate to the Shannon mutual information between the subjective information and the objective information.

Formally, given prior information $\boldsymbol{\mu}$ and chosen objective information $\boldsymbol{p}$, the cost of information is

$$
\begin{equation*}
c(\boldsymbol{\mu}, \boldsymbol{p})=\lambda\left(H(\mu)-\left(Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right) H(p)+\left(1-Q\left(\boldsymbol{p}^{\boldsymbol{a}}\right)\right) H(1-p)\right)\right) \tag{2.2}
\end{equation*}
$$

where $H(p)=-p \log p-(1-p) \log (1-p)$ is the Shannon entropy of the posterior distribution $\binom{p}{1-p}$, and $\lambda$ is the unit cost of information. After simplifications, the cost of objective
information $\boldsymbol{p}$, given prior information $\boldsymbol{\mu}$ is

$$
\begin{equation*}
c(\boldsymbol{\mu}, \boldsymbol{p})=\lambda(H(\mu)-H(p)) \tag{2.3}
\end{equation*}
$$

Similarly, given objective information $\boldsymbol{p}$ and subjective information $\boldsymbol{q}$, the cost of information distortion is

$$
\begin{equation*}
d(\boldsymbol{p}, \boldsymbol{q})=\gamma(H(p)-H(q)) \tag{2.4}
\end{equation*}
$$

where $\gamma$ is the unit cost of information distortion.

Assumption 4. The cost of information is defined as

$$
\begin{equation*}
c(\mu, p)=\lambda(\kappa)(H(\mu)-H(p))) \tag{2.5}
\end{equation*}
$$

where $H(p)=-p \log p-(1-p) \log (1-p)$ is the Shannon entropy of the posterior distribution $\binom{p}{1-p}, \kappa$ is a parameter that measures skill level, and $\lambda(\kappa)$ is the unit information cost, which is a decreasing function of $\kappa$ with $\lambda(\kappa) \rightarrow \infty$ as $\kappa \rightarrow 0$, and $\lambda(\kappa) \rightarrow 0$ as $\kappa \rightarrow \infty$

As an example I apply unit information $\operatorname{cost} \lambda(\kappa)=\frac{1}{\kappa}$. This functional form is supported by the cumulative average model of learning by Wright [1936]. According to Wright, the learning curve can be described as $Y=a X^{b}$, where $Y$ is the cumulative average time (or cost) per unit, $X$ is the cumulative number of units produced, $a$ is the time or cost required to produce the first unit, and $b$ is the slope of the function when plotted on log-log paper. For simplicity, let's set $a=1, b=-1$. Let $X$ be the current skill level, further on denoted by $\kappa$. Let $Y$ be the (average) cost of information, analogously the unit cost of information, denoted by $\lambda$. Therefore, the formula that describes the inverse relationship between the current skill level of the decision
maker and the unit cost of information is

$$
\begin{equation*}
\lambda(\kappa)=\kappa^{-1} . \tag{2.6}
\end{equation*}
$$

Assumption 5. The cost of information distortion is defined as

$$
\begin{equation*}
d(p, q)=\gamma(H(p)-H(q))=\beta \gamma(\kappa)(H(p)-H(q)) \tag{2.7}
\end{equation*}
$$

where and $H(p)=-p \log p-(1-p) \log (1-p)$ is the Shannon entropy of the posterior distribution $\binom{p}{1-p}, \kappa$ is a parameter that measures skill level, $\beta$ is the awareness parameter, and (with a slight abuse of notation) $\gamma=\beta \gamma(\kappa)$ is the unit cost of information distortion. $\gamma(\kappa)$ is an increasing function of $\kappa$ and $\gamma(\kappa)>0$ for every $\kappa$.

In the example I use $\gamma(\kappa)=\kappa$, hence the cost of information distortion is $\beta \gamma(\kappa)$. A notable difference between the cost of information and the cost of information distortion is that the former decreases, but the latter increases in the skill level. This assumption is crucial in the explanation of the Dunning-Kruger effect, and it is in line with the theory of Dunning [2011], that the more unskilled an individual is, the more unaware she is about it. Or, using the terminology of the current model, the lower skill level enables more inaccuracy in one's own self assessment. As the skill level increases, the increasing costs of information distortion makes it harder to misjudge one's own performance, and forces the decision maker to form more realistic subjective beliefs.

The parameters $\kappa, \beta$ and functions $\lambda(\kappa)$ and $\gamma(\kappa)$ defined above describe the decision maker's individual abilities and preferences in a certain decision problem. Although these parameters are all fixed in a specific decision problem, some of them can change over time, across repeated tasks. In particular, the increase of $\kappa$ represents the learning process, which results in
the increase of skill level. The awareness parameter $\beta$ represents the personal "taste" for distorting information, and it is fixed in this model. Moreover, the cost of information $\lambda$ and the cost of information distortion $\gamma$ are function of $\kappa$, therefore they also change with $\kappa$ through the learning process. The choice variables in the decision maker's problem we are focusing on are the objective information $p$ and the subjective information $q$. A decision problem is defined for given $\kappa$, therefore $p$ and $q$ also change with the skill level.

Given the current level of skills ( $\kappa$ ) and awareness parameter $(\beta)$, the following model formalizes the utility maximization problem of the decision maker.

Model (Overconfidence). The decision maker solves

$$
\begin{gather*}
\max _{p, q} \theta E U_{p}+(1-\theta) E U_{q}-c(\mu, p)-d(p, q)  \tag{2.8}\\
\text { s.t. } \quad p \geq \mu  \tag{2.9}\\
\text { and } \quad q \geq p \tag{2.10}
\end{gather*}
$$

where

$$
\begin{gather*}
c(\mu, p)=\lambda(\kappa)(H(\mu)-H(p))  \tag{2.11}\\
d(p, q)=\beta \gamma(\kappa)(H(p)-H(q)) . \tag{2.12}
\end{gather*}
$$

I assume risk neutral decision maker with linear utility function $u(x)=x$. That means for given objective information $\boldsymbol{p}$ the optimal choice of action in the second stage results in materialistic expected utility $E U_{p}=p R$, because the decision maker chooses the state which pays $R$ with probability $p$, regardless which state is it. Similarly, for given subjective information $\boldsymbol{q}$ the optimal choice of action in the second stage results in belief utility $E U_{q}=q R$. I also assume $\mu=\frac{1}{2}$, which reflects a case where the decision maker has no information about the
state of the world before collecting information, hence her prior distribution is discrete uniform. Under these assumptions, the solution to the Overconfidence Model is

$$
\begin{gather*}
p= \begin{cases}\frac{1}{1+2^{-\frac{\theta R}{\lambda(\kappa)-\beta \gamma(\kappa)}}=p^{*},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1 \\
\frac{1}{1+2^{-\frac{R}{\lambda(\kappa)}}=\bar{p},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)}<1\end{cases}  \tag{2.13}\\
q= \begin{cases}\frac{1}{1+2^{-\frac{(1-\theta) R}{\beta \gamma(\kappa)}}=q^{*},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1 \\
\frac{1}{1+2^{-\frac{R}{\lambda(\kappa)}}=\bar{p},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)}<1\end{cases} \tag{2.14}
\end{gather*}
$$

Implications of the results are discussed in Section 2.4. For proof see Appendix B.1. Further on, I will assume $\mu=1 / 2, \theta=1 / 2$ and $R=1$. Under these assumptions, the solution of the Overconfidence Model with is:

$$
\begin{gather*}
p= \begin{cases}\frac{1}{1+2^{-\frac{\kappa}{2\left(1-\beta \mathrm{k}^{2}\right)}}=p^{*},} & \text { if } \kappa \leq \frac{1}{\sqrt{2 \beta}} \\
\frac{1}{1+2^{-\kappa}}=\bar{p}, & \text { if } \kappa>\frac{1}{\sqrt{2 \beta}}\end{cases}  \tag{2.15}\\
q= \begin{cases}\frac{1}{1+2^{-\frac{1}{2 \beta \kappa}}}=q^{*}, & \text { if } \kappa \leq \frac{1}{\sqrt{2 \beta}} \\
\frac{1}{1+2^{-\kappa}}=\bar{p}, & \text { if } \kappa>\frac{1}{\sqrt{2 \beta}}\end{cases} \tag{2.16}
\end{gather*}
$$

### 2.3.2 Model with No Information Distortion

For comparison, I solve the costly information acquisition problem without the option of choosing objective information and subjective information separately. In this case the decision maker still faces cost of information but not the cost of information distortion, since different subjective and objective information is not allowed. I call this model the No Information Distortion Model, and I use it as a benchmark for the Overconfidence Model with information distortion. Formally, I add the restriction $q=p$, but otherwise I use the same assumptions as above. When the unit cost of information $\lambda(\kappa)=\frac{1}{\kappa}$, the restricted model becomes:

Model (No Information Distortion). The decision maker solves

$$
\begin{gather*}
\max _{p} E U_{p}-\frac{1}{\kappa}(H(\mu)-H(p))  \tag{2.17}\\
\text { s.t. } \quad p \geq \mu \tag{2.18}
\end{gather*}
$$

As specified above, assume that $\mu=1 / 2, R=1$ and $u(x)=x$, hence $E U_{p}=p$. After taking the first order condition, the result of this optimization problem is

$$
\begin{equation*}
\bar{p}=\frac{2^{\mathrm{K}}}{1+2^{\mathrm{K}}}=\frac{1}{1+2^{-\mathrm{K}}} \tag{2.19}
\end{equation*}
$$

which is always larger than, or equal to $\mu=1 / 2$, therefore the constraint never binds.

### 2.4 Implications of the Overconfidence Model

In this section I present and discuss the results of the Overconfidence Model with parameters $\mu=1 / 2, \theta=1 / 2, R=1$, unit cost of information $\lambda(\kappa)=\frac{1}{\kappa}$, and unit cost of information


Figure 2.1: Optimal Objective and Subjective Information As a Function of Skill Level
distortion $\gamma(\kappa)=\beta \kappa$. The solution to the decision maker's problem under the Overconfidence Model under these assumptions is the objective information $p$ defined by Equation (2.15) and subjective information $q$ defined by Equation (2.16).

Figure 2.1 illustrates the optimal objective and subjective information for different awareness parameters as a function of the skill level. On the horizontal axis the increasing $\kappa$ represents the learning process, and the different colors of the curves represent different awareness parameters. The left panel shows the evolution of the optimal subjective information. With $\kappa=0$ skills, the decision maker chooses the highest possible level of subjective information $q=1$, because at this point information distortion is free. As the skill level increases, the optimal amount of subjective information decreases until a point, where it turns back and starts to increase again. The right panel shows the evolution of the optimal objective information. With $\kappa=0$ skills the decision maker cannot afford to gather any objective information and stays with her prior information, $p=\mu=1 / 2$. As the skill level increases, the optimal objective information also increases, however there is a kink in its path.

The position and role of the kink of the objective information and the turning point of the subjective information we can understand more when we compare the Overconfidence Model


Figure 2.2: Comparison of Optimal Objective and Subjective Information ( $\beta=0.5$ )
to the benchmark No Information Distortion Model. Figure 2.2 illustrates the optimal objective and subjective information as the function of skill level for awareness parameter $\beta=0.5$. The left panel shows that under the No Information Distortion Model the optimal objective information monotonically increases as the skill level increases. There is no separate subjective information in this model, because it has to be the same as the objective information. In contrast, the right panel shows that the objective and subjective information can be different under the Overconfidence Model. The blue curve represents, as a benchmark, the result of the No Information Distortion Model. The green curve is the objective information under the Overconfidence Model. It increases as the skill level increases, but with a kink where the curve meets the optimal information under the No Information Distortion Model. The red curve is the subjective information, it initially decreases when the skill level increases. However, it turns back and increase after reaching the level of objective information. The three curves coincide after this point.

Overconfidence is the difference between the subjective and objective information. Under the Overconfidence Model, the gap exists for low levels of skills, and it decreases, then disappears as the skill level increases. This is the pattern described by the Dunning-Kruger effect.

The point where the overconfidence disappears is the point where the "No Underconfidence" constraint starts to be binding. Proposition 1. states these results formally.

## Proposition 3. Under the Overconfidence Model:

1. The objective information equals the prior information when the skill level is zero. As the skill level increases, the objective information also increases.
2. The subjective information is the highest when the skill level is zero. As the skill level increases, the subjective information decreases until the "No Underconfidence" constraint is binding. After that point, the subjective information equals the objective information.
3. Overconfidence, defined as the gap between the subjective and the objective information, decreases as skill level increases.

Proposition 1. describes a path of subjective and objective information, which is in line with the observed pattern in the Dunning-Kruger effect literature Kruger and Dunning, 2000, Sanchez and Dunning, 2018]. This is true, in general, for any positive awareness parameter, however, the exact shapes of these curves depend on the values of $\beta$. Figure 2.1 suggests that the increase of the objective information and the decrease of the subjective information is faster, and hence the decrease of overconfidence is faster, when $\beta$ is higher. The same pattern can be observed in Figure 2.3, where the optimal objective and subjective information is illustrated for a wider range of $\beta$ parameters, form 0.05 to 1 . The smallest $\beta$ parameters belong to the blue (subjective information) and green (objective information) curves on the right. The lower the awareness parameter is, the slower is the closing of the overconfidence gap. On the other hand, on the left the red and yellow curves represent the evolutions of the subjective and objective information when the awareness parameter is low. These curves quickly converge to the point


Figure 2.3: Optimal Objective and Subjective Information Under the Overconfidence and No Information Distortion Models ( $\beta$ from 0.05 to 1 from right to left)
where the overconfidence is dismissed. Therefore, the more aware the individual is about her bias, the faster she gets to correct it. Proposition 2 formalizes this argument.

Proposition 4. Under the Overconfidence Model, the higher the awareness parameter $\beta$ is, the faster the objective information increases, and the faster the subjective information and overconfidence decreases.

Proposition 2. does not contradict the results of the psychology literature about DunningKruger effect, however the above mentioned papers do not specifically examine the heterogeneity in individuals' awareness of their own overconfidence and the speed of their correction.

Finally, I compare the Overconfidence Model to the No Information Distortion Model based on the optimality of the information in a purely materialistic sense. Figure 2.3 reveals that overconfidence lowers the amount of objective information gathered, compared to the optimal
amount of objective information in the No Information Distortion Model for a range of lower skill levels. It means that in terms of materialistic payoffs the decisions made under overconfidence are sub-optimal. Note that this result only holds as long as the subjective information is higher than the objective information, or in other words, when overconfidence is present. This is true when the skill level $\kappa$ is lower than the threshold, where the No Underconfidence constraint starts to be binding. Proposition 3. summarizes these further results.

Proposition 5. In the skill domain where the decision maker is overconfident, the optimal objective information from the Overconfidence Model is lower than the optimal objective information from the No Information Distortion Model. That is, $p<\bar{p}$ whenever $p<q$.

Proposition 3. sheds light on the direct consequences of the overconfidence of the less skilled individuals. They choose to gather less than optimal objective information before solving a decision problem, meaning that they underestimate the effort they should optimally exert to solve the task. Hence they end up with lower than optimal expected outcomes in materialistic terms. Beyond this direct welfare-decreasing effect, an application in the next section highlights additional, more substantial issues induced by overconfidence. I show that it is an implication of the Overconfidence Model that the decision maker is not intrinsically motivated to learn when her initial skill level is too low.

### 2.5 Conclusions

In this project I presented a model that explains the inverse relationship between skills and overconfidence, a phenomenon called Dunning-Kruger effect in psychology. In my model, I assumed that both materialistic income and beliefs about future income provide utility. The decision maker is allowed to choose objective and subjective information separately in an entropybased rational inattention model, where both the objective information and its distortion to
subjective information have costs. The key assumption in the model is that while the cost of information decreases, the cost of information distortion increases with the increase of skill level. Therefore, the overconfidence of those with lower skills is the result of two opposite forces, the gain from overly optimistic beliefs and the cost of information distortion.

My model is also in line with former results in psychology. First, the model predicts the highest overconfidence for the least skilled individuals, and a decreasing trend in overconfidence as the skill level increases. This is the same pattern that was observed and called the DunningKruger effect by Kruger and Dunning [2000].

Second, the implication that there is a threshold which separates the "low skill level" domain, where the decision maker does not see incentive to improve, and the "high skill level" domain, where the voluntary improvement starts is in line with the first two stages of the four stages of learning model by Noel Burch [Adams, 2017]. Namely, the low skill level domain can be interpreted as the "Unconsciously Unskilled" stage, and the high skill level domain as the "Consciously Unskilled" stage.

Finally, my model matches the key moments of the "beginners' bubble" hypothesis of Sanchez and Dunning [2018], the initial peak of overconfidence and its gradual decrease with experience. However, their description of the objective and subjective learning paths is more detailed. In their hypothesis, complete beginners start with low confidence, and then jumps quickly to their peak overconfidence after just a few trials. Then, after the gradually decreasing part which is supported by the current model as well, they predict that confidence levels, or probably start to increase again after a substantially high skill level has been reached. To build in these additional two feature to my model could be the subject of future research.

## Chapter 3: Overconfidence, Excess Entry and Business Failure

### 3.1 Introduction

This chapter explains excess entry and high dropout rates of new firms utilizing the Overconfidence Model in Chapter 2. The setting specifies a threshold skill level above which entrepreneurs enter businesses, and a separate threshold skill level below which they drop out in the long run. I assume that the overconfident entrepreneur makes the entry decision based on the expected materialistic and belief utilities, net of information and information distortion costs. However, staying in the business in the long run only depends on the materialistic gains and its associated costs. The gap between the two thresholds characterize the skill levels of the entrepreneurs who do enter businesses, but unable to stay in. This application shows that overconfidence increases excess entry and high drop out rates in two ways. First, overconfident entrepreneurs enter businesses with the lack of adequate skill level to succeed. Second, even adequately skilled entrepreneurs may underperform and drop out due to their overconfidence.

Previous research suggests that overconfidence of entrepreneurs leads to excess entry to markets, which results in high probability of business failures. Camerer and Lovallo [1999] report that over 60 percent of entrants exit the market in less than five years, which they interpret as evidence of excess entry. They also provide experimental evidence that these excess entries are consequences of overconfident beliefs about one's own skills. I explain both the excess entries and the high percentage of business failures in this application of the Overconfidence Model
from Chapter 2. Furthermore, I characterize the type of entrepreneurs who enter businesses but drop out in the long run, as well as those who prevail. I show that both entry decisions and drop outs are based on two individual attributes, the entrepreneurs' skill levels, and their preferences for overly optimistic beliefs.

In this setting I identify two separate conditions, one for the entry decisions of entrepreneurs, and one that specifies who is able to stay in business in the long run. For the entry decision, I take into account the net expected utility based on the Overconfidence Model, which consists of the materialistic utility, the belief utility, the cost of information and the cost of information distortion. However, in the condition for staying in business I consider only the materialistic gains and their information costs.

I show that there is a significant gap between the threshold skill level above which the entrepreneurs decide to enter businesses, and the threshold above which the firm can stay in business in the long run. This gap explains the high dropout rate reported in previous empirical studies, and shows that it is due to two different factors. First, there is excess entry because of the overly optimistic beliefs of the entrepreneurs about the probability of their future success. Second, the entrepreneurs' actual effort to succeed is below optimal because of their overconfidence. I compare these results to the behavior of the rational entrepreneurs in the No Information Distortion Model. I find that in their case there is no gap between the entry and dropout skill level thresholds.

When varying the awareness parameter, I find that stronger preferences for overly optimistic beliefs lead to lower skill level threshold in the entry decision and higher skill level threshold in the condition for staying in business. Therefore, the more overconfident entrepreneurs are more likely to enter with lower than the necessary skill level, and at the same time they are the ones who are more likely to drop out even when they would be skilled enough to perform
adequately.
This application suggests that the market efficiently selects the higher performance in the long run, regardless of the overconfidence of the entrepreneurs. However, overconfidence can still result in some other form of inefficiency. Some of the entrepreneurs who drop out due to their higher preferences for overly optimistic beliefs have higher skill levels than some of those who can stay in business. These dropouts underperform, but if they could reduce their overconfidence, they could produce with less effort than those who stayed in business. Therefore, reducing overconfidence, if there is a way, is optimal from both the individuals' and from the society's point of view.

### 3.2 Setup

An entrepreneur chooses to enter a business where the outcome depends on effort and luck. Her outside option is a certain, fixed amount $E$. In case of entering the business, the entrepreneur's choices and outcomes are described based on the Overconfidence Model in Chapter 2. While in business, the entrepreneur faces a series of identical tasks, each of them results in either success, which pays off $\$ 1$, or in failure which pays nothing. The initial probability to succeed is $\mu$, but the entrepreneur can choose to put in some effort to increase her chances. Moreover, she can also choose to form an overly optimistic belief about her probability of success.

Formally, the entrepreneur simultaneously chooses objective information $p$ and subjective information $q$ in a sequence of repeated tasks in business. The chosen objective and subjective information represent the probability of success in these attempts. $p$ is the actual probability of success, and $q$ is the entrepreneur's possibly overly optimistic belief about this probability. $p$ and $q$ are chosen in order to maximize a net utility function, which consists of a weighted
average of a materialistic utility component $E U_{p}=p$ and a belief utility component $E U_{q}=q$, minus the cost of information $c(\mu, p)$ and the cost of information distortion $d(p, q)$.

In this application, I assume that the entrepreneur's choice of subjective information is defined as:

$$
\begin{gather*}
\left(p^{*}, q^{*}\right)=\arg \max _{p, q} \frac{1}{2} p+\frac{1}{2} q-c(\mu, p)-d(p, q)  \tag{3.1}\\
\text { s.t. } \quad p \geq \mu  \tag{3.2}\\
\text { and } \quad q \geq p \tag{3.3}
\end{gather*}
$$

where

$$
\begin{align*}
& c(\mu, p)=\frac{1}{\kappa}(H(\mu)-H(p))  \tag{3.4}\\
& d(p, q)=\beta \kappa(H(p)-H(q)) . \tag{3.5}
\end{align*}
$$

The first two terms of the objective are the materialistic and belief utility components, with $\frac{1}{2}-\frac{1}{2}$ weights, respectively. The third term is the cost of information and the fourth term is the cost of information distortion. $H(p)=-p \log p-(1-p) \log (1-p)$ is the entropy of the binary distribution $(p, 1-p)$ over two states, success or failure. Parameter $\kappa$ denotes the skill level of the entrepreneur, which in this setting will be a fixed, exogenous parameter that varies across individuals. Similarly, the awareness parameter $\beta$ is also a fixed, exogenous individual characteristic. I utilize the variation of $\beta$ in order to show how the entry decision depends on different tendencies to exhibit overconfidence, since lower $\beta$ parameters results in more overconfidence.

I characterize the type of entrepreneurs who enter and who stay in business in two steps. First, I describe the condition for the entry decision as a function of the skill level. Second, I provide an additional constraint which determines the minimum skill level necessary to stay in business in the long run. Condition 1 states that an entrepreneur enters a business when the net
expected profit - including materialistic and beliefs utilities, minus the costs of information and information distortion - is larger than the outside option, $E$.

## Condition 1. Entry Decision

$$
\frac{1}{2} p^{*}+\frac{1}{2} q^{*}-c\left(\mu, p^{*}\right)-d\left(p^{*}, q^{*}\right) \geq E
$$

Condition 2 specifies that staying in business depends on whether the actual gains cover the actual costs, regardless of the additional utility from overly optimistic beliefs. The entrepreneur is forced to leave business in the long run, when her performance is constantly below the line where the business is more profitable than the outside option, that is when the objective information level $p^{*}$ does not provide enough utility net of its information costs.

Condition 2. Stay in Business Constraint

$$
p^{*}-c\left(\mu, p^{*}\right) \geq E
$$

The explanation of different entry and exit criteria is the following. When fixed skill level is assumed, the net utility - including belief utilities and its costs - is also fixed, hence the agents would not exit business voluntarily despite materialistic losses. For example, the entrepreneur may interpret losses as temporary bad luck, while she can still see the future prospects positively. Reserves of the entrepreneur may cover these materialistic losses in the short run, however in the long run if the actual success rate $p^{*}$ provides expected net materialistic utility lower than $E$, then the business will be forced to exit.

Note that this setting ensures that for the rational entrepreneur who acts based on the No Information Distortion Model the entry skill level threshold coincides with the long-term drop out skill level threshold, therefore these businesses are all sustainable in the long run. There
could be business exits due to bad luck, for example, because of a series of negative draws, but these short term effects can be mitigated by having adequate emergency reserves to get through the negative periods. In contrast, if the entrepreneurs exhibit overconfidence, there is always a gap between the entry and the drop out skill level thresholds, which results in business failures in the long run, even when emergency reserves are available to mitigate losses due to temporary bad luck.

### 3.3 Implications

Figure 3.1 illustrates a numerical example with awareness parameter $\beta=0.5$. The graph depicts net utilities as a function of skill level, $\kappa$. The blue line is the total net utility including materialistic utility, belief utility, the cost of information and the cost of information distortion. When the total net utility is above the outside option $E$, the entrepreneurs enter the market. This happens in two segments of the skill spectrum. The first segment consists of the very low skilled entrepreneurs below $\kappa_{0}$. Their actual success rate is low, and they leave the market early. The other segment is above the skill level $\kappa_{\text {entry }}$. Some entrepreneurs in this segment still perform below the threshold $E$, but their performance is not that low to drop out immediately. However, because of consistent underperformance, they are forced to leave business in the long run.

The red line shows the net materialistic utility minus information costs. A firm can stay in business in the long run when this utility is above the threshold $E$. This is the case when the skill level is above the threshold $\kappa_{\text {exit }}$. Those whose skill levels are between $\kappa_{\text {entry }}$ and $\kappa_{\text {exit }}$ do enter the market, but their actual performance is not enough to stay in business in the long run. The green line represents the net utility of the entrepreneur who does not exhibit any overconfidence, and acts based on the No Information Distortion Model. In this case the entry and exit skill level thresholds are the same. Compared to this benchmark case, the overconfident entrepreneurs have


Figure 3.1: Entry and exit skill level thresholds $\beta=0.5$
lower entry thresholds, but higher drop out thresholds. This result suggests that overconfidence causes both entries of entrepreneurs with too low skill levels, and also drop outs of entrepreneurs with high enough skill levels, but with high preferences for overly optimistic beliefs.

Figure 3.2 compares the entry and exit skill thresholds between two entrepreneurs who have different preferences for overconfident beliefs. These preferences are reflected in the model through the awareness parameter $\beta$. When the awareness parameter is higher $(\beta=0.5)$ then the individual is less overconfident, an when the awareness parameter is lower $(\beta=0.48)$, then the individual is more overconfident. The solid blue and red lines represent the net utility and the net materialistic utility for the less overconfident entrepreneur. Her entry and exit skill level thresholds are the same as before. The dash blue and red lines represent the net utilities for the more overconfident entrepreneur. When the overconfidence is higher, the entry skill level threshold moves lower and te exit skill level threshold moves higher. Therefore, the more overconfident


Figure 3.2: Entry and exit skill level thresholds $\beta=0.5$ and $\beta=0.48$
entrepreneurs are more likely to enter businesses with not high enough skill levels, and at the same time they are more likely to drop out even when they would have adequate skill levels to be successful, if they did not exhibit overconfidence.

## Chapter A: Appendix to Chapter 1

## A. 1 Calculations and Proofs

## A.1.1 Solution to the Buyer's Problem

The first order conditions can be taken for $f_{B}^{p}(A, v)$ and $f_{B}^{p}(R, v)$ separately. The first order condition with respect to $f_{B}^{p}(A, v)$ is:

$$
\begin{equation*}
U_{B}(p, v)-\lambda_{B}\left(\log \left(f_{B}^{p}(A, v)\right)-\log \left(q_{S}(v \mid p) \int_{v^{\prime}} f_{B}^{p}(A, v) d v^{\prime}\right)\right)-\theta(v)=0 \tag{A.1}
\end{equation*}
$$

where $\theta(v)$ is the Lagrangian multiplier. Solve this equation for $f_{B}^{p}(A, v)$ :

$$
\begin{equation*}
f_{B}^{p}(A, v)=q_{S}(v \mid p) \exp \left(\frac{1}{\lambda_{B}} U_{B}(p, v)\right) h(v) \tag{A.2}
\end{equation*}
$$

where $h(v)=\int_{v^{\prime}} f_{B}^{p}(A, v) d v^{\prime} \exp \left(-\frac{1}{\lambda_{B}} \theta(v)\right)$.

Similarly, first order condition with respect to $f_{B}^{p}(R, v)$ :

$$
\begin{equation*}
-\lambda_{B}\left(\log \left(f_{B}^{p}(R, v)\right)-\log \left(q_{S}(v \mid p) \int_{v^{\prime}} f_{B}^{p}(R, v) d v^{\prime}\right)\right)-\theta(v)=0 \tag{A.3}
\end{equation*}
$$

Solve this equation for $f_{B}^{p}(R, v)$ :

$$
\begin{equation*}
f_{B}^{p}(R, v)=q_{S}(v \mid p) h(v) \tag{A.4}
\end{equation*}
$$

Plug in $f_{B}^{p}(A, v)$ and $f_{B}^{p}(R, v)$ to constraint (2): $q_{S}(v \mid p)=f_{B}^{p}(A, v)+f_{B}^{p}(A, v)$

$$
\begin{gather*}
q_{S}(v \mid p) \exp \left(\frac{1}{\lambda_{B}} U_{B}(p, v)\right) h(v)+q_{S}(v \mid p) h(v)=q_{S}(v \mid p)  \tag{A.5}\\
h(v)=\frac{1}{1+\exp \left(\frac{1}{\lambda_{B}} U_{B}(p, v)\right)} \tag{A.6}
\end{gather*}
$$

Plug $h(v)$ back to Equations (6) and (7) gives the solution to the Buyer's problem. This result is summarized in Proposition 1.

## A.1.2 Solution to the Seller's Problem

For the prices and values where $f_{S}(p, v)>0$ and $g(v)>0$, the first order condition with respect to $f_{S}(p, v)$ is:

$$
\begin{gather*}
U_{S}^{E}(p, v)-\lambda_{S}\left(\log \left(f_{S}(p, v)\right)-\log \left(g(v) \bar{f}_{S}(p)\right)\right)-\theta(v)=0  \tag{A.7}\\
\Rightarrow f_{S}(p, v)=\bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v) h(v) \tag{A.8}
\end{gather*}
$$

where $U_{S}^{E}(p, v)=\frac{U_{S}(p, v)}{1+\exp \left(-\frac{1}{\lambda_{B}} U_{B}(p, v)\right)}, \bar{f}_{S}(p)=\int_{v^{\prime}} f_{S}\left(p, v^{\prime}\right) d v^{\prime}, h(v)=\exp \left(-\frac{1}{\lambda_{B}} \theta(v)\right)$, and $\theta(v)$ is the Lagrangian multiplier.

Denote $\mathcal{P}$ the support that contains all $p$ prices of which the joint posterior distribution takes non-negative value. As it was discussed above, $\mathcal{P}$ is optimally chosen to be a discrete set
of all possible prices in the continuous action space. Therefore, utilizing constraint (1.16) we can find $h(v)$ :

$$
\begin{align*}
g(v) & =\sum_{p \in \mathcal{P}} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right) g(v) h(v)  \tag{A.9}\\
& \Rightarrow h(v)=\frac{g(v)}{\sum_{p} \bar{f}_{S}(p) \exp \left(\frac{1}{\lambda_{S}} U_{S}^{E}(p, v)\right)} \tag{A.10}
\end{align*}
$$

Plugging this back in to the first order condition in Equation (A.8) gives the solution to the Seller's problem which is stated in Proposition 2.

## A. 2 Tables

| $\lambda_{S}$ | $\lambda_{B}$ | $\# p$ | $p_{\min }$ | $p_{\max }$ | $p_{a v}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 3 | 6 | 12 | 48.25 | 132.25 | 91.50 |
| 4 | 6 | 10 | 55.75 | 130.75 | 95.58 |
| 5 | 6 | 8 | 62.25 | 129.25 | 98.78 |
| 6 | 6 | 7 | 67.25 | 128.25 | 101.29 |
| 7 | 6 | 6 | 72.25 | 127.25 | 91.50 |
| 8 | 6 | 5 | 75.75 | 126.25 | 104.98 |
| 9 | 6 | 4 | 79.75 | 125.25 | 106.35 |

Table A.1: The number of price points $(\# p)$, the minimum price ( $p_{\text {min }}$ ), the maximum price ( $p_{m} a x$ ), and the average price ( $p_{a v}$ ) when $\lambda_{B}=6$ fixed

| $\lambda_{S}$ | $\lambda_{B}$ | $\# p$ | $p_{\min }$ | $p_{\max }$ | $p_{a v}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 6 | 3 | 15 | 61.25 | 133.75 | 101.05 |
| 6 | 4 | 11 | 63.75 | 131.25 | 101.09 |
| 6 | 5 | 8 | 65.75 | 129.75 | 101.17 |
| 6 | 6 | 7 | 67.25 | 128.25 | 101.29 |
| 6 | 7 | 6 | 69.25 | 127.25 | 101.56 |
| 6 | 8 | 5 | 70.25 | 126.25 | 101.77 |

Table A.2: The number of price points $(\# p)$, the minimum price ( $p_{\text {min }}$ ), the maximum price ( $p_{m} a x$ ), and the average price ( $p_{a v}$ ) when $\lambda_{S}=6$ fixed

| $\lambda_{S}$ | $\lambda_{B}$ | $I_{S}$ | $C_{S}$ | $I_{B}^{a v}$ | $C_{B}^{a v}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 3 | 6 | 0.8936 | 2.68 | 0.3432 | 2.06 |
| 4 | 6 | 0.6553 | 2.62 | 0.3847 | 2.31 |
| 5 | 6 | 0.4900 | 2.45 | 0.4100 | 2.46 |
| 6 | 6 | 0.3743 | 2.25 | 0.4247 | 2.55 |
| 7 | 6 | 0.2886 | 2.02 | 0.4335 | 2.6 |
| 8 | 6 | 0.2265 | 1.81 | 0.4383 | 2.63 |
| 9 | 6 | 0.1781 | 1.60 | 0.4408 | 2.64 |

Table A.3: The information flow of the Seller $\left(I_{S}\right)$, the information cost of the Seller $\left(C_{S}\right)$, the average information flow of the Buyer $\left(I_{B}^{a v}\right)$, and the average information cost of the Buyer $\left(C_{B}^{a v}\right)$ when $\lambda_{B}=6$ fixed

| $\lambda_{S}$ | $\lambda_{B}$ | $I_{S}$ | $C_{S}$ | $I_{B}^{a v}$ | $C_{B}^{a v}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 6 | 3 | 0.5408 | 3.24 | 0.5365 | 1.61 |
| 6 | 4 | 0.4725 | 2.83 | 0.4954 | 1.98 |
| 6 | 5 | 0.4175 | 2.51 | 0.4584 | 2.29 |
| 6 | 6 | 0.3743 | 2.25 | 0.4247 | 2.55 |
| 6 | 7 | 0.3387 | 2.03 | 0.3942 | 2.76 |
| 6 | 8 | 0.3103 | 1.86 | 0.3666 | 2.93 |

Table A.4: The information flow of the Seller $\left(I_{S}\right)$, the information cost of the Seller $\left(C_{S}\right)$, the average information flow of the Buyer $\left(I_{B}^{a v}\right)$, and the average information cost of the Buyer $\left(C_{B}^{a v}\right)$ when $\lambda_{S}=6$ fixed

| $\lambda_{S}$ | $\lambda_{B}$ | $\mathrm{Net} U$ | ${\operatorname{Net} U_{S}}^{2}$ | $\operatorname{NetU}_{B}$ |
| :--- | :--- | :--- | :---: | :---: |
| 3 | 6 | 12.10 | 9.88 | 2.21 |
| 4 | 6 | 11.15 | 9.12 | 2.03 |
| 5 | 6 | 10.46 | 8.55 | 1.91 |
| 6 | 6 | 9.95 | 8.12 | 1.83 |
| 7 | 6 | 9.56 | 7.79 | 1.77 |
| 8 | 6 | 9.27 | 7.53 | 1.74 |
| 9 | 6 | 9.05 | 7.33 | 1.71 |

Table A.5: Net Utility ( Net U ), Net Utility for the Seller $\left(N e t U_{S}\right)$ and Net Utility for the Buyer $\left(N e t U_{B}\right)$ under different unit information costs for the Buyer $\left(\lambda_{B}\right)$ when $\lambda_{B}=6$ is fixed

| $\lambda_{S}$ | $\lambda_{B}$ | NetU | NetU $U_{S}$ | $\operatorname{NetU}_{B}$ |
| :--- | :--- | :---: | :---: | :---: |
| 6 | 3 | 12.11 | 9.09 | 3.02 |
| 6 | 4 | 11.31 | 8.66 | 2.65 |
| 6 | 5 | 10.59 | 8.34 | 2.25 |
| 6 | 6 | 9.95 | 8.12 | 1.83 |
| 6 | 7 | 9.35 | 7.97 | 1.38 |
| 6 | 8 | 8.85 | 7.89 | 0.96 |

Table A.6: Net Utility $(N e t U)$, Net Utility for the Seller $\left(N e t U_{S}\right)$ and Net Utility for the Buyer $\left(\operatorname{Net} U_{B}\right)$ under different unit information costs for the Buyer $\left(\lambda_{B}\right)$ when $\lambda_{S}=6$ is fixed

| $\lambda_{S}$ | $\lambda_{B}$ | $N e t U$ | $N e t U_{S}$ | $\operatorname{Net}_{B}$ | $I$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
| 7.5 | 4.4 | 10.41 | 7.96 | 2.45 | 0.8 |
| 7 | 4.9 | 10.24 | 7.99 | 2.25 | 0.8 |
| 6.5 | 5.4 | 10.10 | 8.05 | 2.05 | 0.8 |
| 6 | 6 | 9.95 | 8.12 | 1.83 | 0.8 |
| 5.5 | 6.7 | 9.75 | 8.19 | 1.56 | 0.8 |
| 5 | 7.4 | 9.61 | 8.31 | 1.30 | 0.8 |

Table A.7: Net Utility $(N e t U)$, Net Utility for the Seller $\left(N e t U_{S}\right)$, and Net Utility for the Buyer $\left(N e t U_{B}\right)$ when the total amount of information is fixed

## A. 3 Blahut-Arimoto Algorithm

I solve the Seller's problem using the Blahut-Arimoto algorithm (Stevens(2019), Blahut(1972)).

## Parameters

$\lambda_{B}$ : the Buyer's unit cost of information
$\lambda_{S}$ : the Seller's unit cost of information $n$ : number of grids of the possible prices $n_{v}$ : number of grids of the value distribution

## Initialize

$v(i), i=1, \ldots n_{v}$ : array of possible values of $v$
$G(i)=\frac{1}{n_{v}}, i=1, \ldots n_{v}$ : density function of value $v$
$p(j)=\frac{3}{2} \frac{j}{n}, j=1, \ldots n$ : array of possible prices
$F(j)=\frac{1}{n}, i=1, \ldots n$ : density function of prices
$d(i, j)=\exp \left(\frac{1}{\lambda_{S}} \frac{p(j)-v(i)}{\left.1+\exp \left(-\frac{1}{\lambda_{B}}\left(\frac{3}{2} \nu(i)-p(j)\right)\right)\right)}\right), i=1, \ldots n_{v}, j=1, \ldots n$ : building blocks in the FOC

## Iterate

$D=d * F^{T}$
$Z=\left(D .^{-1}\right)^{T} . * G * d$
$F=F . * Z$

## Further Results

$f(i, j)=F(j) \frac{d(i, j)}{D(j)}, i=1, \ldots n_{v}, j=1, \ldots n$ : posterior beliefs of the Seller, joint distribution of $v$
and $p_{S}$
$f\left(:, p_{s}\right)$ : posterior belief of the Seller given signal $p_{S}$
$f_{A}\left(:, p_{S}\right)=f\left(:, p_{S}\right) \frac{1}{1+\exp \left(-\frac{1}{\lambda_{B}}\left(\frac{3}{2} v(i)-p_{S}\right)\right)}:$ posterior belief of the Buyer given signal $p_{S}$ and Accept $f_{R}\left(:, p_{S}\right)=f\left(:, p_{S}\right) \frac{1}{1+\exp \left(\frac{1}{\lambda_{B}}\left(\frac{3}{2} v(i)-p_{S}\right)\right)}:$ posterior belief of the Buyer given signal $p_{S}$ and Reject $U_{S}=\sum_{i} \sum_{j} \frac{p(j)-v(i)}{1+\exp \left(-\frac{1}{\lambda_{B}}\left(\frac{3}{2} v(i)-p(j)\right)\right)} f(i, j)$ : expected utility of the Seller (before information costs)
$U_{B}=\sum_{i} \sum_{j} \frac{\frac{3}{2} v(i)-p(j)}{1+\exp \left(-\frac{1}{\lambda_{B}}\left(\frac{3}{2} v(i)-p(j)\right)\right)} f(i, j)$ : expected utility of the Buyer (before information costs)

## Chapter B: Appendix to Chapter 2

## B. 1 Solution to the Overconfidence Model

When the constraint $q \geq p$ is not binding, the decision maker chooses $q$ based on the first order condition:

$$
(1-\theta) R-\beta \gamma(\kappa) \log q+\beta \gamma(\kappa) \log (1-q)=0
$$

The result of this optimization is

$$
q^{*}=\frac{1}{1+2^{-\frac{(1-\theta) R}{\beta \gamma(\mathrm{k})}}} .
$$

Furthermore, the decision maker chooses $p$ based on the first order condition:

$$
\theta R-(\lambda(\kappa)-\beta \gamma(\kappa)) \log p+(\lambda(\kappa)-\beta \gamma(\kappa)) \log (1-p)=0
$$

The result of this optimization is

$$
p^{*}=\frac{1}{1+2^{-\frac{\theta R}{\lambda(k)-\beta \gamma(k)}}} .
$$

When the constraint is binding, then $p=q$ and the decision maker solves

$$
\begin{gathered}
\max _{p} E U_{p}-\gamma(\kappa)(H(\mu)-H(p)) \\
\text { s.t. } \quad p \geq \mu
\end{gathered}
$$

where $E U_{p}=R$. The result of this optimization is

$$
\bar{p}=\frac{1}{1+2^{-\frac{R}{\lambda(k)}}}
$$

The constraint $q \geq p$ does not bind, if

$$
\begin{gathered}
\frac{1}{1+2^{-\frac{(1-\theta) R}{\beta \gamma(\kappa)}}} \geq \frac{1}{1+2^{-\frac{R}{\lambda(\kappa)}}} \\
\Rightarrow \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1
\end{gathered}
$$

Note that the second constraint, $p \geq \mu$ never binds if $\mu=1 / 2$, because

$$
\begin{gathered}
\frac{1}{1+2^{-\frac{\theta R}{\lambda(\kappa)-\beta \gamma(\kappa)}}} \geq \frac{1}{2} \\
\Rightarrow \frac{\lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1
\end{gathered}
$$

which is always true, whenever $\frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1$.

In summary, the solution of the Overconfidence Model with "No Information Disposal"
and "No Underconfidence" constraints is:

$$
\begin{gathered}
p= \begin{cases}\frac{1}{1+2^{-\frac{\theta R}{\lambda(\kappa)-\beta \gamma(\kappa)}}=p^{*},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1 \\
\frac{1}{1+2^{-\frac{R}{\lambda(\kappa)}}=\bar{p},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)}<1\end{cases} \\
q= \begin{cases}\frac{1}{1+2^{-\frac{(1-\theta) R}{\beta \gamma(\kappa)}}=q^{*},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)} \geq 1 \\
\frac{1}{1+2^{-\frac{R}{\lambda(\kappa)}}=\bar{p},} & \text { if } \frac{(1-\theta) \lambda(\kappa)}{\beta \gamma(\kappa)}<1\end{cases}
\end{gathered}
$$
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