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Practical implementation of large SPAD-based sensor arrays in the standard 

CMOS process has been fraught with challenges due to the many performance trade-offs 

existing at both the device and the system level [1]. At the device level the performance 

challenge stems from the suboptimal optical characteristics associated with the standard 

CMOS fabrication process. The challenge at the system level is the development of 

monolithic readout architecture capable of supporting the large volume of dynamic 

traffic, associated with multiple single-photon pixels, without limiting the dynamic range 

and throughput of the sensor. 

Due to trade-offs in both functionality and performance, no general solution 

currently exists for an integrated single-photon sensor in standard CMOS single photon 

sensing and multi-photon resolution. The research described herein is directed towards 

the development of a versatile high performance integrated SPAD sensor in the standard 

CMOS process.  



Towards this purpose a SPAD device with elongated junction geometry and a 

perimeter field gate that features a large detection area and a highly reduced dark noise 

has been presented and characterized. Additionally, a novel front-end system for 

optimizing the dynamic range and after-pulsing noise of the pixel has been developed. 

The pixel is also equipped with an output interface with an adjustable pulse width 

response. In order to further enhance the effective dynamic range of the pixel a 

theoretical model for accurate dead time related loss compensation has been developed 

and verified. 

 This thesis also introduces a new paradigm for electrical generation and encoding 

of the SPAD array response that supports fully digital operation at the pixel level while 

enabling dynamic discrete time amplitude encoding of the array response. Thus offering a 

first ever system solution to simultaneously exploit both the dynamic nature and the 

digital profile of the SPAD response. The array interface, comprising of multiple digital 

inputs capacitively coupled onto a shared quasi-floating sense node, in conjunction with 

the integrated digital decoding and readout electronics represents the first ever solid state 

single-photon sensor capable of both photon counting and photon number resolution. The 

viability of the readout architecture is demonstrated through simulations and preliminary proof of 

concept measurements. 

.   

 

                   

 

 

 

 

 
 



 

 

 

 

 

 

 

 

 

 

INTEGRATED SINGLE-PHOTON  

SENSING AND PROCESSING PLATFORM IN STANDARD CMOS 

 

 

 

By 

 

 

Babak Nouri 

 

 

 

 

 

Dissertation submitted to the Faculty of the Graduate School of the 

University of Maryland, College Park in partial fulfillment 

Of the requirements for the degree of  

Doctor of Philosophy 

2013 

 

 

 

 

 

 

 

 

 

 

Advisory Committee: 

Professor Pamela Abshire, Chair/Advisor 

Professor Neil Goldsman 

Professor Timothy Horiuchi 

Professor Marty Peckerar 

Professor Isabel Lloyd 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© Copyright by  

     Babak Nouri 

    2013 

 
 

 

 

 

 

 

 

 



ii 

 

 

Table of Contents 

 

 

List of Figures                     v     

  

 

Chapter 1: Background & Overview .......................................................................................... .1             

1.1   Introduction .............................................................................................................................. 1 

1.2   Assessment of Existing Single Photon Detection Technologies .............................................. 3 

1.3   CMOS Compatibility ............................................................................................................... 8 

1.4   CMOS Single-Photon Pixel – Area Vs Performance ............................................................... 8 

1.5   CMOS Single-Photon System – Readout Challenge ............................................................. 10 

1.5.1   Digital Readout – SPAD Imager Array ........................................................................... 11 

1.5.2   Analog Readout – SiPM Detector ................................................................................... 12 

1.5.3   Proposed Readout Architecture ....................................................................................... 14 

1.6   Primary Objective and Goal ................................................................................................... 15 

1.7   Research Strategy and Organization ...................................................................................... 16 

1.8   Contributions ......................................................................................................................... 19 

1.9   Significance to the Scientific Field ........................................................................................ 20 

Chapter 2: Performance Oriented Device Design – A Modified p-n Junction  ......................... 21  

2.1   CMOS SPADs ....................................................................................................................... 21 

2.1.1   Gain Uniformity – Full PEB Suppression ....................................................................... 24 

2.1.2   Noise – DCR Minimization ............................................................................................. 26 

2.1.3   Low DCR Pixel Geometry .............................................................................................. 30 

2.1.4   Exprimental Results  ....................................................................................................... 34  

2.2   Summary ................................................................................................................................ 41 

Chapter 3: Pixel Level Performance - Front-end Electronics ................................................... 43     

3.1   External Gating Signal – Hybrid Design ............................................................................... 43 

3.2   Integrated Electronics – Monolithic Design ........................................................................... 45 

3.2.1   Passive Avalanche Control with Active Device .............................................................. 46 

3.2.2   Active Avalanche Control ............................................................................................... 48 

3.3   Proposed Front-end System ................................................................................................... 56 



iii 

 

3.4   System Interface - Event pulse Generator ............................................................................. 60 

3.5   Summary ................................................................................................................................ 65 

Chapter 4: Analytical Performance Characterization ............................................................. 67  

4.1  Ultra-low intensity Optical Sensing – Dual Detection Paradigm .......................................... 68 

4.1.1   Multiple Single Shot Measurements – Photon number mode ......................................... 68 

4.1.1.1   Detection System – Silicon PhotoMultiplier (SiPM) ................................................ 69 

       4.1.1.2   SiPM Non-linearity characterization ........................................................................ 69 

4.1.2   Continuous Measurement – Photon Counting Mode ...................................................... 71 

4.1.2.1   Detection System – Digital SPAD Array .................................................................. 72 

4.1.2.2   Non-linearity characterization .................................................................................. 73 

4.1.3   Proposed Analytical Model – Theoretical Dead Time correction .................................. 74 

Chapter 5: CMOS Photon-Counting Detector Array............................................................... 78  

5.1   Digital Readout – SPAD Image Sensor Array ....................................................................... 78 

5.1.1   Synchronous Readout – Serial Access ............................................................................ 80 

5.1.1.1   Sequential Processing and Readout – Chip Level ..................................................... 80 

5.1.1.2   Semi-Parallel Processing and Readout – Column Parallel ....................................... 81 

5.1.1.3   Fully Parallel Processing with Serial Readout – In Pixel .......................................... 81 

5.1.2   Asynchronous Readout – Event Driven Access .............................................................. 82 

5.1.3   Inherent Limitations of Digital Readout.......................................................................... 84 

5.1.3.1   Architectural Trade-Offs – Application Specific Design .......................................... 84 

5.1.3.2   Ineffective Parallel Pattern Detection ....................................................................... 85 

5.2   Analog Readout – The Silicon PhotoMultiplier (SiPM) ........................................................ 87 

5.2.1   Information Extraction Electronics – Associated Design Tradeoffs ............................... 88 

5.2.1.1   Pre-amplification ...................................................................................................... 88 

5.2.1.2   Pulse Shaping ........................................................................................................... 90 

5.2.1.3   Signal Sampling ........................................................................................................ 92 

5.2.2   Inherent Limitation of Analog Readout .......................................................................... 93 

5.2.2.1   Charge Signal as a Sub-optimal Counting Index ...................................................... 93 

5.2.2.2   Signal Amplitude Distortion – Sensitivity & Dynamic Range Limitation ................ 94 

5.2.2.3   Signal Time-Response Distortion ............................................................................. 95 

5.2.2.4   Static Integration Window – Limited Applicability No Adaptability ........................ 96 

5.2.2.5   Design Complexity and Performance Trade-off ....................................................... 97 

5.3   Digital SiPM – Displaced Complexity................................................................................. 100 



iv 

 

5.4   General Summary and Critique of the Existing Readout Paradigm .................................... 101 

5.5   Proposed Readout Architecture – A New Encoding Paradigm ............................................ 103 

5.5.1 Discrete-Time Representation of Digital Data ................................................................ 103 

5.5.1 Quantized Detector Response – Performance Aspects ................................................... 109 

5.5.2   Adjustable Measurement Window – Utility Aspect ...................................................... 110 

5.6   Summary .............................................................................................................................. 112 

Chapter 6: Fully Integrated Asynchronous Digital Decoding System  ................................. 113 

6.1   System Architecture Overview ............................................................................................ 113 

6.2   System Electronics ............................................................................................................... 118 

6.2.1   High Speed Comparator ................................................................................................ 118 

6.2.2   Discrete-Signal Pulse Adder (DSPA) ............................................................................ 125 

6.2.3   SPAD Signal Path Configuration .................................................................................. 128 

6.2.4   Highly Compact Digital Counter with Dynamic Readout and Reset ............................ 134 

6.3   Integrated Readout System .................................................................................................. 137 

6.3.1   Experimental Results – Proof Of Concept .................................................................... 140 

6.4   Summary .............................................................................................................................. 145 

Chapter 7: Conclusion ..............................................................................................................  149      

Appendix A: SPAD Device Modeling ....................................................................................... 153 

Bibliography ............................................................................................................................... 160 

    

 

 

 

 

 

 

 

 

 

 



v 

 

 

List of Figures 

 

1.1  (a) Structure of a PMT, the resistive divider circuit distributes the optimum voltage to 

each node to induce the charge acceleration required for impact ionization. (b) EMCCD 

structure consisting of the CCD part and electron multiplying readout component ................ 5 

 

1.2  SPAD pixel consisting of the above breakdown biased pn junction coupled to a 

quenching circuit for active control of the avalanche process ................................................. 7 

 

1.3  (a) Photo-signal statically stored in the pixel until it is sequentially readout and 

processed during the readout cycle.  (b) Photo-signal must be dynamically processed in 

real time with each photon arrival making local storage difficult ......................................... 10 

 

1.4   Current signal summation at the common readout node of the set of parallel connected 

individually quenched SPAD elements forming a single SiPM macro-pixel ........................ 12 

 

1.5  (a) SiPM analog readout based on dynamic current signal summation requires complex 

analog readout chain.   (b) Multiplexed digital readout results in loss of overlapping 

pulses.   (c) Proposed readout based upon digital readout at the pixel level and dynamic 

voltage division at the readout interface ................................................................................ 14 

 

1.6  Signal processing system for the SPAD sensor array interface of Fig. 1.5 c .......................... 15 

 

2.1  Different methods of isolating the high field region.   (a)   Center Field concentration.   

(b) Sidewall-Edge isolation   (c) Low dope p adjacent ring .................................................. 23 

 

2.2  Formation of the diffused guard ring during the annealing process ....................................... 25 

 

2.3  (a) Drawn layout of the device demonstrating the adjacent n-well ring that will form the 

diffused ring about the p-n junction and the surface field gate.   (b) Cross-sectional 

view after implant diffusion fabrication process.   (c)   Three dimensional view of the 

device illustrating its ring-like structure.   (d) Conceptual illustration of the control gate 

effect in altering the shape of the depletion region around the junction perimeter and 

modulating the local electric field intensity at the surface and along the curved junction .... 27 

 

2.4  (a) Measurement of DCR for various gate bias values. The data was recorded for 3 

different SPAD structures. In all cases, the DCR was observed to drop substantially 

with increasing the negative bias of the gate terminal. At starting voltage as low as -4V 

the effect of the gate becomes dominant over the diffusion ring.   (b) DCR measured as 

a function of the field gate bias for the SPAD structure with 5λ ring gap from a separate 

die. ........................................................................................................................................  29 

 

2.5  New SPAD pixel design utilizing special geometry to minimize defect density. (a) 

SPAD unit with in-pixel active quenching electronics for DCR characterization. (b) 

Stand-alone SPAD unit for breakdown characterization   active front-end electronics ........ 33 

 



vi 

 

2.6  (a) Device 5 represents the largest perimeter to area ratio, expected to produce the best 

DCR characteristics.   (b) Device 8 represents an intermediate perimeter to area ratio.   

(c) Standard circular design.   (d) The breakdown voltage as a function of the gate bias 

is measured. Device 5 and 8 show similar breakdown characteristics in terms of 

magnitude and rate of change of the breakdown voltage with respect to the fate bias 

value. The performance is superior to that of the circular SPAD in terms of both the 

magnitude and the rate of change.   (e) The I-V characteristics for device 8 is compared 

to that of the circular device whose I-V characteristics appear as an inset. ..........................  34 

 

2.7  Red trace represents the graph of DCR as a function of gate voltage for Device 11 

measured at 3 different reverse bias values. The Blue trace represents the same for 

Device 16  .............................................................................................................................. 35 

 

2.8 Mean breakdown voltage as a function of the perimeter field gate bias measured 

for devices 1, 2 and 3 representing the high gettering efficiency structures and 

device 4 representing the round SPAD structure .......................................................36 

 

2.9 Measured DCR as a function of the perimeter field gate bias for devices 1, 2, 

and 3 operated at two different excess bias levels (0.3V and 0.9V). (d) DCR vs. 

device reverse bias at -14V field gate bias. (e) DCR vs. perimeter field gate bias 

for devices 1, 2, and 3 at excess bias of 0.3V and 0.9V. ............................................40 

 

3.1  Schematic of Passive-quenched SPAD in gated-mode operation ........................................... 44 

 

3.2  Red dotted waveform represents the Cathode voltage during normal avalanching 

operation of PMOS quenched model. Blue waveform is the cathode voltage of resistor 

quenched model. Recharge time of 220 ns is achieved with the PMOS component 

compared to 1.67 μs achieved with a ballast resistor of minimum size for complete 

quenching. Total SPAD capacitance was set to 3pF.............................................................. 47 

 

3.3  The dashed waveform represents the cathode terminal voltage during normal 

avalanching operation of PMOS quenched model. Solid waveform represents the 

cathode terminal voltage of the resistor quenched model. Recharging time of 220 ns is 

achieved with the PMOS component compared to 1.67 µs achieved with the ballast 

resistor of minimum size. The total SPAD capacitance was set to 3 pF in the simulation 

model ..................................................................................................................................... 48 

 

3.4  Input stage of the Active Q/R (Control) circuit ,Sfeedback switch ensure   exclusive 

charging (Sreset) and quenching (Squench) operation .......................................................... 49 

 

3.5  circuit diagram of a basic hold-off time generating monostable circuit. This monostable 

circuit is able to set a delay time of 500ns ............................................................................. 50 

 

3.6  Schematic drawing of variable load AQC. Transistor Ms, provides initial quenching 

through operation mode shift from triode to saturation; full quenching by cutting of the 

Avalanche current when I2 goes low; Recovery through discharge of Anode 

capacitance CA when I2 goes high .......................................................................................  53 

 



vii 

 

3.7  System schematics. Control signal for adjusting the hold off time and the readout pulse 

width are shown as grey shaded terminals ............................................................................. 54 

 

3.8  Layout of the active quenching circuit. Third of the area is taken up by the two 

transistors used as Quench and Recharge switches. The large size is charging and 

discharging ............................................................................................................................. 57 

 

3.9 Post-layout simulated waveform representing the transient voltage at the integration 

node for different slew rate and amplitude threshold levels determined by Vbias1 and 

Vbias2 values respectively .................................................................................................... 60 
 

3.10  The measured hold-off times for a set of Vbias1 and Vbias2 Values .................................. 60 

 

3.11  Block diagram showing the relationship between the detection and the readout pulse ........ 62 

 

3.12 Readout interface (Event generator).  The leading edge of the readout pulse is 

simultaneous with that of the detector pulse, its trailing edge is set by propagation delay 

through Vbias3 if it is set to be shorter than the detection pulse period ................................ 59 

 

3.13 Experimental measurement of the readout pulse with different pulse width parameters 

recorded at different Vbias3 values without altering the activity pulse duration .................. 64 

 

3.14 Layout for the front-end system integrated with each SPAD detector .................................. 65 

 

4.1  (a) Multi-photon response of single-element SPAD detector is not differentiable from its 

single photon response.   (b) SiPM macro-pixel has linearly proportional photo-

response cable of discriminating between single photon and multi photon events ............... 69 

 

4.2 Performance comparison between the proposed and the standard model ............................. 77 

 

5.1  Conceptual difference in data readout requirement between standard semiconductor 

imagers and SPAD detector ................................................................................................... 79 

 

5.2  (a) Sequential architecture: offers the best power and area utilization, but the worst 

bandwidth and detection efficiency.  (b) In-Column architecture improves the readout 

bandwidth but degrades the fill-factor ................................................................................... 81 

 

5.3  Fully parallel In-pixel processing offers the best detection bandwidth but the worst fill 

factor performance ................................................................................................................. 82 

 

5.4  (a) Collision is avoided by verifying the state on the shared medium prior to initiating 

access.  (b) Time division Multiplexing randomizes the transmission time window of 

the signals converging onto a common resource ................................................................... 84 

 

5.5  Variable Gain Charge Sensitive Preamplifier ......................................................................... 90 

 

5.6  The effect of pulse shaping on the output of the preamplifier ................................................ 91 

 



viii 

 

5.7  Effect of shaping time on pulse-pair resolution of the readout system ................................... 92 

 

5.8  Time walk effect demonstrated for two simultaneously arriving detection events with 

different amplitudes ............................................................................................................... 95 

 

5.9  Shortening the avalanche pulse, through active quenching is highly desirable due to its 

enhancing effect on SNR and active range performance of the device. However such 

pixel-level improvements interfere with the detection criteria in SiPM ................................ 97 

 

5.10  Typical Analog readout chain used in conjunction with SiPM detectors ............................. 98 

 

5.11  General representation of the detector readout interface .................................................... 105 

 

5.12  Compact layout structure of a ten input readout interface .................................................. 106 

 

5.13  Simulation results showing the response at the output port of a 4-input interface for 

two different input pulse widths PW1 and PW2 .................................................................. 111 

 

6.1  Conceptual signaling block diagram of the readout system showing the primary internal 

signal and the operational flow of the overall system .......................................................... 114 

 

6.2  Primary system internal signals.   (a) Dynamic signal on the output port of the main 

interface.   (b) Tracking signal at the output of the DSPA module.   (c) Serial pulse 

stream ................................................................................................................................... 117 

 

6.3  Conceptual block diagram of the complete readout system, featuring the drive signaling 

portion and the control signaling portion of the overall architecture ................................... 118 

 

6.4  Conceptual block diagram of the standard three stage high speed comparator .................... 119 

 

6.5  Input and the decision stage of the High Speed Comparator ................................................ 119 

 

6.6  Output buffer stage of the High Speed Comparator, generally deployed for slew rate 

improvement and generation of an output response with a digital signal profile ................ 122 

 

6.7  Schematic diagram of the complete High Speed Comparator with the auto pulsing 

feature .................................................................................................................................. 123 

 

6.8  Layout diagram of the High Speed Comparator, highlighting the compact electronic 

footprint of the module ........................................................................................................ 124 

 

6.9  Schematic diagram of the Discrete-Signal Pulse Adder ....................................................... 126 

 

6.10  Schematic diagram of the edge-driven Discrete-Signal Pulse Adder featuring improved 

operational speed and a more compact structure ................................................................. 127 

 

6.11  Layout diagram of the 10-Count pulse-driven Discrete-Signal Pulse Adder ...................... 128 

 



ix 

 

6.12  Simulation of the interface signal response. (a) Optical input stimuli used for the 

simulation. (b) SPAD device digital output. (c) Interface response for a 4-photon 

detection threshold.  (d) Interface response for a 3-photon detection threshold .................. 129 

 

6.13  SPAD Signal path electronics.   (a) Hold and Count Mode electronics.   (b) Free 

Running Mode electronics ................................................................................................... 130 

 

6.14  Simulation results of primary internal signals. (a) Optical stimuli representing short 

multi-photon optical pulses. (b) Internal system response to short multi-photon stimuli 

profile under both signal path configuration. (c) Optical stimuli representing longer 

optical pulses or a continuous photon stream. (d) Internal system response to 

continuous optical stimuli .................................................................................................... 132 

 

6.15  The schematics for the Configurable signal path electronics .............................................. 133 

  

6.16  Schematic diagram showing the compact structure for a 2-bit Digital counter. ................  134 

 

6.17  Schematic diagram of the 3-bit compact digital counter with active reset ......................... 136 

 

6.18  Layout diagram of the 3-bit compact digital counter with active reset. .............................  136 

 

6.19  The schematic diagram of the readout system using free-running architecture .................. 137 

 

6.20  Layout diagram of the full readout architecture for a 5-SPAD cluster ............................... 138 

 

6.21  Post-layout simulation results showing the primary internal and the external signals ....... 139 

 

6.22  (a) Proof of concept test structure.  (b) Measured waveforms for the user-defined input 

test signal and the generated count pulse response of the test system ................................. 140 

 

6.23  Test Structure showing a full cluster system for 5 passively quenched SPADs ................. 142 

 

6.24 Representative snapshot of Count_Clock signal captured for Proof Of Concept 

demonstration.   (a) Count_Clock signal (cluster activity) measured at Field gate bias of 

11V corresponding to low overlap probability thus resulting in fewer detection events.   

(b) Cluster response measured at field gate bias of 9V showing increase in detection 

event count.  (c) Lowest gate bias leading to highest measured combined rate .................. 142 

 

6.25  Count Clock Pulse for various integration intervals determined by the value of the Vref 

signal .................................................................................................................................... 143 

 

6.26  Digital decoding of the pulse-width modulated Count_Clock signal for optical event 

measurement. Trace above shows the Least Significant Bit transition at the end of each 

counting cycle as implemented by the Passive cluster readout system shown in Fig. 

6.22 ...................................................................................................................................... 144 

 

6.27  Digital representation of photon count associated with an optical event, determined 

through simultaneous measurement of the latched Bit 1 and Bit 2 signal ........................... 145 



x 

 

A.1  SPAD device model ............................................................................................................. 153 

 

A.2  State of art SPAD device model........................................................................................... 154 

 

A.3  Proposed SPAD device model with embedded text box describing the functionality of 

select components.  The inset shows the actual circuit implementation of t_S1 

component............................................................................................................................ 156 

 

A.4  (a) Solid Green trace represents the measured waveform using data acquisition system. 

The black trace is the simulation out using the SPAD model in Figure 4.3. Depletion 

Capacitance was set at its quiescent value.   (b) Solid green trace represents the 

measured waveform using data acquisition system. The black trace is the simulation out 

using the SPAD model in Figure 4.3. Depletion Capacitance was set to change 

according to the time varying SPAD terminal voltage (depletion region voltage drop) ....  159 

 

 



1 

 

 

Chapter 1 

  

Background & Overview 

 

1.1 Introduction 

A photon is the ultimate limit of sensitivity in optical sensing. The rise of high 

performance single photon detectors has led to the emergence of many new scientific 

fields, while enabling the continued progress of many other existing ones [1-3]. The 

broad spectrum of applications for this technology extends from high energy particle 

detection at the Large Hadron Collider to DNA sequencing and gene-associated protein 

detection for the human genome project.  

Photons are very useful as probes for medical/biomedical imaging applications. 

They can travel safely through tissues, interact with them and carry environmental 

information from the sample back to the outside world for subsequent processing and 

interpretation [2]. Since the amount of light emitted from micro-scale biological 

structures is extremely small the optical properties of biological sample can only be 

exploited with optical detectors of sufficient sensitivity [3]. The set of techniques that 

exploit the photon-based biological interactions in order to extract specific information 

about the biological matter is collectively defined as Bio-photonics [4-8]. Bio-photonics 

constitutes a major area of advanced optical imaging. Previously the only means of 
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observing cellular behavior was to view a frozen stained and sliced sample of the 

organism under a microscope. This provided no information about the active internal 

process of the cells and the dynamics of its interactions with the cells surrounding it [5]. 

Bio-photonics allows dynamic observation of biological events at the micro-scale level 

thus enabling real time study of biological functions at the cellular or sub-cellular levels. 

The granularity of such real-time observation extends to the level of a single molecule 

within an active cell. Ultra-sensitive optical methods are also widely utilized to identify 

and quantify DNA, mRNA or protein content within biological matter [6, 7]. 

In the clinical field, single photon sensitive imaging has enabled the study of the 

mechanisms involved in human health and disease at the cellular and molecular level. 

Optical properties of tissue such as fluorescence reveal valuable information regarding its 

pathology and composition [7].  The fluorescence property of biological matter is also 

modulated by disease-related abnormalities in the organic structure of tissues. Discerning 

the resulting shift in the optical properties for micro-scale biological structures would 

require contrast resolution on order of single photon. This marks the maximum resolution 

limit for optical intensity measurements. 

Another major area of impact is the Imaging of extremely fast transient events 

such as spike-based neural signals characterized by microsecond-long action potentials 

travelling through neural pathways at speeds of up to 112 mph [8]. Effective imaging of 

such high speed phenomena requires optical detectors with a very high frame rate 

capability or equivalently very short integration window (small exposure time) single-

photon sensitivity yields the shortest possible integration window of one photon. 
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Essentially the challenge for the detection system utilized in biomedical imaging 

application is the speed and sensitivity requirement for detection of ultra-low intensity 

bio-reporter signal (optical) emitted as result of bio-photonic processes [8].  

LiDAR (Light Detection and Ranging) is a technology that utilizes light to probe 

the atmosphere in order to retrieve information about atmospheric properties such as 

temperature, humidity, pollution, weather pattern and the trace gases present. The 

detection of changes in properties of the emitted light pulse after it has interacted with the 

atmosphere allows for the measurement and mapping of atmospheric parameters [9]. 

LiDAR can also be used as Laser range finders. It can determine the distance to a remote 

object by detecting the reflected pulse and measuring the round trip flight time. 

Consideration of Cost, portability and eye safety necessitates the use of low power source 

for laser generation which proportionally lowers the intensity of the reflected signal. Due 

to the limitation of the detector active area only a small fraction of this reflected signal is 

captured by the detector. The low back-scattering coefficient of atmosphere also 

attenuates the reflected optical signal. As the result of these restrictions, LiDAR 

applications are critically dependent upon the ability for efficient ultrasensitive photon 

detection [9].  

 

1.2 Assessment of Existing Single Photon Detection Technologies  

The underlying process in signal detection is the electro-transduction of the 

incident energy signal into a representative electrical signal at the output. The function of 

a photo-detector is to convert the optical energy of light into an analog electrical signal 

whose magnitude is proportional to the incident intensity. The challenge presented 
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involves fast and reliable detection of ultra-faint signals. In conventional optical detectors 

the free carriers generated due to the absorption of incident photons are passively 

integrated until the resulting electrical signal exceeds the baseline noise of the external 

amplification and read out electronics [10]. This method is inherently ill suited to meet 

the stringent sensitivity and speed requirement for detection of Ultra-weak optical signals 

that occur on a time scale from hundreds of nanosecond to milliseconds. The detection of 

such signals is contingent upon the presence of an intrinsic internal amplification 

mechanism that is as noiseless as possible [11-13]. 

The gold standard in single photon detection, for the past several decades has 

been the PhotoMultiplier Tube (PMT). The internal amplification process in PMT occurs 

on time scale of tens of nanosecond. Within that time period a single photo-generated 

carrier pair is converted into a pulse of current which can be directly read out. However, 

due to their internal mechanism for signal transduction and amplification, PMTs have 

high power consumption (large operating voltage) and are operationally sensitive to the 

presence of external magnetic field. Additionally, due to their bulky packaging, they offer 

poor detection granularity, and are mainly used as stand-alone point detectors. Although 

these limitations have been partially over come through introduction of multi-anode PMT 

and Micro Channel Tube, these devices still fall short of meeting the growing 

technological demand for greater system integration and miniaturization [14]. Many 

applications on the cutting edge of technology such as Lab on Chip (LoC) and Micro 

Total Analysis System (μTAS) must deliver ultra-sensitive and high speed integrated 

functionality across an implementation platform capable of very high levels of 

miniaturization, reliability and low power operation [14, 15]. Semiconductor technology 
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can offer a robust implementation platform for such high performance single photon 

detection, provided that the speed and sensitivity performance of PMT can be realized in 

silicon. A basic illustration of PMT appears in Fig. 1.1a.  

A modified version of the standard semiconductor CCD called Electron 

Multiplying CCD is capable of achieving single photon sensitivity by incorporating an 

amplification stage directly into the readout architecture thus eliminating the external 

noisy amplification step. A notable advantage over PMT is that EM-CCD devices can be 

manufactured into high density detector arrays capable of parallel detection. However, 

due to the intrinsic gradual amplification process through several stages of high voltage 

multiplication registers, they suffer from long response times and cannot match the 

detection speed of PMT device. Fig. 1.1b illustrates the basic readout architectural 

enhancement required to upgrade a CCD detector to an EM-CCD.  

 

 

 

 

 

 

 

Figure 1.1 (a) Structure of a PMT, the resistive divider circuit distributes the optimum 

voltage to each node to induce the charge acceleration required for impact ionization.   

(b) EMCCD structure consisting of the CCD part and electron multiplying readout 

component. 
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Another solid state alternative for single photon detection is Single Photon 

Avalanche Diode (SPAD) in custom CMOS process. SPAD is essentially a p-n junction 

reverse-biased at above breakdown level with the maximum electric field uniformly 

distributed across the depletion region of the planar p-n junction, which constitutes the 

device multiplication region [15]. Photo-generated carriers within this region are 

accelerated by the high electric field and undergo a rapid multiplication process through 

repeated high speed collisions with the lattice atoms, resulting in successive impact 

ionization. The result is an avalanche current generated on picosecond time scale [16]. 

The charge multiplication process is driven by the high lateral electric field and occurs in 

a single turn. Due to the large number of electrons in the high filed region during the 

avalanche build up, there will be multiple impact-ionization events occurring in parallel. 

According to the law of large numbers, at any given time, there will be a large number of 

carriers working to reduce the variance of the gain within the high field region. If one 

electron fails to fulfill its average number of ionizations, another is likely to exceed it. 

Consequently the amplification noise in SPAD is negligible [17]. The rapid internal 

amplification by means of a run-a-way avalanche process completely eliminates many of 

the traditional sources of noise such as (read noise, amplification noise) typical in analog 

optical detectors. The main source of noise in SPADs is the Dark Count Rate (DCR), 

which is the rate of dark (photon unrelated) avalanche events. These non-photon related 

pulses can be due to thermal generation of carriers, band to band tunneling, field assisted 

tunneling, after pulsing or crosstalk [18].  Basic depiction of SPAD operation appears in 

Fig. 1.2.  
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Custom SPADs are capable of matching the single photon detection speed and 

sensitivity of PMT, however they requires front-end electronic support to enable their 

rapid reset and recovery for continuous operation. Since electronics components cannot 

be easily integrated in the custom CMOS process, hybrid systems have been proposed 

whereby the SPAD detectors on custom substrate are externally coupled to an electrically 

active standard CMOS substrate containing the necessary front end electronics. 

 

 

 

 

 

 

 

Fig 1.2: Single Photon Avalanche Diode (SPAD 

 

 The down-side is the increase in cost and complexity that results from bonding 

incompatible technologies. Furthermore, parasitic introduced by the external connections 

bring about degradation of system performance in terms of diminished sensitivity and 

speed [17]. Since standard CMOS offers an ideal platform for seamless integration of 

processing and readout electronics, it would seem that integration of SPAD in standard 

CMOS could offer significant advantages towards the implementation of compact high 

performance optical sensing systems. 
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1.3   CMOS Compatibility    

There has been interest in a semiconductor replacement for the PMT since the 

1960’s [18-24]. However CMOS process is not optimized for high field conditions 

required for SPAD operation. The single photon electrical response of SPAD is 

contingent upon the volumetric breakdown of the planar depletion region. This requires 

effective isolation of the maximum electric field to the planar multiplication region, while 

counteracting the effect of electric field crowding around the curved edges of the device. 

Otherwise excessive electron tunneling and premature breakdown associated with the 

corners and curved edges will introduce noise and uncertainty in the operation of the 

device [25, 26]. In standard CMOS, custom features required for selective tailoring of the 

electric field distribution are not directly available to the designer.  

An innovative layout design, introduced in [27], enabled Premature Edge 

Breakdown (PEB) suppression in standard CMOS by utilizing a diffused guard ring to 

modulate the high electric field at the periphery of the SPAD device. Despite the fill 

factor penalty associated with the diffused guard ring this was a breakthrough step, as it 

enabled, for the first time, the development of SPADs in conventional CMOS process 

[27-28] 

 

1.4   CMOS Single-Photon Pixel – Area Vs. Performance  

Implementation in conventional CMOS has opened the way for low cost 

development of SPAD pixels with increasing performance levels. However the added 

performance requires more integrated electronics which takes up additional silicon real 
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estate resulting in a reduced fill factor. If the photosensitive area is kept constant, the loss 

in pixel fill factor will increase in direct proportion to its performance. The trade-off 

between performance and fill factor can be resolved if the active area is allowed to 

increase proportionally with the level of integrated functionality. However, in standard 

CMOS a linear increase in the SPAD active area leads to an exponential increase in its 

Dark Count Rate (DCR) [6]. The resulting loss in device Signal to Noise Ratio (SNR) 

makes the design of large active area SPADs not feasible in standard CMOS. 

Consequently, in practical applications, the active area of CMOS SPADs is ideally 

restricted to below 100 μm
2
. This nonlinearity severely restricts fill factor in high 

performance SPAD pixels, often resulting in fill factors as low as 2 - 6% [30, 31].  

The current trend is towards higher performance SPAD pixels and thus greater 

integration of functionality on pixel and on chip. The DCR imposed limitation on the 

active area creates a major tradeoff between performance and fill factor, preventing the 

full exploitation of the potential offered by CMOS-based SPAD detectors. The DCR 

associated active area constraint also presents a serious limitation for SPAD-based 

application as practical detection tasks often require a large photon collection surface 

[32].   

Individual SPADs are characterized by their fill factor, bandwidth (maximum 

count rate), and DCR. Design methods capable of easing the trade-offs parameters at the 

device level would make for a more robust SPAD pixel which would naturally assemble 

into more robust arrays. So the first task in high performance SPAD array design must be 

performance optimization at the device level. This is the purpose behind the research 

work discussed in Chapter 2 and Chapter 3 
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1.5   CMOS Single-Photon System – The Readout Challenge  

Under current implantation strategies, the effective performance of single SPAD 

Pixel within an array assembly is substantially lower, depending on the array size, than 

the performance of single standalone SPAD pixel. Due to the resulting degradation of 

effective single pixel response, when realized within larger multi-pixel assemblies, the 

development of a robust integrated large SPAD array with high performance is yet to be 

accomplished in CMOS and remains the primary area of research in the field [33]. The 

fundamental challenge has been the developments of an appropriate readout architecture 

that can effectively handle the massive amount of dynamic data generated by multiple 

SPAD elements without imposing significant bottleneck effects on the operation of the 

system. The conceptual illustration of the readout challenge appears in Fig. 1.3.  

 

 

 

 

 

 

 

 

 

 

Figure1.3: (a) Photo-signal statically stored in the pixel until it is sequentially readout 

and processed during the readout cycle.  (b) Photo-signal must be dynamically 

processed in real time with each photon arrival, thus making local storage difficult 
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1.5.1   Digital Readout – SPAD Imager Array 

The hall-mark of SPAD cutting edge operation is its single-photon sensitive 

digital response that can be generated with a simple in-pixel digital buffer and directly 

read out without amplification or pre-processing. Unlike CCD or Active Pixel Sensors, 

the dynamic response of SPAD cannot be statically stored as photo charge and must be 

processed instantaneously as either digital count value or Time Of Arrival (TOA) value, 

or both, before it can be stored. The otherwise excellent signal characteristics of a SPAD 

device pose a significant architectural challenge when it comes to reading out large arrays 

of such devices. The primary difficulty is characterized by the achievable efficiency in 

accessing pixel information as it is dynamically generated in large pixel arrays. One 

solution that enables massive operational parallelism and offer the best detection 

efficiency, is in-pixel processing of SPAD response [1, 34]. However large-area in-pixel 

counters or timing circuits significantly reduce the fill factor of the pixel and can 

prohibitively limit its photon-collection efficiency [1]. Simpler pixel-level processing 

improves fill factor and enable larger arrays, but would require a degree of resource 

sharing. Resource sharing involves multiplexing several signal paths within the same 

sharing group. This inhibits the dynamic operation of SPADs as digital pulses cannot 

share the same transmission/processing medium during overlapping time windows. The 

resulting performance trade-offs impose limitations on the size of the array. The 

fundamental challenge, and hence the bulk existing research, associated with the readout 

of large array of digital SPADs is fundamentally driven by the central tradeoff between 

efficient utilization of Silicon real estate (resource sharing) and throughput (effective 

transmission bandwidth per pixel). 
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1.5.2   Analog Readout – SiPM Detector  

The severe bandwidth limitations (high rate of pulse pile up) associated with the 

dynamic readout of multiple digital SPAD pixels onto a common channel, described 

above, is eliminated by operating the array in what is known as the Silicon Photo-

Multiplier (SiPM) mode. In this configuration individual current-mode pixel are parallel-

connected to a common load As a result, when simultaneously fired, their signal will 

combine to produce an analog sum of all the avalanche signals [35-38]. Basic operation 

of a 4 cell SiPM macro-pixel is shown in Fig. 1.5.  

 

 

 

 

 

 

Figure 1.4: Current signal summation at the common readout node of the set of parallel 

connected individually quenched SPAD elements forming a single SiPM macro-pixel 

 

In SiPM detectors, the asynchronous characteristic of analog operation enables 

large grouping of multiple SPAD elements without introducing performance constraints. 

The SiPM signal can be discerned from the background dark noise by amplitude 

thresholding of the summed current signal (signal amplitude) [39]. Therefore only 

photons that arrived within the summation window (avalanche current pulse-width) can 
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be identified and quantified. The avalanche-gated analog summation represents the 

functional foundation of SiPM detector and ultimately limits the applicability of the 

technology. Furthermore the SiPM response signal is a faint analog current pulse with 

rapid transience and large active range. Digital extraction of count and TOA value room 

such a signal is no trivial task, involving multiple levels of signal processing [40].The 

electronic noise added in the process reduces the single-photon sensitivity of the detector 

while the foot-print area and power dissipation involved with the analog signal 

processing makes integrated readouts impractical.  

 

1.5.3   Proposed Readout Architecture 

  SPADs are digital dynamical devices and they must be treated as such in order for 

their full potential as high speed single-photon detectors to be realized. The readout 

interface must preserve the advantage from both the dynamical (Asynchronous, high 

speed) and digital (noise free, direct readout) nature of SPAD response. The existing  

digital readout architectures preserves the digital characteristic of the SPAD device at the 

cost of its dynamic characteristics, while the automatically asynchronous behavior of the 

analog readout, preserve the dynamic nature of SPAD response at the cost of the digital 

feature of its operation. Chapter 5 presents a design for a novel array readout architecture 

that preserves both the digital and dynamical aspects of the SPAD operation. Fig. 1.5 

compares the basic architecture of the analog, digital and the proposed readout 

architectures.       

 An integrated signal processing and digitization system has been designed to 

interface with the signal aggregation node in Fig. 1.5 c. The purpose is to establish  free- 
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Figure 1.5: (a) SiPM analog readout based on dynamic current signal summation requires 

complex analog readout chain.   (b) Multiplexed digital readout results in loss of 

overlapping pulses.   (c) Proposed readout based upon digital readout at the pixel level 

and dynamic voltage division at the readout interface. 
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running dynamic digitization and readout of the detector output signal, not currently 

possible with the standard ADC digitization system deployed as part of SiPM analog 

readout chain. Fig. 1.6 illustrates the basic architecture of this integrated signal 

processing unit.          

 

 

 

 

Figure 1.6:   Signal processing system for the array detector interface of Fig. 1.5 c  

 

1.6   Primary Objective and Goal  

 The over-arching goal for both single photon imagers and Silicon Photo-

Multiplier is high sensitivity and high resolution solid state optical detection. The 

potential of SPAD arrays towards realization of this breakthrough seems obvious when 

considering the excellent single photon performance of a SPAD detector and the 

feasibility of their implementation in CMOS,. However, this potential is yet to be fully 

realized. The structure and operation of SPAD introduces several performance trade-offs 

and conflicting design objectives. The Development of large-scale SPAD arrays capable 

of reproducing the excellent performance of a single SPAD detector on a larger scale is  

contingent upon minimization of trade-off parameters associated with the single pixel 

operation and system-level operation of multi-pixel array. This feat is the primary 

challenge confronting research in the field. The advent of ultra compact and versatile 
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process technologies will perhaps one day bring this goal closer to fruition – However for 

now the effort is in the direction of novel design concepts and new configuration 

techniques within the context of current low-cost, standard fabrication to realize large, 

high speed array of compact photon counters in a dense spatial arrangement. 

 

1.7   Research Strategy and Organization 

The focus of this thesis is to investigate a design approach to merge the best 

performance aspects of SPAD and SiPM design paradigm into an integrated high speed 

single photon counting system with greater detection sensitivity than either technology. 

The strategy involves a hierarchical approach to performance improving with operational 

requirement and performance of the next stage in mind. This means starting from the 

semiconductor junction level, moving up to the SPAD pixel eventually leading up to 

novel system design that can serve as a blue print for development of high speed SPAD 

array detectors featuring  a scalable low-power integrated readout system with an 

unrestricted dynamic range, high fill factor and low noise operation.  

 The following brief summary of the upcoming chapters offer a conceptual 

organization of main research themes. 

 

Chapter 2: This work centered around investigation of methods to improve DCR and fill 

factor by modifying the structure of the p-n junction. In conventional CMOS SPAD 

design, the fill factor degradation results from the un-scalable dead area taken up by the 

diffused guard ring. The alternative approach involved covering the perimeter of the 

junction with a poly gate, appropriately biased to deplete the area underneath it. PEB in 
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the resulting SPAD device was achieved through reduction of the field at the curved 

edges or corners that constitute the periphery of planar p-n junctions, without increasing 

the dead area within the footprint of the SPAD pixel. We experimentally verify the effect 

of this field gate on lowering the DCR of the device. In addition geometrical modification 

of the p-n junction towards stated performance improvement has been studied and 

experimentally verified. Large-area SPAD pixels in standard CMOS have not been 

possible due to prohibitively large DCR. The purpose of this chapter is to demonstrate a 

large–area SPAD device in standard CMOS. 

 

Chapter 3: This chapter focuses on performance enhancement at the pixel level which 

constitutes the next architectural layer in the system hierarchy. This work involved the 

development of front-end electronics capable of high speed quenching and recovery 

operation required to maximize pixel bandwidth. Towards this purpose a novel timing 

and logic circuit was designed to generate precisely matched and optimally synched 

quench and recharge signals with controllable delay between the two operations. Linearly 

variable delay enables fine tuning of the hold-off time required to determine the setting 

that optimizes the SNR (bandwidth Vs DCR). In order to standardize the readout pulse of 

the pixel so as to optimize the resource sharing requirement of the eventual system. For 

the first time an in-pixel tunable Event Pulse Generator (EPG) was integrated with the 

front-end electronics to act as the pixel interface. The pixel interface allows the output 

pulse-width of the pixel to be actively modified without affecting device operation. In 

clustered topology where multiple pixels use the same readout resource, the independent 

control of the pixel-level pulse width can improve system-level dynamic range, 
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throughput and noise thresholding capability. The design of the Event Pulse Generator 

(EPG) involves re-using sections of the hold-off generation electronics in the primary 

AQC circuit, thus recycling some of the functionality already implemented in the primary 

circuit. This strategy enables a more compact design.  

 

Chapter 4: The finite hold-off time separating the quench and recharge halves of the 

detection cycle introduces a non-linearity condition in the photon counting operation.  In 

light of the associated performance non-linearity, empirically measured count rate data 

must be supported with an accurate theoretical description of non-linearity condition, 

associated with the counting process, before the measured data can be reliably 

interpreted. Towards this goal an analytical model describing the photon detection 

statistics for a detector with non-paralyzable dead time was derived. The proposed 

theoretical model can be used for any system that involves discrete detection of randomly 

arriving event in presence of a fixed dead time such as service time of a server in network 

traffic modeling or the refractory period of neurons in synaptic network simulation. The 

model was then used to theoretically predict the true count from a set of experimentally 

obtained corrupted counts that were measured in presence of a known dead time. The 

proposed model was compared against the standard model of count correction often used 

in the literature and shown to be more accurate, especially at higher count rates. The 

validity of the analytical model was experimentally verified.     

 

Chapter 5: A novel signal collection mechanisms for a cluster of digital SPAD is 

introduced in this chapter. The signal accumulation scheme is based on voltage division 
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across a floating array of minimum sized capacitors. The footprint of the interconnect 

interface is negligible relative to the area of the pixels. Signal accumulation scheme is 

architecturally simple and compact with an intrinsic asynchronous behavior and a 

dynamic range that is inherently matched to the number of pixels it supports.  It is 

comparable to SiPM interconnect configuration in terms of simplicity and dynamical 

behavior without being marred by the SiPM associated readout obstacles and challenges.  

 

Chapter 6: The charge redistribution principle, used in the signal collection phase to 

generate the quantized profile of the interface output response signal from a set of 

asynchronously arriving input digital pulses, is now implemented in a reverse operational 

order so as to bring about the disintegration of the discrete analog signal into its 

constituting stream of digital pulses. By sequentially processing the pulse stream with a 

compact digital counter, a binary code which represents the amplitude of the interface 

output signal, directly in terms of incident photon count can be generated and stored. 

Effectively a novel design for a highly compact and free running on-chip digital pulse 

counting system capable of sequential photon counting and photon number resolution is 

demonstrated  

 

1.8   Contributions 

    This section will list the original contributions in the presented body of work.   

a) Fill factor enhancement  in standard CMOS SPAD device (Chapter 2)  

b) DCR improvement in SPAD cell without area penalty, or additional processing cost.  
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c) New compact design for SPAD pixel front-end circuitry capable of high bandwidth 

operation and linear delay generation.  

 

d) Introduction of a novel array coupling interface to the front-end electronics, The 

pixel interface features an independently adjustable event pulse generator and could 

potentially enhance the operational flexibility of the array system. 

 

e) Derived a mathematical model for accurate prediction of fraction of measured count 

lost as a result of performances non-linearity in the courting process. The proposed 

model was able to accurately map the measured count data to the actual incident 

count even at high arrival rates where the standard mapping expression grossly over-

estimates the true count.  

 

f) Introduced a new acquisition interface for dynamic collection of logic pulses over a 

common interface method to simplify readout system for SPAD array detectors – but 

can just as easily be used for any system requiring readout or communication of 

digital voltage pulses over a single transmission line. 

 

1.9   Significance to the Scientific Field  

The proposed structural design lead to performances enhancement for large Area 

CMOS SPAD arrays operated at temperature. This will greatly benefit biological 

detection application like DNA sequencing and proteomics. SPAD-based single-photon 

sensing solution can be implemented with reduced constraint on the detection sensitivity 

due to dark count rates, and architectural design with significantly relaxed performances 

tradeoff and constraints. The implication of proposed sensing platform is expansion of 

the application scope for analog SiPM detectors and greatly reduced noise susceptibility. 

In the digital domain operation associated with photon-counting SPAD array SPAD the 

implications are lossless dynamic resource sharing without introducing additional readout 

complexity and throughput constraints.   
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Chapter 2 

 

Performance Oriented Device Design  

 

The photon counting efficiency of the CMOS SPAD is characterized by its fill 

factor, operational speed (maximum counting bandwidth) and Dark Count Rate (DCR). 

The Combination of these parameters determines the photon detection efficiency of the 

SPAD pixel in terms of its photon-collecting efficiency and Signal to Noise Ratio (SNR). 

The primary goal of this section is to investigate structural modifications at the device 

level that may lead to enhanced sensitivity and SNR. The process leading to the ignition 

of the characteristic avalanche phenomena starts with the absorption of a photon by the 

semiconductor material. Photon absorption depends on the semiconductor band structure 

and the wavelength of the incident light. Spectral selectivity and absorption efficiency is 

primarily determined by the choice of the material [41]. For electrical detection to 

become possible the photo-absorption process must be followed by a rapid multiplication 

of the generated carrier pair. It is essential therefore, that the photon is absorbed within or 

in the vicinity of the high field multiplication region (depletion region surrounding the on 

junction). Successful absorption of a photon also depends on the depth it has to penetrate 

before it is expected to be absorbed. The absorption efficiency of a photon as the function 

of the penetration depth is shown in the equation 2.1 where α represent the absorption 

coefficient of the material and L is the penetration depth.  

        

  η = (1 -       ) 2.1 
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 As the depth and the width of the depletion layer are determined by the 

parameters of the foundry process, the choice of fabrication process becomes an 

important consideration in meeting the spectral requirement of the application. Deep 

junctions are more efficient for absorption of longer wavelengths. 

  Another key characteristic informing the choice of the SPAD material is the Dark 

Rate. Impurities in the silicon create deep energy levels within the band gap structure and 

act as carrier trapping sites. The concentration of deep levels within the multiplication  

region determines the degree of after-pulsing effect as carriers, trapped  in the high filed 

depletion region during an avalanche event are subsequently released after a statistical 

time delay, thus triggering false detection events [45].  

When reverse biasing a basic p-n photodiodes at above the breakdown voltage, 

electric filed uniformity becomes an issue. Electric filed flux lines will crowd around 

curved surfaces and corners increasing the local electric field intensity at these regions. 

This effect leads to premature junction breakdown at the device edge, resulting in an 

uneven gain which is unsuitable for single photon detection. Suppression of premature 

edge breakdown (PEB) involves the reduction of electric field at the edge of the p-n 

junction. An effective solution to this is the localized reduction of doping concentration 

gradient at the susceptible regions. In dedicated CMOS process, thanks to availability of 

low-doped n/p well, selective shaping of the electric filed profile can be effectively 

achieved. One approach is based on implanting a highly doped disc at the center of the 

diode. The highest electric field is confined at the center of the diode for proper 

avalanche operation. [27]. The Same effect can be accomplished through decreasing the 

doping concentration at the periphery of the diode. A low doped p- region implanted at 
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the periphery of the p-n junction decreases the electric field in this region as it diffuses 

into the higher doped layer, effectively lowering the local doping concentration [27, 28]. 

Another proposed structure for PEB suppression involves a floating field-limiting gate 

placed over the region separating a p-type floating guard ring and the primary p-n 

junction. The field gate acts to bridge the gap that may exist between the depletion 

regions induced by the floating ring and of the p-n junction respectively. This 

configuration widens the depletion region surrounding the curved edge of the device by 

connecting it to the depletions region of the adjacent ring. This reduces the local field 

intensity and counteracts the field intensifying curvature effect. Device breakdown 

voltage is enhanced as the result. A simple depiction of these structures is shown below 

in Fig. 2.1 [26]. 

 

 

 

 

 

Figure 2.1: Different methods of isolating the high field region.   (a)   Center Field 

concentration.   (b) Sidewall-Edge isolation   (c) Low dope p adjacent ring 

 

 In dedicated fabrication technology it is possible to control the fabrication steps in 

such way as to inhibit PEB and minimize DCR by shaping the electric field profile at 

critical regions (Device surface or the curved region of the p -n junction).  

 

Floating field gate 
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2.1   CMOS SPADs 

As a consequence of their customized fabrication process, other low-light 

semiconductor imaging technologies such as CCD and EM-CCD are able to offer low 

noise and efficient performance. It is also possible to develop specialized fabrication 

process for SPADs based on ultra-pure high resistivity silicon wafer with a non-planar 

proprietary technology that can yield excellent DCR and high signal to noise ratio[42]. 

However these gains come at the cost of high voltage operation, low fabrication yield, 

higher production cost, and diminished capacity for monolithic integration and system 

miniaturization. Implementation in standard CMOS, offers the best platform for 

implementation of large, highly compact array imagers with single photon sensitivity and 

integrated signal processing and readout [42]. Therefore focus here will be towards 

innovative design methods to achieve performance enhancement for Standard CMOS 

SPADs detectors and imagers.   

 

2.1.1   Gain Uniformity – Full PEB Suppression  

In a conventional CMOS process the only available implant layers are p+ and n+ 

diffusion, n-well (and p-well in twin tub process) and the p-type substrate. The only 

viable option for a planar p-n junction is a p+/n-well structure. Since substrate is common 

among all other devices on the chip, the p-substrate layer (p-sub) must be grounded. 

Therefor the alternative structure composed of a n+/p-sub junction involves a grounded 

cathode terminal (p-sub) with a high positive bias on the anode terminal (n+) in order to 

establish above breakdown revere bias condition. In this scenario, it would be impossible 

to connect either terminal of the diode to the ancillary (5V) CMOS electronics on the 



25 

 

substrate. SPAD based on p+/n-well structure is the most plausible configuration in 

standard CMOS process.  

In planar CMOS, PEB suppression is achieved by lowering the concentration 

gradient across the curved junction perimeter using a variety of diffusion layers available 

in number of CMOS processes. As an implementation work-around for the absence of a 

low-doped diffusion layer in the single-well vanilla CMOS process, a make-shift low-

doped n-type region can be created at the curved edge of the p-n junction. This is 

achieved as the result of the lateral diffusion of an adjacent n-well ring surrounding the p-

n junction [27, 28]. The structure is depicted in Fig. 2.2 

 

 

 

 

 

 

Figure 2.2: Formation of the diffused guard ring during the annealing process 

 

Depending on the doping concentrations and the surface defect density, the charge 

concentration in the diffused guard ring might not have dropped enough to substantially 

lower the regional electric field intensity around the edges. In this case the guard ring will 

have failed at relocating the breakdown point sufficiently far from the surface [27, 47]. In 
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such a scenario the center planar region might break down at only a few hundreds of mV 

ahead of the guard ring/edge region. Under this condition, even though it may still be 

possible to achieve a uniform gain (avalanche events associated with the volumetric 

breakdown of the planar region) the performance of the SPAD device will nonetheless 

suffer due to the heavy DCR contribution from the defect-rich surface edge of the device, 

where the statistical likely-hood of triggering an avalanche event still remains high [27].   

 

2.1.2   Noise – DCR Minimization  

In planar CMOS technology, due to the characteristic fabrication process 

(implantation through the top plane) the surface of the die is the most likely region for 

presence of impurities and structural imperfections that are formed during the high-

energy implantation process. Another category of surface defects is the dangling bonds 

created due to the sudden interruption in the periodic arrangement of the silicon crystal at 

the surface. These surface states adversely impact the PDE of the device by promoting 

the recombination (annihilation) of photo-generate carriers created in the vicinity of the 

surface, before they can diffuse down to the multiplication region [53]. Furthermore, 

surface states act as active generation site otherwise known as SRH sites (Shokley Reed 

Hal). The high density of SRH sites at the surface heavily contribute to the overall DCR.  

When there is only a small difference in break down level of the defect rich 

surface and the planar junction of the device, thermal and tunneling generations at the 

surface junction could still contribute substantially to the device DCR. Therefore, in order 

to achieve good SNR performance on top of preventing Premature Edge Breakdown, it 
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would be highly advantageous to alter the breakdown voltage at the guard ring/edge 

region relative to that of planar junction by as much as possible [23].  

A second mechanism may be used, in tandem with the diffused guard ring, to 

assist with further lowering of the field at this region [46]. A three dimensional model of 

such a device is illustrated in Fig. 2.3 (a). A negatively biased poly gate placed over the 

perimeter of the surface junction surface is used to deplete the underlying n-well region 

along the curved side-wall of the device, to a degree proportional to the applied negative 

voltage [46, 47]. This is conceptually illustrated in Fig. 2.3 (b). Widening of the 

peripheral depletion region will further suppress the electric field at the surface edge and 

along the curved side-wall, thus reducing the DCR contribution from these regions and 

improving the overall noise performance of the device. 

 

 

 

 

 

 

Figure 2.3:   (a)   Three dimensional view of the device illustrating its ring-like structure.   

(b) Conceptual illustration of the control gate effect in altering the shape of the depletion 

region around the junction perimeter and modulating the local electric field intensity at 

the surface and along the curved junction.       
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The device structure illustrated in Fig. 2.3 was designed in single-well standard 

CMOS process and used to study the effects of varying the field gate strength on the 

DCR. This measurement was performed using the 5 lambda (ring separation) structures 

in [44]. We experimentally demonstrated, for the first time, the strong diminishing effect 

of the field gate voltage on the DCR of a SPAD device in standard CMOS. DCR 

measurements were taken for a wide range of gate bias values [48]. Fig 2.4 shows our 

experimental data.   

The diffused guard ring surrounding the active area of the SPAD constitutes a 

photon dead area. Since the minimum dimensions of the guard ring are set by the process 

parameters it does not linearly scale down in area as the pixel size is reduced. 

Consequently the resulting dead area will progressively occupy a larger ratio of the total 

pixel area for smaller pixels resulting in the degradation of the pixel fill factor. This will 

introduce a performance trade-off between sensitivity and array size and is considered an 

impediment towards implementation of large SPAD array detector. A clear advantage of 

using the field gate to lower the device edge field rather in place of the diffused guard 

ring, in addition to its demonstrated  superior performance, is its area efficient 

implementation. The surface field gate does not affect the geometrical Fill Factor of the 

device [45, 46, 48]. 

DCR measurements as a function of the gate bias were recorded for SPAD 

devices with varying ring separations within Nwell encroachment range, ranging from 

widest gap possible  (greatest dilution of doping density around the junction edge) to no 

gap at all (no change in the doping density around the junction edge junction). It was 

observed that at some threshold field gate value (-4V in the measurement) the effect of 
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the field gate, in reducing the DCR, becomes the dominant factor overshadowing the 

impact of the diffusion ring. The DCR continues to drop as a function of the gate bias. 

This is a significant observation as it implies that SPAD with uniform gain and high noise 

performance can be developed in conventional CMOS process without the need for fill 

factor diminishing features such as the diffused guard ring.  

 

 

 

 

 

 

Figure 2.4: (a) Measurement of DCR for various gate bias values. The data was recorded 

for 3 different SPAD structures. In all cases, the DCR was observed to drop substantially 

with increasing the negative bias of the gate terminal. At starting voltage as low as -4V 

the effect of the gate becomes dominant over the diffusion ring.   (b) DCR measured as a 

function of the field gate bias for the SPAD structure with 5λ ring gap from a separate 

die.  

 

The elimination of the diffused guard ring and incorporation of a surface field 

gate lead to remarkable improvement in the fill factor and DCR performances of the 

device. The new area efficient structure represents a significant advantage for the 

implementation of high performance SPAD-based array detectors. 
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2.1.3   Low DCR Pixel Geometry  

Elimination of the diffused guard ring does not completely resolve the fill factor 

woes in high performance SPAD design. Other non-scalable features such as quenching 

resistor or the front-end circuitry can significantly diminish the fill factor. Low cost 

development of high-performance smart SPAD pixels is the hall mark of implementation 

in conventional CMOS. However the added performance requires more integrated 

electronics which takes up additional silicon real estate and comes at the cost of fill factor 

reduction. The impact on the fill factor is especially problematic for pixels with a small 

active area. The silicon foot print of the integrated electronic is determined by the 

minimum feature size of the process technology and does not scale down with pixel area. 

Therefore if the photosensitive area is kept constant, the loss in pixel fill factor will 

increase in direct proportion to its performance (integrated functionality). The trade-off 

between performance and pixel fill factor can be resolved if the active area is allowed to 

increase proportionally with the level of integrated functionality.  

Rows of large area high bandwidth SPADs are indispensable in high speed 

imaging and parallel processing of photon-based data streams in assay analysis such as 

DNA sequencing and parallel fluorescence correlation spectroscopy [49-54]. Detector 

arrays composed of limited number of SPAD pixels with large pixel area also plays a 

critical role in adaptive optics [55, 56].   

The major performance hurdle with large area SPAD in standard CMOS process 

is the non-linear relationship between active area and device DCR. Theoretically 

speaking, the magnitude of the DCR should linearly scale with the active area, yet in 
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actual implementation it exhibits an exponential growth profile relative to the active area 

[59, 60].  

In standard CMOS a linear increase in the SPAD active area leads to an 

exponential increase in its DCR. Thus any performance gain resulting from a larger 

detection area is more than offset by the disproportionate degradation of device SNR 

performance. The resulting loss in the SNR makes the design of large active area SPADs 

unfeasible. Consequently, the active area of CMOS SPADs is ideally restricted to below 

100 µm
2
. This nonlinearity severely restricts the fill factor in high performance SPAD 

pixels, often reported with fill factors as low as 2 - 6% [30, 31]. The DCR imposed 

limitation on the active area further aggravates the existing tradeoff between performance 

and fill factor. The performance impact of this non-linear characteristic is especially 

relevant considering that the current technology trend, driven by ever-tightening 

performance demands of emerging applications, is towards greater integration of 

functionality in pixel and on chip. 

The nonlinear increase in DCR is caused by a non-uniform defect density 

distribution across the active area. The gettering process is a fabrication step by which the 

substrate defects, which act as carrier generation sites, are made to diffuse out of the 

active area so that they no longer contribute to the active operation of the device [8]. In 

relation to SPAD operation this means excessive DCR contribution from a large number 

of generation sites is diminished. However, the gettering operation in CMOS is optimized 

for small active area typical of electronic components, and therefore becomes less 

efficient for larger active areas. In a study undertaken in [47, 59] it was reported that as a 

consequence of this fabrication process step, which induces doping displacement towards 
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the junction boundary, the density distribution of generation sites is not uniform over the 

junction area; rather it increases radially outwards from the core center of the active area. 

Consequently larger active areas, especially ones with diameter in excess of 25µm (500 

µm
2
) contain a disproportionately larger number of generation sites as a result of their 

diminished gettering efficiency.  

From the several alternative geometries investigated in [49, 53], a cigar-shaped 

topology was found to involve a more effective gettering dynamics, for the same active 

area, due to the stretched profile of the structure. We have investigated the effect of the 

perimeter field gate on the modified junction geometry and characterize the performance 

of the new large area SPAD featuring the perimeter field gate and the modified junction 

geometry in terms of its breakdown and DCR properties.  

In order to characterize the reverse break-down electrical response of the new 

junction geometry relative to the circular one a number of capsule-shaped SPAD 

structures were designed and fabricated. The layout of the test structures used in the 

measurement is shown in Fig.2.5. The devices have different shapes but identical 

structural composition consisting of a p+/Nwell junction with a poly-silicon gate 

covering the junction boundary. Devices one, two and three incorporate a capsule-shaped 

geometry with identical active areas but different perimeter-area ratio. Although these 

devices are tailored for high gettering efficiency relative to circular device, the one with 

greater perimeter-area ratio should theoretically offer a greater gettering advantage as it 

offers a greater perimeter for the defects to diffuse through [48]. Device 4 represents the 

standard circular geometry. 
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Device 1 

Device 2 

Device 3 

Device 4 

     Device characterization was performed using two different experimental 

techniques. The first method, as stated above, involved measurement of breakdown 

characteristics for all three devices. This was realized by directly connecting the anode 

terminal of each device to a Source Measure Unit while grounding the cathode, and 

setting the field gate bias. 

 

 

 

 

 

 

 

 

 

 

Figure 2.5: Structure of SPAD consisting of P+/Nwell junction with a poly-silicon field 

gate covering its perimeter is shown in 3 different implementations.  Device 2 and 3 are 

two representations of the P+/Nwell junction with a geometrical profile that features a 

high gettering efficiency meant to amplify the impact of the field gate on DCR. The 

Standard round geometry appears as Device 1.  

 

The anode voltage was then swept in the reverse bias direction until a sudden rise 

in the reverse current was detected. The process was then repeated for different values of 

gate terminal bias. The second method of characterization involved quantitative 

assessment of DCR as a function of the field gate bias for the two cigar-shaped SPAD 

devices. This method required the integration of an active quench and recovery circuit as 

P+ (Anode) 
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part of the SPAD pixel in order to facilitate high bandwidth counting of dark events. A 

basic diagram of the general set up for the measurement process appears in Fig 2.6 

 

 

 

 

 

 

    

 

 

 

 

 

Figure 2.6:   (a) stand-alone SPAD unit for breakdown characterization.   (b) SPAD unit 

with in-pixel active quenching electronics for DCR characterization.  

 

2.1.4   Experimental Results 

The reverse biased Current-Voltage curves for device 3 at different gate bias 

appears in Fig 3 with the inset representing measurement for a similar round SPAD 

structure from [46]. As can be seen from the Fig 3 full volumetric breakdown, 

characterized by sudden and rapid rise in the current occurs at smaller gate voltage for the 

capsule-shaped SPAD relative to the round SPAD.     

 

 

   Break down 

Characterization 

Dark Count Rate 

Characterization 

   (a) 

 

   (b) 
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Figure 2.7:  Reverse bias current-voltage relationship for device 3. The inset represent 

measurement results reported in [44] for the round perimeter gated junction. The Most 

optimal avalanche characteristics are represented by very sharp and sudden rise in current 

indicating full volumetric breakdown at the planar junction, indicated by the trace. 

 

 The breakdown voltage for each test structure shown in Fig. 2.7 was measured for 

three device instances extended across three chips. The mean value for breakdown 

voltage along with the standard error has been determined from the measured samples 

and is presented in Fig. 2.8(a). For the sake of comparison the breakdown data are 

displayed together in Fig. 2.8(b). 

 It is interesting to note that for the elongated structures the standard error 

associated with the mean breakdown voltage decreases with increasing field gate bias 
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Figure 2.8: Mean breakdown voltage as a function of the perimeter field gate bias 

measured for devices 1, 2 and 3 representing the high gettering efficiency structures and 

device 4 representing the round SPAD structure. 
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while this pattern appears to be less prominent in the device with standard round 

geometry. Variability in the breakdown voltage results from the non-uniform spatial 

distribution of defects and impurities across the die. In the perimeter-gated SPAD 

structure with improved gettering dynamics, the highest concentration of active area 

defects are found near the periphery of the junction which corresponds to the region acted 

upon by the field gate. Under these conditions, increasing the gate bias strongly lowers 

the magnitude and hence the variance associated with the mean number of active 

generation sites, resulting in greater spatial uniformity of breakdown voltage. Device 4 

represents a SPAD structure that is not optimized to enhance the gettering action, 

resulting in a spatial pattern of defect and impurity distribution that does not favor the 

boundary region. For such a structure, the device operation is defined by partial 

breakdown of the p-n junction at defect clusters and impurity precipitates that create 

localized regions of electric field maxima within the active area. Under these conditions, 

localized centers of electric field maxima fall outside of the field gate’s region of 

influence; therefore increasing the field gate bias has no effect on the breakdown 

response of the device. As a result, despite full suppression of PEB effect, the breakdown 

response becomes diminished and largely independent of the perimeter field gate. This is 

observed in the breakdown characteristic of device 4 in Fig. 2.8 

 Another corroborating observation for the optimizing effect of elongation on the 

performance of the field gate is the enhanced slew rate of the breakdown response as a 

function of the gate bias illustrated in Fig. 2.8. The accelerated rise in the breakdown 

voltage relative to the rate of increase in the field gate bias suggests that the impact of the 

field gate is more pronounced in the capsule-shaped structures as compared to the 
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circular structure. Another immediately obvious feature is the higher breakdown voltage 

of the capsule-shaped geometries at zero gate bias, observed in Fig. 2.8 (b). This indicates 

an enhanced electrical profile of the native diode. Also observable in Fig. 2.8 (b) is the 

notable similarity in the breakdown profile among the capsule-shaped structures. This 

finding is consistent with the DCR measurements shown in Fig. 2.9. 

 In order to prevent counting errors due to the finite measurement bandwidth of the 

system, the maximum expected DCR was capped by selecting an appropriate starting 

gate bias. The mean and standard error value of the DCR as a function of the gate bias 

were determined for each capsule-shaped structure in accordance with the same 

guidelines used in breakdown characterization. DCR was evaluated for reverse bias 

conditions corresponding to 0.3V and 0.9V of excess bias. The results presented in Fig. 

2.9 (a-c) demonstrate a significant decrease in the DCR in response to the increasing field 

gate bias. The enhanced DCR-reductive effect of the field gate in the capsule-shaped 

devices is attributed to active generation sites which have shifted towards the border 

region where their emission activity is muted by attenuation of local electric field. Four 

orders of magnitude of reduction in DCR is observed for both values of excess bias 

parameter, for a field gate voltage of -14V relative to 0V.  Fig. 2.9 (d) shows the DCR 

measured as a function of the reverse junction voltage at a gate bias value of -14 V (at 

which point the effect of the field gate has saturated, for the capsule-shaped devices). The 

DCR is 10 Hz for an excess bias value of 0.3 V and no discernible increase is observed as 

the bias is increased to 0.6V. Minimal rise in the dark count activity despite the rise in 

avalanche probability indicates a negligible contribution from trap-assisted carrier 

generation (thermal and tunneling) within the active area. The implication is that the 
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central active area is largely void of trapping sites attributed to the presence of impurities 

and defects. The rise in DCR observed when the excess bias is increased to 0.9 V may be 

attributed to the increased likelihood of direct band to band tunneling within the active 

region which occurs without trap assistance. However direct band to band tunneling 

requires strong electric field and is unlikely in silicon due to its indirect band gap 

structure. It is more likely that the rise in DCR is due to the resumption of trap-assisted 

emission activity from the muted generation centers near the active area boundary, re-

activated by the increased field strength. We speculate that deployment of a wider field 

gate for greater attenuation of the edge field may allow the device to operate at higher 

excess bias levels without the associated increase in DCR. The data illustrated in Fig. 2.9 

was generated for capsule-shaped topologies, all featuring an active area of 3400 µm
2
. 

 For comparative illustration, the mean DCR for the capsule-shaped structures 

associated with different perimeter-area ratio are presented together in Fig. 2.9 (d) and 

(e). Although all the elongated SPAD devices demonstrate similar performance, device 3 

offers a more favorable profile for arrays and is therefore considered a practical option 

for incorporation into a SPAD pixel array. 

 

 

   

 

 



40 

 

Device 3 

Device 2 

Device 1 

Reverse Bias (-V) 

(a) 

D
ar

k
 C

o
u

n
t 

R
at

e 

Gate Voltage (-V) 

Device 1 

Gate Voltage (-V) 

Device 2 

(b) 

Gate Voltage (-V) 

D
ar

k
 C

o
u
n
t 

R
at

e 

Device 3 

(c) 

(e) 

VEX: 0.9V 

VEX: 0.3V 

D
ar

k
 C

o
u
n
t 

R
at

e 

Gate Voltage (-V) 

Device 1 

Device 2 

Device 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  2.9 (a-c) Measured DCR as a function of the perimeter field gate bias for devices 1, 

2, and 3 operated at two different excess bias levels (0.3V and 0.9V). (d) DCR vs device 

reverse bias at -14V field gate bias. (e) DCR vs perimeter field gate bias for devices 1, 2, 

and 3 at excess bias of 0.3V and 0.9V. 

(d) 
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2.2   Summary 

The effect of poly gate placed over the p-n junction border was experimentally 

studied for the first time. The gate bias showed to be highly effective in reducing the 

DCR with the degree of suppression strongly related to the gate bias magnitude. The 

central performance challenge in large area SPAD implementation (particularly well 

suited for astronomical and biological applications) is the DCR-related active area 

limitation. 

Large area SPADs in standard CMOS are characterized by prohibitively large 

DCR. Perimeter Field gate driven with a high negative voltage was previously shown to 

reduce the DCR by several orders of magnitude. The minimum achieved DCR was still 

considered high for many applications. Here we enhanced the perimeter-gated design by 

replacing the round SPAD design with a capsule-shaped junction geometry shown to 

have a better defects density profile. The Dark Count was experimentally measured for 

the new device. It was shown to be an improvement over the traditional circular geometry 

by several orders of magnitude. Additionally the magnitude of the gate bias required for 

the optimum effect also showed significant reduction. The DCR of SPAD device with an 

active area of 1200 µm
2
 was reduced to as low as 10 Hz for 0.5 volt, and 180 Hz for 1 

volt of above breakdown excess bias. The reported results represent an improvement of 

more than of 5 orders of magnitude relative to the standard design.    

 Devices geometries with width to high ratio close to unity (i.e. circles and 

squares) have the best avalanche propagation property and more practical photon 

collection shape profile.  Subsequently the extended profile of the cigar shaped SPAD 

(large perimeter to area ratio) are associated with lower avalanche propagation speed and 
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less efficient photon collection profile but offer highly improved DCR characteristics. An 

intermediate geometry with less extension was designed and tested. The results showed 

no change in the DCR response relative to the junction geometry with the maximum 

extension.  Consequently the intermediate geometry constitutes a more optimal choice for 

incorporation into SPAD pixel. The DCR measured for the new SPAD device with a 

relatively large active areas was reduced to as low as 100 Hz. This is an improvement in 

excess of 4 orders of magnitude relative to the standard design.         
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Chapter 3 

 

Performance Oriented Pixel Design - Front-end Electronics 

 

The avalanching characteristic of a p-n junction reverse-biased above breakdown 

is the enabling feature for SPAD-based photon counting/timing devices. However, 

avalanching is a runaway destructive process and must be controlled [61, 62]. The 

previous section focused on structural alterations and junction design techniques to direct 

the avalanche breakdown process away from the junction edge and towards the planar 

region where uniform volumetric breakdown can take place. These techniques involved 

modifications to the structure of the SPAD device which involved changing the 

geometrical shape of the p-n junction and introducing a field gate over the surface edge 

of the junction. The effect of the field gate and junction shape in suppressing the surface 

field intensity and consequently reducing DCR were also discussed and experimentally 

demonstrated. In this chapter we approach the performance challenge at the next 

architectural level higher, which involves in-pixel integrated functionality 

implementation. 

 

3.1   External Gating Signal – Hybrid Design 

In a SPAD detector, charge avalanche is suppressed through lowering of the 

device terminal voltage to below the breakdown level (Vb). Recovery process involves 

restoration of the device terminal voltage to it initial over-breakdown level (Vb + VEX). In 

the gated mode, the SPAD is biased just below its breakdown level (Vb). The bias is 
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transiently increased to above the breakdown voltage (Vb) by a predetermined amount 

(VEX) through application of a calibrated voltage pulse. The Device is kept at above 

breakdown level for short periods of time, corresponding to the gating pulse width (TW), 

during which time an avalanche event may occur. The falling edge of the gate pulse 

lowers the device terminal voltage level and quenches the avalanche current. The 

duration of the pulse is kept short to limit the avalanching duration through the p-n 

junction, usually to around a few nanoseconds [42, 63]. Gating operation also 

significantly limits detector DCR by restricting the measurement bandwidth at the SPAD 

device level.  A schematic depicting a passively controlled SPAD cell in gated mode is 

shown in Fig. 3.1. The gating pulse is applied to the SPAD through capacitor Cg.  

 

 

 

 

 

 

 

 

 

Figure 3.1:   Schematic of Passive-quenched SPAD in gated-mode operation 
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 The coupling capacitor Cg forms a parallel network with the capacitance at the 

SPAD cathode terminal (Cdepletion + Cparasitic) and the quenching resistor RL. In order for 

the significant portion of the applied voltage to appear across the SPAD terminals, the 

coupling capacitance Cg should be much larger than (Cd + Cp). Since the window of 

operation is restricted to the immediate time window following the arrival of the optical 

signal at the detector, the noise contributions from after pulsing and thermally induced 

events can be significantly reduced. 

The duration of the quench and recharge operation is determined by the slew rate 

of the falling and rising edge of the gating pulse respectively. The speed up in the reset 

and recovery operation improves the detection bandwidth and the active range of the 

device. However, since the gating pulse train must be synchronized with the photon 

arrival time, the utility of the gated operation is limited only to applications wherein the 

arrival time of the optical stimuli is predetermined or can be accurately attained through 

initial scanning.  

 

3.2   Integrated Electronics – Monolithic Design 

 In most application, the arrival of the photon is not pre-determined or cannot be 

obtained with any reasonable accuracy [64]. Therefore, the detection event (subsequent 

rising edge of the avalanche pulse) must act as an internal dynamic timing signal to 

trigger the quench/recovery process. The quenching speed mediates the duration of the 

avalanche event. As a result, early avalanche detection followed by rapid quenching can 

significantly improve detection speed and SNR of the system. This action requires robust 
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circuitry that can detect the onset of the avalanche event and actively inhibit the 

avalanche process followed by rapid restoration of the quiescent biasing condition.  

Controlling the delay between the quench and recovery process is a critical factor 

in design and implementation of AQC. During an avalanche event, some of the free 

carriers are captured by the trapping sites within the depletion region. These carriers are 

subsequently released at random times following the avalanche resulting in after-pulsing 

phenomena. Consequently, it is sometimes desirable to keep the SPAD quenched for a 

period of time necessary for the trapped charges to be released before restoring the device 

back up to an avalanche ready state. This synchronization is not possible with passive 

quenching and requires more sophisticated avalanche control circuitry [65].  Before 

discussing the aspects of an Active control circuitry, an improved passive control scheme, 

utilizing a biased active device in role of the ballast resistor is introduced.    

 

3.2.1   Passive Avalanche Control with Active Device 

The performance of the SPAD unit can be improved by passive quenching with a 

PMOS transistor rather than a resistor. The performance improvement in the area of fill 

factor and dynamic range can be significant. The fill factor advantage is due to the 

smaller foot print associated with the PMOS transistor. The Dynamic range advantage is 

the consequence of faster quench/recharge operation that becomes possible with a 

properly biased PMOS transistor. The speed increase is especially obvious during the 

recharge operation.  
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Fig. 3.2 illustrates the difference in quench/recharge time between the two static 

quenching methods. The simulation was performed using the SPAD device model 

described in Appendix A. 

Although substantial improvement is observed in the recharge time, quenching 

time is not affected by the same degree. Active device use in passive avalanche control 

also has the benefit of superior fill factor. There is a direct relation between optimizing 

performance and minimizing the avalanche charge [60, 66]. Therefore reducing the 

quenching time is a key design objective. Further improvement in the quench/recharge 

cycle duration is possible with active quenching systems [67-70].  

 

 

 

      

 

 

 

 

 

Figure 3.2: The dashed waveform represents the cathode terminal voltage during normal 

avalanching operation of PMOS quenched model. Solid waveform represents the cathode 

terminal voltage of the resistor quenched model. Recharging time of 220 ns is achieved 

with the PMOS component compared to 1.67 µs achieved with the ballast resistor of 

minimum size. The total SPAD capacitance was set to 3 pF in the simulation model 
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3.2.2   Active Avalanche Control  

The front-end circuitry for active control of the SPAD avalanche current includes 

three basic functional features as illustrated in Fig. 3.3. These include active quenching of 

the avalanche current once it has been triggered, recharging the bias level back to the 

above breakdown level necessary for avalanche ignition and the timing control of the 

quench and recharge operations [70]. The circuit implemented for this purpose is often 

simply referred to as AQC (Active Quenching Circuit). In terms of performance, key 

feature of an AQC is the ability to shorten the duration of the avalanche current.    

 

 

 

 

 

 

 

 

 

Figure 3.3: Basic block diagram of front-end system responsible for active quenching and 

recovery functionality in SPAD pixel. 

 

Output pulses associated with a passively quenched SPAD will have random 

amplitudes. This occurs when avalanche occurs while the SPAD terminal voltage is not at 

the full bias level VEX. These output signals are referred to as runts [42]. Fluctuations in 

the height of the output pulses complicate the noise filtering process (amplitude 
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thresholding). This complication is eliminated in SPADs with active quenching front-end 

due to the standardized output pulses amplitude.  

A popular AQC scheme presented and patented in [71, 72] is often adopted in the 

literature to supplement a particular SPAD implementation. The basic structure of this 

circuit is shown in Fig. 3.4. It utilizes a mixed mode passive/active quenching 

methodology. Quenching is carried out by a passive resistor which starts to acts upon the 

avalanche current immediately. This quenching drive is later bolstered by a NMOS 

transistor acting as a current sink. Re-charging is effectively accomplished by means of a 

PMOS Transistor which supplies the SPAD capacitance with current from the rail voltage 

source during the recovery process. Timing control and delay are generated by a 

monostable circuit [71, 73]. 

 

 

 

 

 

 

 

Figure 3.4:   The input stage of the Active Q/R (Control) circuit. Sfeedback ensure temporal 

exclusivity between the charging (through Sreset) and quenching (through Squench) 

operations. The reported hold-off time is adjustable from 5 to 500ns. 

Hold-off time adjustable  

    from 5 to 500 ns 

Squench 

Sfeedback 

Sreset 
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  A monostable circuitry is characterized by a single stable operating state. Any 

Change, triggered by a stimulus, from the default state to an unstable state is reversed 

after a fixed transitory period of time, restoring the default state of the circuit. The 

standard monostable schematics used in [73] appears in Fig. 3.5.   

 

 

 

      

 

 

 

 

 

Figure 3.5:   circuit diagram of a basic hold-off time generating monostable circuit. This 

monostable circuit is able to set a delay time of 500ns.  

 

The signal transmitted from the avalanche sense component of the AQC circuit 

(Fig. 3.5) triggers the monostable. After a time interval determined by thold-off the 

transition in the input signal reaches the output terminal of monostable, initiating a 

deactivation of the quenching signal and activation of the recharge transistors 

simultaneously. At the same the signal at the input of the monostable is turned off to 

restore the default state. A performance-oriented circuit design must ensure that the 
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monostable transition time is as short as possible but long enough to ensure full recovery 

of the SPAD before monostable default state is restored and the recharge signal is shut 

off. The waiting time, thold-off is determined by the RC time constant associated with 

capacitor CT and PMOS transistor M1 shown in Fig. 3.5. The presence of PMOS 

transistor with a pinned out gate terminal ensures programmability of thold-off which is 

reported as adjustable from 10ns to 500ns [73]. The performance trade-off associated 

with the value of hold-off time involves the SNR and dynamic range attributes of the 

SPAD pixel. The hold-off time is usually determined in accordance to the application 

requirements.  

The AQC circuit in [71] has been improved upon in [74] by increasing the 

number of transistors involved in quenching and recharging of the SPAD. Here the 

authors report a quenching time of 2 ns and recharge time of 7ns in simulation. The 

performance improvement has been achieved by using a parallel network of two large 

transistors with an aspect ratio of 50 um/0.6 um to increase the drive strength of the 

quench and recharge signals. The associated monostable component involves the same 

design as shown in Fig. 3.5, with an addition of an extra inverter after the capacitor CT. 

This is added to ensure a TTL pulse that is not distorted by the slew rate of the 

charge/discharge operation, as claimed to be the case in [71]. By selecting a bigger 

capacitor the hold-off time range also has been extended from 4ns to 4.6us corresponding 

to gate voltage of  0.635V and 2.5V at the WIDTH terminal. The reported performance 

gains in the AQC reported in [74] come at the cost of fill factor degradation.   

 AQC design reported in [75] also operates as a monostable device, but it uses the 

same path for quench and recharge activation. The schematic diagram of circuit is 
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reproduced in Fig. 3.6. The avalanche-induced voltage drop at the terminal of the SPAD 

device sets up a digital pulse at the output of a connecting comparator. The TTL pulse 

activates the quench and/or the recharge signal via a single path. The Comparator is 

preset to stable state of Low (0 V) output by a potentiometer network connected to its 

positive input, Rp in Fig. 3.6. The Avalanche signal and the ensuing cathode voltage drop 

(point C in Fig. 3.6)  disrupts the balance of the  comparator’s input signal, setting its 

output to go high (5 V) . The high voltage at the output, through a feedback loop, reacts 

back onto the cathode of SPAD pulling its voltage down to below the breakdown. This 

action then turns of a diode connected between the SPAD cathode and the comparator 

input, in effect isolating the node and locking in the signal condition at the input of the 

comparator that had triggered the quench signal, thus holding the quench state. 

Eventually after a fixed  time period set by the parameters of I3, a secondary path is 

opened to restore the signal balance at the input of the comparator and change the TTL 

signal at the output to LOW (0 V) which in turn will  release the quench-lock on the 

SPAD and restore its quiescence bias setting.  

An interesting feature of this active control circuit is the role of the DC un-coupling 

capacitor Cg. The transient signal (AC signal) transmitted through Cg effectively provides 

a negative quenching voltage without the need for a negative power supply. The AC 

signal is generated when the Inverter I2 output signal, A, drops in response to the 

comparator output going HIGH (5V). Furthermore with the Capacitor Cg effectively 

isolating the Q/R signal drivers (I1 and I2) from the voltage at the cathode of the SPAD, 

the circuit can be operated with any SPAD regardless of biasing level. Minimum dead 

time attainable by the circuit was reported as (≈ 40ns). Which means the dynamic range 
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is limited on the high end to 25 MHz Despite the good performance yield and interesting 

features and compatibility with low voltage thin Junction SPAD, the numerous  

Fig. 3.6: The schematic diagram for externally implemented Active quenching unit.  

 

components and devices such as comparator and potentiometer discourage on-chip 

integration, (although potentiometer can be monolithically integrated as a Transistor with 

the gate terminal pinned out). The substantial foot-print of the entire unit (pixel) result in 

considerable degradation of the fill factor rendering in-pixel integration unfeasible.     

 A recently reported AQC design, reported in [30] demonstrates very short 

quenching time using a variable load quenching to starve the avalanche current. Hold-off 

range 40ns to 2us is reported. This circuit also limits the High end of the dynamic range 
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to 25 MHz The corresponding circuit implementation of the SPAD pixel front-end 

system is illustrated in Fig. 3.7 (SPAD cell + AQC). An NMOS is used at the anode to 

quench and recharge the pixel. As avalanche ignites and current increases, the operation 

of M1 transitions from triode into saturation. This increases the resistance in the path of 

the avalanche current and establishes the initial quenching drive. The active quench 

signal, triggered at the output of Inverter I2 eventually cuts off the NMOS transistor, 

voltage rises at the Anode and SPAD quenches completely.  

 

 

 

 

 

 

 

 

 

Figure 3.7: Schematic drawing of variable load AQC. Transistor Ms provides the initial 

quenching drive as it shifts from triode to saturation. Full quenching occurs when 

avalanche current is cut off as I2 goes low. Recovery occurs through discharge of Anode 

capacitance CA when I2 goes high. When using a PMOS transistor in place of R1 a delay 

range of 4 ns to 2 µs is reported 

The Precise timing required for synchronizing the operation of various signals in 

this setup, relies on careful transistor sizing which is a factor determined by SPAD 

technology in use. Also, presence of high –valued passive elements becomes a hindrance 
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when device footprint is a priority. Furthermore, presence of transistor M1 at the Anode 

although advantageous in that it enables using a single transistor for both quenching and 

recharging rather than one transistor for quenching and one for recharging, also  forces a 

SPAD biasing restriction. The only way to appropriately bias the SPAD above 

breakdown is to apply an appropriately large positive voltage to the cathode terminal of 

the. This causes a large reverse voltage to be dropped across the N-well/P-sub junction 

which, in standard plain CMOS process, could create a secondary avalanche source. An 

intersting capability of this design is the eliminatin of mid-recharge avalanching effect. 

This is accomplished  by the introduction of two additional carefully sized inverters, I3 

and I4. This comes at the cost of reducing the fill-factor. In situations, where the intensity 

of incident light is not high enough to satureate the device, which is the case in most 

ultra-sensitivie detection scenarios, the fill-factor trade off might not be as justified. The 

intricate timing to accomplish the full hold-off time is set by RPulldownCholdoff.  

After expiration of the hold-off time when node D goes high ,the recovery phase. 

During this phase the SPAD must continue to be kept isolated from the MH otherwise if 

Mp is enabled too soon after node D goes high then the voltage at A is sensed by MH 

prior to it reaching ground  pulling up the voltage at node A resulting in spurious 

triggering and false detection events. 

 The use NMOS/PMOS transistors as Q/R signal drivers supplemeted with a 

monostable subsystem to implement synchronization and timing control is the most 

popular scheme in AQC design. However, different timing control methodologies have 

been reported. In [32] an alternate design for implementing an adjustable hold-off time is 

introduced that uses a digital circuit block based upon a delay line architecture rather than 
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a monostable. The design  yeilds  excellent quenching time improvements, however this 

is accomplished through the use of a comparator designed in BICMOS technology. Its 

shortcoming are the cost associated with dedicated process and large complex control 

circuitry which renders the design unsuitable for implementation in compact arrays. 

Monostable seems to be a more practical venue for timing control implementation. The 

drawback with monostable usage, is the high limit imposed on the dynamic range due to 

the defualt hold-off time imposed on the detection cycle time of the circuit.  

Digitally generated delay pulses using delay line, flip flops and digital gates 

produce accurate and linearly adjustable delay values. However they contain a large 

number of transistors and take up substantial amount of the pixel real estate.  Another 

popular mechanism for generating delay in SPAD front-end circuitry is current-starved 

inverter chains [76]. This  method of generating delay lacks precision and operational 

linearity in addition to high power dissipation, due to inverters operaiting in the linear 

rather then switching mode. 

 

3.3   Proposed Front-end System  

 In order to accurately simulate the functionality and the operation of the active 

quench/recharge circuit a device model that can accurately simulate the behavior of the 

SPAD is required. This is necessary to enable analysis and evaluation of key design 

parameters in order to optimize the performance. For this purpose we developed a SPAD 

simulation model using physical parameters that closely represent the intrinsic operating 

conditions and specifications of a SPAD operating continuously in Geiger mode. Detailed 
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information regarding design and verification of the SPAD model is provided in 

Appendix A. 

 The SPAD device model was used to aid in the design of front-end processing 

circuitry capable of implementing fast quench and reset cycles, separated by a high 

resolution adjustable hold-off time. The schematic diagram for the proposed processing 

circuit appears in Fig. 3.8.  

   

 

 

 

 

 

 

 

   

 

Figure 3.8: Schematic of SPAD front-end circuit implementing avalanche control, delay 

generation, and the readout interface. 

  The oscillator generates a periodic pulse train used to charge a capacitive node 

(integration node) following the detection of an avalanche event. The hold-off time can 
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be controlled by regulating this charging process. Completion of the charging process 

signifies the end of the hold-off time, at which point the circuit automatically resets the 

SPAD. A comparator realized by the inverter I1 is used to sense the voltage drop at the 

SPAD cathode terminal signifying the onset of avalanche breakdown. Transistors M4 and 

M5 are used for quenching and resetting the SPAD respectively. The integration node 

and components I4 and M2 act together as an analog counter for the periodic pulse train 

generated by the ring oscillator. The comparison threshold is set by the switching 

threshold of I4, controlled by Vbias2. The initial reset is provided by transistor M2.  

 Initially, when there is no avalanche current both NMOS and PMOS (M4 & M5) 

are turned off, the oscillator is inactive and the integration node is reset to zero. At this 

point the voltage at the SPAD cathode terminal is charged to VDD and the SPAD device 

is armed. In this state, the gate of the PMOS M5 is driven high creating a high impedance 

path between the cathode terminal and VDD. The onset of the avalanche current causes 

the cathode voltage to quickly drop, turning switch M3 on, which in turn activates M4. 

This initiates the active quenching process by lowering the effective series resistance of 

the SPAD device hence speeding up the quenching process. Meanwhile the ring oscillator 

is activated by the falling signal transition at the cathode, and the voltage on the 

integration node starts to rise in discrete steps. When the voltage at the integration node 

exceeds the switching threshold of I4, set by the external input Vbias2, the output of I4 will 

transition low and turn off the control signal. This will shut down M4 and terminate the 

quenching, which marks the end of the hold-off period. At the same time, the PMOS 

transistor M5 is turned on and the voltage at the cathode terminal is restored to VDD. The 

rising cathode voltage causes the output of I1 to drop, deactivating the oscillator signal 
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and resetting the integration node to zero. As the control signal is pulled high the PMOS 

transistor M5 is turned off, and the reset cycle is completed. The SPAD device is now set 

for the next detection event.   

 The holdoff time is implemented using discrete summation of small charge 

packets onto a capacitive node. A wide range of variable hold-off times can be generated 

by coarse and fine range adjustments through Vbias1 and Vbias2, respectively. Vbias1 

controls the charging duty cycle through transistor M1, which determines the slew rate at 

the integration node. Vbias2 determines the signal amplitude required to trigger the 

termination of quench and initiation of reset operation. The post-layout simulation of the 

integration signal obtained from the extracted netlist is shown in Fig. 3 for various Vbias1 

and Vbias2 values. Fig. 4 shows experimental measurements of the SPAD output pulse 

width (representing a complete quench/hold-off/ reset activity cycle) for a set of bias 

values with Vbias1 = 2.9 – 3.5 V and Vbias2 = 3.0 – 5.0 V. The results shown in Fig. 3.9 and 

Fig. 3.10 demonstrate the capability of the proposed circuit in generating a wide range of 

hold-off times with linear resolution and adjustable granularity. 

 

3.4   System Interface - Event pulse Generator  

 Response time of the SPAD device is described by the rise and fall time of the 

detector output, which is in turn determined by the RC time constant at the actively 

driven terminal of the SPAD plus any additional hold off time implemented for after- 

pulsing. The waveform representing the response maybe additionally buffered to obtain a 
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Fig. 1.9: Post-layout simulated waveform representing the transient voltage at the 

integration node for different slew rate and amplitude threshold levels determined by 

Vbias1 and Vbias2 values respectively. 

 

 

 

 

 

 

 

 

Fig. 3.10: The measured hold-off times for a set of Vbias1 and Vbias2 Values 
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TTL pulse which represent one detection cycle of the device. For a single SPAD device 

or array of devices where each device is individually read out counting these pulses 

provides the number of events detected. However for multi-pixel systems where by 

interconnects or processing module, such as counters, are shared among several devices, 

arbitration and timing issues associated with shared access scheme will complicate the 

design and reduce the readout bandwidth. In such cases, device operating parameters as 

the detection pulse width (dead-time) determine the bandwidth of the system as the 

shared medium is engaged each time for the duration of the readout pulse. For example in 

[77] detector pulse is used as clocking signal for an array of latches used to record the 

address of each device. Clock pulse width must be attuned to the timing constraints of the 

readout devices in order to avoid receiving a signal during the setup time of the latches. 

Therefore in an array implementation the hold-off time of the SPAD device becomes set 

in accordance to the timing requiring of the readout system rather than after-pulsing 

performance and device bandwidth requirements. This leads to an inflexible design.  

When the Device response are digitally readout over a common signaling path the 

readout pulse width representing a detection event time-line must be independently set 

and controlled in accordance to system requirements. The detection pulse must not be the 

same as the event pulse or the readout signal that is routed across a shared medium. In the 

new readout paradigm proposed in Chapter 5, the signal measurement window is 

determined by the readout pulse width. Therefore controlling this pulse width offers 

flexibility in actively configuring the detector performance to match the requirements of a 

target application. In order to allow for a standardized readout pulse for flexible system 

implementation, it is necessary that the individual detection events are represented by an 
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event-generator that can be independently set and tuned to generate readout pulses with 

widths that are configurable fraction of the device detection pulse width. In this way the 

device output pulse width is independent of device specific parameters and performance 

constraints. The basic conceptual block diagram for the complete front-end system 

appears in Fig. 3.11   

 

 

 

 

 

 

Figure 3.11:   Block diagram showing the relationship between the detection and the 

readout pulse. 

 

 The front-end circuit in Fig. 3.8 incorporates a readout interface with an output 

pulse width that is an adjustable fraction of the SPAD activity cycle. The schematic for 

the readout interface is shown in Fig. 3.12. Hardware sharing between the hold-off 

generation circuitry and the readout interface, through the usage of a common oscillatory 

stage for delay generation, reduces the electronic footprint of the pixel and enhances the 

pixel fill factor. The readout pulse is initiated by the onset of the quenching action at the 

cathode terminal of the SPAD detector and terminated after a programmable delay 

controlled by Vbias3. The variable pulse width is implemented by the same mechanism as 

the holdoff time generation. At quiescent, the high voltage at the SPAD cathode terminal 

 

Detection Pulse 

 Readout Pulse 
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Figure 3.12: Readout interface (Event generator).  The leading edge of the readout pulse 

is simultaneous with that of the detector pulse, its trailing edge is set by propagation 

delay through Vbias3 if it is set to be shorter than the detection pulse period. 

 

causes the output of the NOR gate in Fig. 3.12 to be low. Following a detection event, the 

quenching action lowers the voltage on Node B, causing the output of the NOR gate to go 

high and triggering the rising edge of the readout pulse. The concurrent activation of the 

oscillatory signal at Node A and shut down of the NMOS M8 in parallel with the 

initiation of the readout pulse subsequently leads to the activation of Node C which turns 

off the output of the NOR gate and terminates the readout pulse. Resetting of the NOR 

gate output occurs after a delay interval determined by the value of Vbias3. If the value of 

Vbias3 is set too high, the trailing edge of the readout pulse will coincide with the reset 

operation of the SPAD and the width of the readout pulse will correspond to the SPAD 
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hold-off time. However the value of Vbias3 can be set such that the input node C of the 

NOR gate is activated prior to the onset of the SPAD reset operation, resulting in a 

readout pulse that is a fraction of the pulse width associated with the SPAD detection 

pulse. Experimental measurements of the readout pulse at various Vbias3 values are shown 

in Fig. 3.13.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.13: Experimental measurement of the readout pulse with different pulse width 

parameters recorded at different Vbias3 values without altering the activity pulse 

duration. 

 

 The layout diagram of the complete front-end system appears in Fig. 3.14. In 

0.5μm CMOS technology with λ = 0.35μm, the layout occupies 16.4 µm x 31.5 µm + 

121.8 µm  x 22.2 µm for a total area of 3222 µm
2
. The proposed readout interface enables 

the sensor readout to operate at a reduced duty cycle relative to the operational duty cycle 
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of the SPAD detector, even at high activity rates. This is in contrast with previous 

approaches in which the SPAD activity cycle directly controls the duty cycle of the 

sensor output signal. 

 

 

 

 

 

 

 

 

Figure 3.14:   Layout for the front-end system integrated with each SPAD detector. 

 

3.5   Summary 

 This chapter discussed the design of a fast compact front-end system for high 

bandwidth operation. The precisely synchronized quench and recovery cycles are 

temporally separated by a linearly adjustable hold-off time. A new method for linear 

hold-off time generation was introduced and empirically verified. Additionally a novel 

structure for readout pulse generation was introduced for the first time as part of the in 

the front-end electronics. This structure represents the pixel interface for connecting to a 

pixel array and is required to maintain operational transparency in both directions. It 

allows the SPAD readout pulse width to be configured as an adjustable fraction of its 

output pulse width which represents a full detection cycle. The integration of an 

 

25% of the full front-end system is 

occupied by the quench and 

recharge transistor (to maintain 

high speed for large SPAD used in 

empirical measurement   
16.4 µm * 31.5 

µm  

Output 

Vbias3 
Event Pulse Generator 



66 

 

independently adjustable pixel output interface allows for more robust and flexible 

system implementation that will be discussed in Chapter 5 and 6.   
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Chapter 4 

 

Analytical Performance Characterization 

 

Photon number measurements taken repeatedly from the same emission source 

under identical operational parameters will likely yield a different value each time. This 

is due to the statistical nature of optical emission [78]. In such cases a single 

measurement provides an instantaneous value of the desired optical parameter at the 

instance of measurement. This is of little value in characterization and identification of 

the underlying excitation phenomena or optical property. Therefore in order to obtain a 

meaningful statistical distribution for the desired optical characteristic, the measurements 

process must be repeated multiple times. The mean value obtained from the measured 

data can be used to characterize the desired optical property [79].  

Due to random variations in statistically distributed quantities there is a possibility 

that the instantaneous energy signature of an incident signal, at any time, can exceed the 

performance limits of the detector and produce a nonlinear response [79]. Therefore the 

measured signal statistics cannot be considered as an accurate representation of the 

incident photon statistics without some accounting for the conditions of non-linearity in 

the detector response. In statistical measurements, the measured statistics (distribution of 

multiple measurements) are usually related to the input signal statistics with a transfer 

function that is determined using a stochastic model [80-83]. 
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4.1 Ultra-low intensity Optical Sensing – Dual Detection Paradigm 

An ultrasensitive optical detection platform is essentially characterized by its 

linear output response to photon-level variations in the incident signal at its input. The 

sensitivity performances are usually determined by the photo-response characteristics of 

the physical device and the noise floor associated with detector system. The full range of 

input signal levels over which the detector can maintain its sensitivity (linear response to 

photon-level changes at its input) defines the linear operation range or the dynamic range 

of the detector [84, 85].  

 

4.1.1   Multiple Single Shot Measurements – Photon number mode 

The photon number distribution represents the spectrum of discrete energy levels 

in the electromagnetic field radiation and is associated with different quantum states. The 

radiation field containing one, two or three photons are characterized by energies 

corresponding to the first, second or third excitation. The discreteness of the allowed 

energies (quantum states) has been demonstrated through measurement of photon 

statistics [86]. The advent of photon number resolving detectors with single photon 

resolution (one energy quanta) has made such experimental break through possible [87, 

88]. Determining the photon statistic is critical in characterizing the emission source. 

Single shot measurement of excitation level through photon number detection is an 

indispensable feature for any applications associated with emission of a discrete energy 

optical pulse [89-91]. Application dealing with fluorescent detection and functional study 
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of molecular dynamics, tumor diagnosis as well as scintillation detection and 

Astronomical observations, involve detection of low intensity excitation pulses [92-97]. 

4.1.1.1   Detection System – Silicon PhotoMultiplier (SiPM) 

The binary ON/OFF response of SPAD, to stimuli as low as a single photon, 

makes it the ultimate optical switch. However the digital profile of its response does not 

allow for photon number resolution since the same ON response is triggered by single 

photon and multi-photon pulse events. The SiPM technology is primarily characterized 

by parallel readout of avalanche current from simultaneously firing SPAD microcells. 

This aggregated signal is read out at the output as an analog indicator of the incident 

photon number. SiPM is an analog detector composed of digital elements [99].  

 

 

 

 

 

Figure 4.1: (a) Multi-photon response of single-element SPAD detector is not 

differentiable from its single photon response.   (b) SiPM macro-pixel has linearly 

proportional photo-response cable of discriminating between single photon and multi 

photon events. 

 

4.1.1.2   SiPM Non-linearity characterization 

In single shot optical measurements, the amplitude of the SiPM output pulse 

provides a linear measure for the number of photons impinging upon the active area of 
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the detector, assuming every photon in the incident pulse triggered a microcell. This 

assumption breaks down at higher intensity pulses as the finite granularity of the 

detection surface leads to the saturation of its response and loss of linearity between the 

its output amplitude and the number of incident photons [80, 81, 100]. 

According to theoretical modeling and empirical measurements reported in the 

literature this occurs when the number of photons is approximately 60% of the total cell 

count of the detector. At this point, due to the statistical distribution of photon numbers in 

a radiation pulse, the probability of multiple photons overlapping on a single cell (Multi-

photon effect) increases enough to result in observable non-linearity in the output [101, 

102, 103].  

Photon number statistics in an optical pulse are characterized by a Poisson 

probability distribution. The purpose of single-shot measurement of the optical pulse is to 

retrieve the photon number statistic as accurately as possible. As mentioned earlier, 

reconstructing the photon number distribution involves taking multiple measurements, 

making reliable determination of the absolute photon number each time. In light of the 

detector’s response non-linearity for larger photon numbers, this requires either a 

calibrated set up (which sometimes requires a complicated quantitative experimental 

procedure) or a qualitative model for the SiPM output response. The relationship between 

the measured count relative to the incident photon number is illustrated in the below 

expression. 

 

                                       P (k|n) = ∑ ( 
 
)                                                  4.1                                         
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The first binomial term represents the conditional probability that ‘k’ photons are 

registered when ‘n’ photons were incident on the detector. The second term    is the 

probability that ‘n’ photon were incident on the detector. The first order approximation of 

the expression in terms of detector and incident signal parameters appears in equation 

4.2. 

 

                                    Nfired = Ntot * [     ( 
        

    
)]                                           4.2 

 

This expression describes the mean number of fired pixels (Nfired) in terms of the 

total pixel count (Ntot) and the impinging number of photons (  ). The analytical 

expression for the SiPM response shown in equation 4.2 describes a first order 

probability model approximates the non-linearity condition stemming from finite pixel 

count on the performances of the array. In other words, it presents a first-order mapping 

between the triggered SPAD count and the incident photon count [104]. 

 

4.1.2   Continuous Measurement – Photon Counting Mode  

Photon counting provides information on the activity of the energy source in 

terms of its emission intensity. In contrast to SiPM single shot measurement to determine 

the energy signature of a high energy event, i.e. scintillation photon, photon counting 

involves detection of multiple ultra-low intensity events occurring over a finite period of 

time. This mode of detection in the ultra-sensitive regime is characterized by continuous 

measurement either for the duration of the emission process or until a representative 
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sample to perform reliable measurement has been collected.   Acquisition of ultra-weak 

optical signals involved in applications such as low-light imaging of biological system, 

early detection of disease signature, molecular imaging, LiDAR 3D imaging and ranging 

and astronomical observations,  requires true photon counting capability [25, 105]. Ultra-

high speed imaging and parallel processing of photon-based data stream are also aided by 

this technology. In a shifting of paradigm from the SiPM and single shot measurement of 

photon number, in photon counting modality the detector must be fast enough to 

temporally resolve between individual photons at high count rate. The performance can 

be characterized in terms of photon counting efficiency with the non-linearity factor 

being the recovery time of the SPAD pixel.  

 

4.1.2.1   Detection System – Digital SPAD Array 

 Active quenching front-end electronics can improve the operation speed of the 

SPAD by three orders of magnitude and are essential pixel components in the photon 

counting mode. Another useful attribute of active quenching electronics is its ability to 

introduce a controllable delay between the quench and reset operation which significantly 

reduces the after-pulsing noise of the SPAD. However, prolonging the pixel recovery 

cycle (Dead Time) will limit the dynamic range of the device [106, 107]. 

Photon arrival rate is a statistical parameter characterized by a Poisson 

distribution (as was photon number distribution). Therefore, in light of the dead time 

associated with the operation of the detector, its count rate measurement must be 

supported with an accurate theoretical description of its non-linearity condition before the 

measured data can be reliably interpreted. 
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4.1.2.2   Non-linearity characterization 

The standard model used to correct for count loss due to non-extending detector 

dead time and reconstruct the True count from the measured count is shown in equation 

4.3.  

 

 

Since one dead time interval is associated with every detection event, the total OFF time 

of the detector, taken as sum of all the individual dead time intervals during the 

measurement window, is represented by the product of Measured Rate and dead time 

interval. For a unit measurement window of one second then total ON time can be 

represented by the denominator in equation 4.3.  

Considering that all the detected events must have occurred during the ON time of 

the detector, the true count rate is taken as the Measured Rate divided by the Total ON 

time . This is the standard model used for count correction in presence of dead time in all 

general applications involving non-paralyzable detection of discrete events with random 

arrival rates. It has been used repeatedly in SPAD related literature both for device 

quantum efficiency characterization to compensate for band width related count loss and 

also to correct for the hold-off time in photon counting applications [45, 108-112]. 

The relation shown in equation 4.3, however, does not provide a complete 

theoretical description of the underlying statistical process. It does not take into account 

the statistics of the dropped events based on the assumption that the last detected event 

was the last incident event. Consequently it excludes the higher order effects that become 

True Rate = 
              

                    
 

 

4.3 
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critically important for larger arrival rates and dead Time intervals, whereby the stated 

assumption no longer holds true.    

 

4.1.3   Proposed Analytical Model – Theoretical Dead Time correction   

The proposed stochastic detection model is based on calculating the effective 

probability of detection for the n
th

 photon by exploring all possibilities regarding the last 

detected event. The statistics of Photon arrival rate (pulses from a coherent source) follow 

a Poisson distribution. Hence the photon inter-arrival time has an exponential probability 

distribution. Photon Inter-arrival time is a random variable and its probability density 

function is shown in equation 4.4, with λ representing the mean arrival rate.   

    

 

 

Equation 4.4 describes the probability that an inter-arrival time ‘X’ is greater than 

the dead time DT, given that the average event arrival rate is λ. In other words it 

represents the detection probability of photon ‘n’ given that photon ‘n – 1’ had triggered 

a dead time (last detected event). If the assumption is that the last detected event is 

separated from the current event by one inter-arrival time (the last detected event 

assumed to be the last incident event), then the probability of detection for photon ‘n’ is 

characterized by Equation 4.4.  However what if photon ‘n – 1’ had arrived during the 

dead time interval triggered by photon ‘n – 2’ and as such was never detected. Then the 

last detected event, ‘n – 2’, would be separated from photon ‘n’ by two inter-arrival 

        λ   λ   4.4 

               4.5 
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times. The operator X in equation 4.3 and 4.4 now becomes 2(X) since the probability of 

detection for photon ‘n’ now requires that the sum of two inter-arrival times (X) to be 

greater than the DT. The sum of exponentially distributed variables follows an Erlang 

distribution. Equation 4.6 describes the probability that a time interval Y, (made up of k 

inter-arrival times; Y = kX), is greater than the length of the dead time. Operators ‘m’ and 

‘n’ in equation 4.6 represent the event numbers delimiting the interval Y.  

 

 

   

The index ‘k’ represents the number of arrivals within the dead time generated by 

the last detection event. In other words it represents the number of dropped events 

between the last detected event and the most recent detection event. 

The detection probability of the nth event can only be calculated with respect to 

the last detected event, this is inherent in the operation of any non-Paralyzable (non-

extending dead time) discrete detector. However the last detected event need not be the (n 

– 1)th event, it can be any one of the ‘n – 1’ previous events. Every dropped event 

improves the detection probability of the next event. Therefore the detected events are 

marked by a higher probability of detection depending of the mean arrival rate and dead 

time period as shown in equation 4.6. This effect is not incorporated in standard dead 

time correction model shown in equation 4.2. As a result the expression in 4.2 over-

predicts the true count based on the measured count because it does not factor in the dead 

time induced widening effect in the probability distribution of inter-arrival times of the 

detected counts. Instead it accounts for the measured count magnitude in light of the total 

                ∑
     

  

     

   

 4.6 
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detector OFF time by inflating the True count.  The probability of detection for the n
th

 

photon modeled as the product of the n
th

 photon detection probability given k dropped 

events and the probability of k, summed over all possible k is shown in equation 4.7 

 

   

     The choice of n has to do with the point at which detection probability reaches a 

steady state after the initial state fluctuation representing different detection scenario for 

each new photon.  The state of the detector very quickly reaches a steady state for the nth 

photon. The plot of detection probability over photon number from 1
st
 to x

th 
photon, 

resembles a damped sinusoid with damping factor of  λ    . The probability value 

settles to a constant value at the nth photon. The New expression for probability of 

detection as a function of detector non-linear parameter and signal parameter (Dead time 

and arrival rate) is shown in equation 4.8. Parameters J and ω represent the enumeration 

 

 

index, while pixel dead time is represented as 𝝉 and incident arrival rate denoted by λ. 

The expression for quantities P and q appears below.  

 

 

As a test of its prediction accuracy the model was used to reconstruct the true 

count representing the DCR of a SPAD device measured at three different rates (set by 
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application of appropriate field gate bias) with and without a 10.58 µs dead time injected 

into the measurement. The reconstructed true count was compared against the actual true 

count obtained through a dead time free measurement scheme. A quantitative comparison 

between the proposed model represented by equation 4.8 and the standard correction 

model of equation 4.2 in terms of prediction error was carried out using the method 

described above. The measured results appear in Fig 4.2. 

 

 

 

   

 

 

 

 

 

 

 

 

Figure 4.2: Performance comparison between the proposed and the standard model. 
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Chapter 5 

 

CMOS Photon-Counting Detector Array  

  

 Main challenge in development of large integrated SPAD arrays is the readout 

implementation. From a detection perspective, the operation of both SiPM and SPAD 

sensor array is identically characterized by photo/dark triggering of the avalanche 

phenomena in individual SPAD elements. From an implementation perspective, however, 

the field has split into two distinct research and development path. The divergence is 

purely centered upon the analog or digital approach towards the readout of the array. 

 

5.1 Digital Readout – SPAD Image Sensor Array 

Due to the dynamic nature of SPAD response the conventional photo -

detector readout scheme involving local generation and storage of photo-

induced charge is inapplicable [2, 113-115]. Every detected photon is 

represented by a distinct event pulse that must be converted, upon arrival, to 

a count and/or a Time Of Arrival (TOA) value before it can be stored. Fig. 

5.1 shows the conceptual nature of the problem. The processing and storage 

can be done in-pixel or the pulses can be read outside the array for the 

processing to be performed externally. In either case, all operations to 

include time extraction and/or count determination must be performed 
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dynamically upon photon arrival. The main trade-off is therefore at the 

architectural level [115].  

 

  

 

 

Figure 5.1: Conceptual difference in data readout requirement between standard 

semiconductor imagers and SPAD detector. 

 

Applications requiring photon-level sensitivity or high resolution 

timing of incident photons can greatly benefit from SPAD-based array 

detectors. However the dynamic profile of the SPAD response makes array-

level management of traffic from large number of pixels very difficult. This 

will restrict the system throughput and imposes practical limitations on the 

size of the array [116]. Ideally each SPAD element in an array must be 

treated as a photon-triggered digital element with a dedicated readout 

channel. This set up yield maximum detection accuracy as it places no 

restriction on system throughput. However, due to factors such as, higher 

power and wiring complexity, this configuration is only possible for very 

small array sizes [48]. 

 Since different architectures represent different levels of detection 

accuracy and power optimization, performance becomes a direct function of 

implementation. In digital SPAD image sensors, readout implementation is 
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solely characterized by the architectural level at which pulse processing of 

the SPAD response is performed. Architectural schemes proposed in the 

literature range from serial/random-access signal detection and readout 

through fully parallel signal acquisition using in -pixel counting and 

processing electronics [117, 118, 119].  

 

5.1.1   Synchronous Readout – Serial Access 

5.1.1.1   Sequential Processing and Readout – Chip Level 

In this scheme, a single processing unit (digital counter or Time to Digital 

Converter) is shared among all the pixels in the array. Pixels are accessed one at a time 

for an arbitrary integration interval of time, at the end of which the processed quantity is 

read out and the processing unit is reset in order to process next pixel.  Although this 

technique avoids the mechanical scanning process associated with single pixel SPAD 

imagers, it offers the same low detection bandwidth. Despite its simple architecture and 

high fill factor, this architecture suffers from very low throughput and poor detection 

efficiency. Since only one pixel can be readout at any time, photons incident on the rest 

of the array are lost [119]. 

 

5.1.1.2   Semi-Parallel Processing and Readout – Column Parallel 

In this scheme parts of the readout circuits are shared among a set of pixels. The 

partial operational parallelism offered by this architecture results in greater throughput 

and photon detection efficiency, at the cost of reduced fill factor due to a greater number 
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of processing elements utilized. The detection bandwidth still suffers as compared to In-

pixel architecture (described in the next section) since the photons that are simultaneously 

incident on the same column are lost. Fig. 5.2 illustrates the architecture-based 

performance of fully sequential and column-parallel readout schemes [3, 77, 120, 121]. 

 

 

  

 

 

 

 

 

 

Figure 5.2:  (a) Sequential architecture: offers the best power and area utilization, but the 

worst bandwidth and detection efficiency.  (b) In-Column architecture improves the 

readout bandwidth but degrades the fill-factor. 

 

 

5.1.1.3   Fully Parallel Processing with Serial Readout – In Pixel 

 In the fully parallel architecture all processing (counting/timing) and storage of 

data are performed locally (on-pixel). In this scheme every pixel has dedicated processing 

electronics as shown in Fig. 5.3. The stored quantities can be read out sequentially or 

through random access method. This architecture offers full operational parallelism and 

greatly improves the number of photons that can be detected and processed at the same 

time. No photons are lost during the detection cycle. Main limitation of this approach is 

 
 

(a) (b) 
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Pixel-Level Processing 

that it significantly minimizes the photo-sensitive area of the sensor [118, 119, 122]. The 

required amount of on-chip electronics occupy a substantial portion of the silicon real 

estate, drastically reducing fill factor [122-124].  Existing implementations of this 

architecture differ according to the level of integrated functionality, ranging from a one 

bit counter to multi-bit counter and high precision TOA electronics. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3: Fully parallel In-pixel processing offers the best detection bandwidth but the 

worst fill factor performance.  

 

5.1.2   Asynchronous Readout – Event Driven Access 

 The low complexity architecture associated with synchronous readout scheme 

might be an adequate solution for simple applications, however the asynchronous nature 
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of pulse arrival is best served with an on-demand or event-driven readout scheme. At the 

same time, the difficulty associated with in-pixel storage of information for many 

detected photons highlights advantages of a shared access approach. A low-complexity 

implementation (no access control) of such asynchronous shared-access architecture may 

be advantageous for low-light applications.  Under this configuration an array column 

can be used as a digital bus that is accessed every time a photon is detected by a column 

element [119]. The rate of access is determined by the detection activity rate. This 

configuration leads to a more efficient utilization of system bandwidth, and improvement 

in system Signal to Noise Ratio (SNR) since brighter pixels would be favored on the 

transmission bus. The bus remains unavailable for the duration of each access cycle 

therefore multiple photons cannot be simultaneously detected on the same column. 

Another performance limitation associated with the low-complexity shared access 

protocol is the throughput bottleneck resulting from the finite bandwidth of the shared 

resource (counter/Timer) which would limit the bandwidth of the entire column/cluster 

[3, 74, 124].  

In low-light applications with sufficiently low probability of simultaneous column 

hits, non-arbitered asynchronous (event-driven) readout scheme can improve throughput 

and detection sensitivity [74]. However for applications involving greater light levels 

some means of access control or collision avoidance such as arbitration or Time Division 

Multi Access (TDMA) becomes necessary. Fig. 5.4 illustrates the basic access control 

configurations.  The desirable aspects of such protocols are sometimes offset by the 

resulting increase in the electronic footprint and consequently degradation of system fill 

factor. Implementing an arbitration scheme increases the system signaling complexity in 
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the form of additional request and acknowledge telemetry traffic. Due to access 

exclusivity inherent in such asynchronous sharing architectures, system performance will 

not scale with the incident light intensity or the array size, thus significantly limiting the 

applicability of the system. 

 

   

 

 

 

 

 

 

 

 

Figure 5.4:  (a) Collision is avoided by verifying the state on the shared medium prior to 

initiating access.  (b) Time division Multiplexing randomizes the transmission time 

window of the signals converging onto a common resource.  

 

5.1.3   Inherent Limitations of Digital Readout  

5.1.3.1   Architectural Trade-Offs – Application Specific Design 

 Large in-pixel electronics can significantly improve the throughput performance 

and detection efficiency of digital SPAD arrays but due to their impact on fill factor they 

may not always be desirable [74]. Simpler pixel-level processing will improve the pixel 

(a) (b) 
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fill factor and enables larger arrays, at the cost of increasing system readout complexity, 

frame time and data loss. The resulting performance constraint limits the array size. 

Ideally the performance of the readout architecture in terms of bandwidth and reliability 

should readily scale with array size. The throughput-fill factor performance trade off, 

associated with the existing approach to digital readout, impose on the system a set of 

conflicting design objectives and architectural constraints that ultimately limit the 

attainable performance of the array. In the final evaluation an ideal architecture does not 

necessarily exist [89] – In Digital SPAD-based array detectors, the choice of readout 

architecture directly determine the performance trade-offs imposed on the system. As a 

result, architecture is strictly tied to implementation. The optimal architecture is one that 

combines different schemes to obtain the best performance/area trade-off for a specific 

application [17, 124].  

 

5.1.3.2   No Parallel-Pattern Detection Functionality 

The distribution of arriving photons in the time-domain corresponds to 

the range of optical frequency components in the incident signal. Therefore 

high frequency signals, such as radiation or certain excitation/emission signal 

(manifested in the time-domain as photon burst) can be characterized by the 

parallel or near parallel patterns of triggering activity across the SPAD array. 

Parallel pattern discrimination can serve to distinguish the desired signal, 

often characterized by a burst profile, from the random background signal or 

the noise inherent in the detector [127].  
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In the synchronous digital readout mode, the sequential nature of 

information retrieval hides any tell -tale signs of parallel activity patterns 

across the pixel array. This prevents the exploitation of signal statistic for the 

purpose of signal characterization and noise filtering in digital readout mode.  

In the asynchronous event-driven digital readout mode, coincident 

triggers are either dropped or temporally re-ordered and serialized by the 

access-control electronics [139]. Even with excellent throughput 

characteristic and no readout-related data loss the detection sensitivity is still 

limited by the Dark Count Rate (DCR) of individual SPADs. The SNR 

performance can be improved by restricting the integration window with 

external gating techniques, thus limiting the bandwidth of detection. The 

minimum integration window, however, is a function of the pixel DCR.  

The absence of a viable technique for systematic discrimination of 

dark noise in the existing digital readout schemes limits the maximum 

achievable frame rate in SPAD-based Photon-counting imaging arrays [77, 

128]. Moreover, in cases where the desired signal information is in fact 

encoded by the number of coinciding photon pulses i.e. detection of radiation 

energy signature , quantification of photon burst front, or measurement of 

photon number statistics to identify an atomic emission source [48],  digital 

readout scheme becomes entirely ineffective. In this regard the performance 

of the SPAD array falls short to that of PMT which is capable of an analog 

photon-number resolving mode of operation [128].   
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From a digital signaling and transport point of view, large number of 

independently firing SPADs multiplexed onto a common readout bus present an 

architecture that is fundamentally un-scalable with size and activity rate. The key design 

challenge for the next-generation single-photon array detectors is the implementation of a 

scalable readout architecture that can dynamically process both time-sequential and time-

parallel photon events, over a shared signaling path, while minimizing data loss or 

latency, and maximizing throughput.  

 

5.2   Analog Readout – The Silicon PhotoMultiplier (SiPM)   

In 2003 a novel implementation of the SPAD array capable of photon number 

resolution was introduced. This breakthrough made possible the practical implementation 

of the highly sought after Silicon Photo Multiplier (SiPM). In this implementation, 

instead of using an in-pixel digital buffer to generate a logic pulse upon photon detection, 

the raw avalanche signal of each triggered SPAD is directly readout across a common 

load. The current signal from simultaneously triggering SPAD elements will combine to 

produce a sum analog signal, at the output node, with an amplitude that is linearly 

proportional to the number of impinging photons. Consequently, the signal peak 

associated with a multi-photon pulse can be easily distinguished from peaks caused by 

random dark events. In SiPM detector, systematic dark noise discrimination can be 

achieved with a simple amplitude thresholding technique.  

SiPM introduced a paradigm shift in the implementation of multi-element 

(pixelated) SPAD detectors. The analog readout implementation represented deviation 
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from the digital Geiger mode of operation and bears greater similarity to PMT method of 

operation, thus the name Silicon Photo-Multiplier.  

 

5.2.1   Analog Signal Processing Electronics – Associated Design Tradeoffs 

The relevant information (Photon count and Time Of Arrival) is 

accurately encoded in the SiPM signal response. The mark of a readout 

system is defined by the ability to preserve the excellent characteristics of 

the detector signal. In the case of SiPM signal response, characterized by a 

rapid, transient current pulse with a large dynamic range, this is no trivial 

task [129]. The encoded information cannot be directly extracted from the 

raw detector signal. The current signal must be integrated, converted and 

scaled to the operating voltage of the readout electronics, then, it must be 

amplified, conditioned and sampled before it can be digitized and stored 

[130- 134]. 

 

5.2.1.1   Pre-amplification 

A preamplifier is typically the first component in the analog readout 

chain. It acts as an interface between the detector and the pulse processing 

electronics and collects the charge released in the detector. A low-noise 

charge Sensitive preamplifier (CSA) is widely used as the input stage of the 

readout chain due to the insensitivity of its gain to changes in the parasitic 

capacitance at its input [135].  
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The output voltage of the CSA is proportional to  the input charge, released 

by the detector, divided by the feedback capacitance as  represented by 

equation 5.1. The parameter Qs represents the charge released in the detection 

process and C f represents the feedback capacitance.  

          
  

  
                                                                          

The performance of the preamplifier is defined by the speed and 

precision with which it can reproduce, at its output, a voltage signal with the 

intrinsic characteristics of the detector response s ignal. It is therefore critical 

that the CSA does not introduce excessive loading or bandwidth constraints 

on the output signal of the detector.  With regards to SiPM operation, the key 

performance parameters for the CSA are dynamic range and speed. The lower 

limit of the dynamic range is determined by the noise floor of the 

preamplifier, the upper range by the size of the feedback capacitor. A large 

feedback capacitance improves the dynamic range of the CSA, at the cost of  

lower gain and diminished speed (response rise time). This is the basic 

tradeoff associated with the CSA design for SiPM detection systems [ 136]. 

In order to enable readout across a wider dynamic range,  and still 

allow minimum amplitude detection necessary for calibration  the CSA 

modules are typically implemented with a variable gain feature. Fig.5.8 

illustrates the basic structure of a variable gain preamplifier. Current -mode 

amplifiers have been proposed as an alternative to the CSA in order to 
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address the large dynamic range requirements. However, this comes at the 

cost of increased power consumption [134-136].   

 

 

 

 

 

 

 

 

Figure 5.5: Variable Gain Charge Sensitive Preamplifier  

 

5.2.1.2   Pulse Shaping 

Due to the long decay time of the preamplifier (CSA) response there is an 

increased likelihood of overlap between signals associated with distinct input detection 

events. This occurs when the rising edge of a signal superimposes on the trailing edge of 

the previous signal. A pulse shaping amplifier is required to extract the pulse height from 

the consecutive rising transience in the preamplifier output signal. Fig. 5.6 illustrates the 

typical signal profile before and after pulse shaping [131].  

Pulse shaping also optimizes the profile of the waveform for effective peak 

detection and subsequent digitization further up the readout chain, by scaling the 

amplitude and time-widening the peak of the pulse. In addition to producing a signal with 

a gradually rounded peak, better suited for peak detection, pulse shaping also improves 
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the SNR by restricting the signal bandwidth (effectively acting as a filter against the 

electronic noise from the CSA).  

A longer shaping time also result in tighter scaling of the signal amplitude hence 

improving the amplitude resolution and dynamic range of the measurement. Longer 

shaping times, however, also increase the probability of pulse pile up due to overlapping 

of pulse signals associated with consecutive events, which leads to errors in the 

measurement of the amplitude [131].  

 

 

 

 

 

Figure 5.6: The effect of pulse shaping on the output of the preamplifier 

 

 The side-effect of improved amplitude resolution and SNR is 

diminished pulse pair resolution and rate capability as depicted in the Fig. 

5.7. The right balance between these conflicting performance requirements 

must be determined according to the specific needs of the tar get application.  
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Figure 5.7: Effect of shaping time on pulse-pair resolution of the readout system.  

 

5.2.1.3   Signal Sampling  

The signal generated at the output of the pulse-shaping module has a profile 

optimized for sampling. The post-sampled discrete signal values are typically held in 

analog memory (Switched Capacitor Array (SCA)) temporarily before being read out into 

an Analog to Digital Converter (ADC) to undergo digitization for non-volatile storage in 

digital memory. The intermediate analog storage step allows a time-stretching of the 

signal by sampling it at a very high rate (generating a high resolution quantized signal) 

while reading out the quantized signal at a slower rate in order to accommodate the finite 

acquisition time of the ADC.  As a result high speed sampling can be performed with 

slower ADC units (more compact, cheaper and with lower power dissipation). Sampling 

depth is limited by number of SCA storage cells [139-143].     

 A drawback of this architecture is that it can only operate in triggered mode. The 

signal cannot be digitized continuously as the sampling has to be stopped while the data 

is being read into the ADC, thus introducing additional dead time in the readout cycle. 
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This readout scheme is therefore best suited for applications whereby triggering events 

are far enough apart [142].   

 

5.2.2   Inherent Limitations of Analog Readout 

5.2.2.1   Avalanche Charge Signal is a Sub-optimal Counting Index 

The avalanche current signal has a non-trivial pulse shape (due to the different 

carrier velocities and collection times associated with holes and electrons) so for the 

purpose of linear summation it is more desirable to measure the signal charge which is 

independent of the pulse shape. The current must be integrated over the duration of the 

avalanche pulse to obtain the total charge contained in the detector current pulse. The 

charge signal is processed as a quantity proportional to the energy deposited in the 

detector. The total amount of deposited energy most directly relates to the number of 

discrete photon quanta absorbed at the active surface of the detector, which is represented 

by the number of discrete avalanche events generated across the detector array. The 

charge signal is a RC loaded time-continuous quantity bearing a secondary relationship to 

the incident energy signal. It is therefore, ill-suited to act as the summation index for the 

inherently discrete process of photon counting. Some of the shortcomings associated with 

using the avalanche charge as the raw detector signal for energy measurement are briefly 

discussed below.   
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5.2.2.2   Signal Amplitude Distortion – Sensitivity & Dynamic Range Limitation 

  The magnitude of the aggregate charge released by the SiPM detector (amplitude 

of the induced voltage signal) is used as a linear indicator of the radiation energy. 

However, the magnitude of the SPAD avalanche charge is a function of operating 

conditions such as local temperature and the biasing voltage. Random variations in pixel 

characteristics or operating conditions across the array will introduce amplitude 

fluctuations in the output signal of the detector and lead to distortions in the measured 

intensity (photon count) [62, 131]. 

Additionally, the electronic noise from the associated processing and readout 

components become superimposed on the detector signal, further altering the signal 

amplitude and limiting the dynamic range of the measurement process. In the analog 

readout mode, it is often the electronic noise that determines the detection limit of the 

system [42, 143, 144]. 

Random base-line deviations in the signal also introduce uncertainty and error in 

the amplitude measurement process. The capacitive AC coupling between different 

stages of the readout system prevents transmission of DC bias signal between connected 

components. However, in absence of a DC component to hold the baseline value, noise 

related random fluctuation in the signal will cause the baseline value to fluctuate. The 

magnitude of the base-line signal will shift in order to make the overall transmitted 

charge zero [14, 142].  Base-Line Restoration (BLR) circuitry can be used to correct for 

this effect [140].    
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5.2.2.3   Signal Time-Response Distortion 

 Precise extraction of time of arrival, associated with the detection event, is a 

critical requirement in many applications. The precision with which event time can be 

determined is limited by the time-walk effect. The simplest way to determine the time of 

occurrence is to generate a fast pulse when the leading edge of the detector signal crosses 

a fixed discrimination threshold. However the cross-over of the detector signal is not 

solely the function of arrival time but also depends on signal rise time and is therefore 

amplitude dependent. For a fixed trigger threshold, cross-over time will shift with the 

signal amplitude [131, 145]. The time-walk concept is illustrated in Fig. 5.8. 

The slope of the input signal is also affected by the random variations in the 

arrival times of individual events within the integration window. Inter-arrival times for a  

 

Figure 5.8: Time walk effect demonstrated for two simultaneously arriving detection 

events with different amplitudes. 
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random process are exponentially distributed. Therefore the standard deviation of 

inter-arrival times is the same as the mean and can be represented by the quantity  
 

 
 , N 

being the number of arrival per unit time. The shot noise dependent jitter in the rise time 

of the input signal can be considered as inversely proportional to signal amplitude. 

 

5.2.2.4   Static Integration Window – Limited Applicability, No Adaptability 

In the conventional analog SiPM design the signal summation window is 

inherently determined by the width of the avalanche current pulse. This inherent self-

gating proves to be highly effective for noise hit rejection in cases where individual 

photons in the incident optical signal, arrive at the detector within one avalanche cycle. 

i.e. within the narrow time margin between avalanche propagation and extinction.   

Otherwise no detection will be registered by the readout system.   As a result, due to the 

static nature of its integration window, the application scope of SiPM is primarily limited 

to large optical bursts of very short duration.  

Another drawback stemming from this limitation is performance adaptability of 

SiPM detector. Most performance metrics including SNR, active range, detection 

bandwidth, DCR and power consumption can be improved by minimization of the 

avalanche duration. From a performance point of view it is always desirable to shorten 

the avalanche duration as much as possible [45]. However any modifications to the 

SPAD micro-cell, whether at the implementation level (front-end active quenching 

electronics) or physical level (alteration in SPAD active area), that affect the duration of 

its avalanche signal will directly impact the detection criteria of the SiPM macro-pixel. 
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Therefore device level changes may arbitrarily alter the system level response. This could 

mean that avalanche events corresponding to a target burst signal might no longer overlap 

to produce a detection signature at the readout node of the SiPM even if the signal is 

temporally distinctive over the noise.  

Existing analog SiPM systems are unable to adapt to enhancement in micro-cell 

performance characteristics, smart pixel designs and creative system-level configurations 

such as nearest neighbor clustering for dark noise minimization which currently is only 

possible by reducing the preamplifier integration time and/or operating the detector at 

cryogenic temperatures. The limitation of the analog SiPM in scaling with micro-pixel 

level performance is depicted in Fig. 5.9. 

 

   

  

 

 

 

Figure 5.9: Shortening the avalanche pulse, through active quenching, is highly desirable 

due to its enhancing effect on SNR and active range performance of the device. However 

such pixel-level improvements interfere with the detection criteria at the SiPM macro-

pixel level.  

 

5.2.2.5   Design Complexity and Performance Trade-off  

Preserving the analog characteristics of the SiPM output signal (dynamic range 

and rise time) places stringent requirements on the analog readout electronics. The set of 

conflicting design objectives associated with the analog readout electronics were 

(a) (b) 
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previously discussed in section 5.2.1. It was shown that performance improvement in one 

area often involves compromise in another. For example, faster pulse shaping time 

improves the readout speed and the throughput of the system but degrades the SNR 

(larger band width, thus less rejection of injected electronic noise) and the dynamic 

range. The basic block diagram of the standard analog signal processing and readout 

chain used for SiPM detectors appears in Fig. 5.10. The SiPM macro-pixel is represented, 

in the figure, as a multi-cell detector with 11 micro-cells labeled ‘a’ through ‘k’.  

Time of arrival and intensity (photon number) are both critical parameters that 

must be extracted with as much speed and precision as possible. This action requires 

precise time pick-off and high resolution amplitude measurement, and is associated with 

conflicting readout solutions as it simultaneously requires fast and slow pulse shaping of 

the preamplifer signal. The standard architecture for SiPM readout is shown in Fig. 5.10.  

 

 

 

 

 

 

 

Figure 5.10: Typical Analog readout chain used in conjunction with SiPM detectors 
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In most SiPM applications timing precision and amplitude resolution are both  

critical parameters and neither may be compromised in favor of the other. Therefore the 

standard solution as shown in Fig. 5.10 is to split the pre-amplified detector signal and 

perform each operation independently This of course leads to added design complexity 

and cost as well as increased power dissipation. 

Note that in Fig. 5.10, even though the pulse response from SPAD labeled ‘a’ 

does not fall within the summation window, and is therefore considered random noise, it 

is nonetheless processed by the readout electronics across the amplification, scaling, 

shaping and time extraction stage before it is recognized as noise and discarded. Due to 

its stringent characteristic, threshold comparison directly on the raw detector signal is not 

possible. The signal must be sufficiently processed before noise or signal determination is 

made.  The resulting impact on the performance of the system is increased power 

dissipation (due to constant electrical activity in the readout chain) and reduced 

throughput due to the additional dead times from spurious triggers caused by noise (while 

the system is busy processing noise through the analog readout chain, it will be 

unavailable to the incoming signal) [148].  

Due to multiple design trade-offs SiPM readout optimization is only possible for a 

subset of performance parameters pertaining to specific requirements of a particular 

application. No off the shelf, standardized electronic readout module is commercially 

available for SiPM detectors. However, multiple groups across academia and industry are 

involved in design and development of readout ASIC for these detectors [149-160].  

The level of power dissipation involved and the amount of signal processing 

hardware required for high performance analog readout implementation inhibits the on 
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chip integration of the readout chain. The resolution of conventional multi-channel SiPM 

readout systems is limited by the wire spacing between different ASIC circuit board 

channels, which is typically on order of 1mm. Performance demand of most advanced 

applications in niche SiPM markets (Nuclear Medical Imaging and high energy particle 

detection) has been steadily moving towards higher readout granularity, requiring greater 

number of readout channels packed closer together [171].  

Although high density integration of SiPM macro-pixels in CMOS is now easily 

achievable, bringing the same level of integration to the electrical signal path with a large 

number of readout channels pose a significant challenge. Development in this area is 

currently the dominant trend in design and development of SiPM sensors for scintillation-

based radiation detectors and PET imagers [161]. In order to eventually maximize 

performance and versatility of the detection system and fully exploit the advantages of 

SiPM, full integration of SiPM detector and readout electronics is required.  

 

5.3   Digital SiPM – Displaced Complexity 

Digital SiPM represents the most recent innovation in SPAD-based detection 

field. In this implementation, individual SiPM micro-cells , each with integrated 1-bit 

counter are connected to a shared multi-bit counter with a synchronous data bus. The 

signal intensity is measured by sequentially counting across the triggered 1-bit counters, 

thus eliminating the analog readout chain all together. In-pixel electronics also couple to 

a separate trigger-detect network that implements statistical trigger detection based on 

repeated logical OR operations on output of individual SPAD cells [162, 163]. The 
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system implements a more complicated, digital version of the analog amplitude 

thresholding process by controlling the counting and timing operation of the sensor using 

signals from the trigger-detect network. The noise discrimination feature, achieved 

automatically in the  conventional analog configuration is implemented digitally with an 

embedded refresh logic to zero out the output of the 1-bit counter if no trigger detect 

signal is received within a pre-set time window [164,165]. In effect Digital SiPM is a 

variation of the parallel In-pixel SPAD image sensor architecture with an integrated 1-bit 

counter as was mentioned in section 5.1.1.3. The only difference is that it is modified for 

single-shot rather than continuous detection. In other words, rather than being 

synchronously clocked the readout operation is dynamically triggered using a trigger-

detect network.  

The digital operation renders the system less susceptible to gain variations and 

electronic noise resulting in improved photon-count and TOA measurements. The 

performance gain, however, comes at the cost of lower pixel fill-factor and greater 

operational and structural complexity.   

 

5.4   General Summary and Critique of the Existing Readout Paradigms 

Single SPADs essentially behave as digital single-photon switches with external 

reset. Accordingly a digital architecture would seem the most obvious choice for the 

readout of a SPAD array.  Yet the performance of such a readout architecture is severely 

limited. Transmission of multiple digital pulses across a shared medium is a time-

exclusive operation as digital pulses are discrete events and cannot occupy the same 

space at the same time. Resource sharing in digital systems is fundamentally a 
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synchronous process. SPADs however, are inherently asynchronous devices with 

dynamic response profile. Digital readout across a shared medium essentially results in 

loss of temporally correlated signals, with the loss mediated by the degree of sharing 

implemented. Digital technology is therefore intrinsically ill-suited as a transmission 

platform for a system featuring a large array of autonomous, dynamically firing elements, 

such as a SPAD array.  

Analog technology, on the other hand, is inherently asynchronous and can support 

dynamic data transmission without rate or timing constraints. Conceptually an analog 

architecture would represent an optimal signal encoding platform for an array of 

independently firing dynamic nodes. SiPM configuration exploits the inherent advantage 

of analog technology as it relates to the dynamic aspect of SPAD operation, especially 

relevant in array-based implementation. In SiPM detectors, the analog readout 

architecture allows constraint-free dynamic signal transfer from multiple micro-pixels to 

a common output node across a shared path, thus offering maximum operational 

parallelism using a single readout channel. The effective transmission bandwidth is 

comparable to having a dedicated readout channel for each SPAD device. The ability to 

dynamically represent different patterns of parallel activity, across multiple micro-cells, 

on a single readout node has been the key attribute responsible for making SiPM the 

SPAD-based single-photon detector of choice in radiation detection. Yet the analog 

approach has fundamental shortcomings. Although it enables a very simple and precise 

scheme for dynamic encoding of the signal at the array-level, it displaces all the 

imprecision and complexity from the signal encoding level, to the signal decoding level. 

The robust digital voltage response of the SPAD device is replaced by analog charge 
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signal that is highly susceptible to fluctuation and noise.  The electronic extraction of the 

relevant information from the analog response of the SiPM detector introduces many 

challenges and trade-offs that ultimately constraint the performance of the detector and 

limits its applicability. 

It was understood early on that, as with any high performance pixel, the 

tremendous potential of SPAD technology lies in development of large monolithic arrays. 

The SPAD response can be described, highlighting its most impressive features, as 

dynamic in nature and digital in profile.  The digital readout approach takes advantage of 

the digital nature of SPAD response at the device level but fails to support the dynamic 

aspect of SPAD operation in context of a large array. The analog implementation 

supports the dynamic aspect of the large SPAD arrays at the cost of the robust digital 

response at the device level.  

  The dominant strategy to address the performance limitations of the analog 

architecture has been signal processing brute force. Analog SPAD arrays (SiPM) operate 

in conjunction with large power intensive readout ASIC. In the digital domain resource 

sharing has emerged as an implementational compromise in face of trade-off between 

performance and fill factor. 

 

5.5   Proposed Readout Architecture – A New Encoding Paradigm 

It seem clear that an all-digital or an all-analog solution to the readout problem of 

monolithic CMOS SPAD arrays inevitably runs into limitations stemming from 

fundamental constraints of the underlying signaling technology. Addressing readout 
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challenges and limitations constitute the bulk of the existing research in the field and 

dominant approach has been through increasing structural complexity.  

If SPAD operation is characterized as dynamic in nature and digital in profile 

with each functional characteristic best supported by a different signaling technology, as 

described in section 5.4, it would seem that a hybrid system offers the most apt readout 

solution. A digital model adequately describes the instantaneous state of the detector at 

the micro-pixel level and is the most robust signaling scheme at this level. However, 

considering that the state of the detector at the array level can be represented, at any 

given instance of time, by the collective states of its constituting elements (the number of 

active elements), an all-digital approach, that is binary in nature, would have clear 

limitations in representing the instantaneous state of the detector array. Array-level 

response is most optimally represented by a discrete-time analog signal.  

 

5.5.1 Discrete-Time Representation of Detector response  

Instead of compromising between an all -analog or all-digital approach, 

a new paradigm for representation of the array response is proposed that 

mergers the best characteristics of digital mode (generation of a logic pulse 

with standard size and shape at the pixel level) with those of the analog mode 

(dynamic linear summation of individual SPAD signals over a common 

readout wire to represent the array-level signal). In this way the system 

benefits from the architectural simplicity and dynamic nature of analog 

readout, while minimizing noise and additional signal processing by early 

digitization of the SPAD signal .  In a nut-shell, the proposed array signal 
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encoding methodology incorporates the advantages of both readout schemes 

without suffering the drawbacks of either.  

This is made possible across a sense interface that supports multiple 

digital input ports and a single DC-biased floating output node. The digital 

outputs of the SPAD cells are capacitively coupled to a shared floating 

terminal which comprises the output port of the  detector interface. The 

interface dynamically converts  the simultaneous digital activity on its input 

ports into a representative discrete-time signal at its output port, by direct 

weighed summation of temporally correlated input pulses. The basic 

schematic for the detector interface is illustrated in Fig. 5.11.  

 

 

 

 

 

 

 

 

Figure 5.11: General representation of the detector readout interface 

 

The layout diagram for a 10-input detector interface, utilizing 

minimum size poly2/poly capacitors is shown in Fig. 5.12. The silicon area 
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occupied by the interface is insignificant relative to the area taken by the 

connected SPAD pixels. 

 

 

 

 

Figure 5.12: Compact layout structure of a ten input readout interface.  

 

The bottom plates of the input coupling capacitors  are connected 

together to form the floating output node of the detector interface. According 

to the charge conservation law, the charge trapped on an isolated (floating) 

node is redistributed among all the connected capacitors in response to signal 

transitions on a capacitively coupled neighboring nodes, but a the total 

amount of charge remain the same before and after the signaling. Therefore, in 

reference to Fig. 5.11, when a SPAD device fires, activating its corresponding 

input ports, the electrical energy of the signal is converted to an electrostatic 

charge induced on the top plate of  the respective coupling capacitor.   

Accordingly, an equivalent amount of charge, of opposite polarity, is re -

distributed on the floating bottom plate [165, 166]. A system of charge 

distributes itself in such a way to minimize the electrostatic potential e nergy 

of the system and this equates to a uniform distribution where charges are 

equally distanced apart from one another across the surface of the conductor. 

Assuming the initial trapped charge, Q0, is zero and the total parasitic 

Area: 176 µm
2 

(0.5 µm Standard CMOS)  
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capacitance from all transistor driven by the floating sense node is CP, the 

resulting charge relation at the floating node after triggering of its input ports 

is expressed by equation 5.2 [167, 168]. 

 

 

 The change in the floating node voltage in response to the signaling 

activity on the coupled input ports is represented by the parameter     . C1 

through Cn are the equal-sized input coupling capacitances and V1 through Vn 

represent the corresponding voltage transitions on the input cross-connects. 

The equivalent capacitance seen at the output floating node is equal to the 

sum of all the input coupling capacitances,    plus the parasitic capacitance  

(Fig. 5.11).  

 

 

Using equation 5.2 and 5.3, the voltage on the floating node can be expressed as 

 

 

 

 The subscript k represents the number of triggered inputs out of n total 

connections. Therefore induced voltage on the floating node can be expressed 

as linear sum of voltage transitions on the input coupling ports scaled by the 

                   +            + ⋯+              +  P             (5.2) 

  +   + ⋯+   +  P      +  P (5.3) 
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total number of cross-coupled connections, minus the voltage from the 

induced charge on the parasitic capacitance. Equation 5.5 illustrates the basic 

expression for the induced voltage on the floating node with ‘n cross-coupled 

connection in response to parallel activation of k inputs [170].  

 

 

 

 Form equation 5.4 it is observed that the parasitic capacitance reduces the induced 

voltage on the floating node by a factor represented by the expression 5.6. The floating 

  

  +  P
                                                                             

sense node essentially acts as a charge sharing line onto which input signals can be 

coupled capacitively. The voltage at the sense node is a function of charge division 

between the capacitors connected to the floating node minus the charge induced on the 

parasitic capacitance [170]. 

 Note that the scaled voltage summation at the floating node is not 

restricted to simultaneous signals and can be applied for different time 

intervals. This window can be actively adjusted by varying the pulse-width of 

the output response associated with the connected SPAD pixels .   

 The quiescent charge on an isolated (floating) node is not predictable or 

controllable (charge trapped on the node during fabrication process) and its DC quiescent 

     
 

n
∑ i

 

i  

 
 P

  
 (5.5) 
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state (No activity on the inputs) is typically undefined. Therefore, in order to set the 

initial voltage condition of the floating node to a known reference value (typically zero), 

a high impedance path to a reference voltage (typically ground) is connected to the output 

floating node. This is accomplished by the cut-off transistor M1 in Fig. 5.11. The gate of 

the NMOS is grounded to set the high impedance path – The anchor-bias terminal 

connects the drain of the NMOS to the desired baseline DC bias that will serve as the 

reference voltage level for the induced voltage variations on the floating node. 

 

5.5.1 Quantized Detector Response – Performance Aspects 

Since the proposed method of detector signal encoding does not 

involve integration of charge as a proxy representation for a detection event, 

the dynamic range of the output detector signal is not restricted by the charge 

handling capacity of the interface electronics. Rather the active range of the 

detector signal is inherently tuned to operating voltage (gnd – VDD) and 

cannot exceed it. Furthermore the detector signal amplitude is a direct 

indication of the number of the photons detected and not a proxy quantity 

proportionally related to the detected photon count. The raw detector signal  

exhibits a flat top profile that is directly available for digitization without 

requiring further shaping or conditioning. This significantly simplifies the  

readout chain by excluding the several signal conditioning components 

required in the analog mode .   
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In the proposed method the slope of the detector signal is constant 

regardless of the signal amplitude. As a result, the time walk effect, a major 

source of timing uncertainty in the standard analog readout,  is eliminated. 

Additionally the performance of the proposed architecture is unaffected by 

the performance constraint typically associated with increasing the number of 

interconnections in a shared access configuration, such as longer data 

transfer delay, greater power consumption and decreased bandwidth . 

 

5.5.2   Adjustable Measurement Window – Utility Aspect  

The noise hit rejection by signal amplitude thresholding is valuable 

feature in analog implementation of SPAD arrays. The inability to achieve 

the same in digital mode has been a key limiting factor in performance and 

utility of digital SPAD arrays. The proposed architecture enables a digital 

implementation of noise filtering based on amplitude thresholding. The 

Overlap rate (integration window) is controlled by the adjustable duration 

time of the SPAD readout pulse . As described in Chapter 3  all SPAD devices 

have been equipped with an actively adjustable event pulse generator as part 

of their integrated front-end circuitry. Since pulse summation occurs during 

the overlap window between the readout pulses, a variable pulse -width 

feature enables active configuration of system detection window in 

accordance to the application requirements or target signal characteristics . 

The adjustable gating feature enables variable energy windowing and more 

effective system-level noise suppression. In general i t extends the detection 
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Optical stimuli 

Detection Criteria 

Detection Criteria 

scope of the system. The simulation of 4 -input interface for two different 

SPAD readout pulse-width is shown in Fig. 5.13.  

The simulation illustrates the relationship between the pixel output 

pulse-width (the integration interval of the cluster signal)  and the induced 

interface output voltage. As can be seen from the simulated results varying 

the gating window modifies the detection criteria of the system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.13: Simulation results showing the response at the output port of a 4-input 

interface for two different input pulse widths PW1 and PW2.  

 



112 

 

5.6   Summary 

Digital SPAD array implementations suffer from architectural 

constraints that limit their throughput. Analog implementations benefits from 

the inherent asynchronous nature of analog signaling; however at the device 

level the analog output is highly prone to amplitude and timing variations . 

The extraction of relevant information from the analog detector response 

requires complex and power-intensive signal processing electronics. As such 

the utility of each approach has been limited to specific applications. In this 

chapter a novel paradigm for representation of SPAD-based array response 

has been proposed whereby the robust nature of digital single photon SPAD 

output can be exploited in an array configuration capable of parallel 

detection for resolution of multi-photon packets. The photon resolving 

capability for an array composed of digital SPADs has been made possible 

across a multi-input detector interface with single output port comprised of a 

DC-biased floating node. The resulting platform enables dynamic summation 

of multiple digital pulses with the sum signal represented as a discrete 

voltage waveform with clearly defined discrete amplitude levels. Existing 

digitally implemented shared access architectures are based on first -in take–

all sharing scheme. The proposed architecture offers a platform for multiple 

digital SPADs to dynamically share a resource, i.e. digital counter, without 

data loss or delay. The hybrid architecture that operates in both analog and 

digital domain improves the performance of SPAD-based array detectors in 

both photon counting and photon number resolving modes of operation.   
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Chapter 6 

 

Fully Integrated Asynchronous Digital Decoding System   

 

6.1   System Architecture Overview 

Digital circuits offer robust performance in processing and storage of electronic 

data, thus  there generally is a strong trend towards integrating digital electronics with the 

analog front-end of optical sensors and imagers. Analog to Digital Converter (ADC) is 

typically used as an interface between the analog core and the digital processing 

electronics in conventional image sensors. In the standard SiPM design the final stage of 

the analog readout chain consists of an ADC that performs the final digital decoding of 

the relevant data. The accuracy of the digitization process depends on the analog 

sampling rate and the bit resolution of the ADC. Performance improvement, in terms of 

ADC signal conversion accuracy and speed comes at the cost of larger silicon real estate, 

and greater power dissipation, typically in the range of tens of mW [171, 172]. ADC 

modules generally require additional digital support circuitry to provide timing and 

readout control. As such monolithic integration of ADC presents a few problems. There 

is a great deal of research being conducted into more compact higher performance analog 

processing and readout systems including compact, low power ADCs that offer adequate 

accuracy and speed for effective digitization of the analog SiPM signal [173, 174]. 

The proposed readout system consists of two main functional units – 

operationally intertwined. The First unit is the multi-access conversion interface 
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responsible for dynamic encoding of the incoming digital data. The design and operation 

of the encoding interface unit was described in chapter 5. The interface signal does not 

preprocessing and can be directly read into an ADC. However, since the signal on the 

floating output node of the interface is highly sensitive to parasitic capacitance external 

processing with an Off-chip ADC is not an option. In fact, parasitic effect of long on-chip 

interconnects should also be avoided. Hence it would be best to perform the digitization 

as close as possible to the detector interface.  

This chapter proposes alternative digitization architecture to comprise the second 

functional unit of the readout system. This method involves deconstruction of the main 

detector signal into a set of serially generated pulses, equal in number to the 

corresponding parallel input set. The pulse train is sequentially processed by a digital 

counter to reproduce the incident photon count in binary format. The conceptual block 

diagram of the digitization system is shown in Fig. 6.1. 

 

 

 

 

 

 

 

 

Figure 6.1: Conceptual signaling block diagram of the readout system showing the 

primary internal signals and the operational flow of the overall system. 
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 The High Speed Pulsing Comparator (HSPC) is triggered high when the voltage 

signal at its positive input terminal, coupled to the detector interface, exceeds a 

predetermined threshold value. The HSPC generates a continuous stream of narrow 

pulses while the voltage on its positive terminal remains higher than the reference voltage 

on its negative terminal. The design of the HSPC is discussed in section 6.2.1. The 

generated pulses are subsequently added by the Discrete-Signal Pulse Adder (DSPA). 

The summation is carried out by the same method of charge redistribution used to 

generate the signal on the detector interface. The difference is that instead of the multiple 

parallel input lines of the interface circuit, the pulse adder only has a single serial input 

line. The input line routes each incoming pulse to an immediately adjacent open coupling 

port by sequentially stepping through the capacitor array.  

As illustrated in Fig. 6.1 the output of the DSPA is connected to the negative 

terminal of the HSPC module. Therefore the DC bias of the DSPA unit provides the 

discrimination threshold for filtering noise events. The output of DSPA represents an 

adaptive reference voltage that successively tracks the signal on the positive terminal of 

HSPC in discrete increments. Once the signal level on the positive terminal is exceeded 

by the tracking signal, the HSPC terminates the pulse stream.  

The interface output voltage moves in accordance to the signal transitions on its 

input lines. However since events are represented by digital pulses each step rise in the 

interface voltage in response to a rising transition on one of its inputs will eventually be 

followed by a step reduction from the falling edge of the corresponding pulse. This is 

useful in the case of temporally uncorrelated noise events that do not trigger a counting 

cycle, as it ensure that the associated interface response is quickly diminished.  
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On the other hand when multiple SPAD cell fire in parallel the rising edge of their 

corresponding output pulse lines up to induce a proportional rise in the interface voltage 

(biased floating node) that may exceed the detection threshold and trigger the counting 

process. As stated above the counting process terminates when the amplitude of the 

interface signal is exceeded by the tracking signal. Therefore any drop in the interface 

voltage level (in response to a falling pulse edges), prior to the completion of the 

counting process could prematurely terminate the serial pulse stream and distort the count 

measurement. As a result, while the count extraction process is in progress the interface 

signal level must not be allowed to drop. The implementation of this feature is further 

discussed in section 6.2.3. 

The profile of the main internal signals of the system is shown in Fig. 6.2. The 

incident optical stimuli are represented by the grey dots in Fig. 6.2a. The waveform edge 

represented by dashed gray line represents the falling edge of interface voltage as it 

would proceed if the detection threshold was not crossed. By observing the system 

primary signal in Fig 6.2 it becomes clear that the system schematic shown in Fig 6.1 is 

not complete. There is no circuitry for generation of a timing signal required to hold and 

release the interface signal and reset the tracker signal in synch with the start and end of 

the counting cycle.  

The time boundaries of the HSPC signal mark the start and end of the counting 

process, however the HSPC signal is a uniform pulse train and cannot be used as a 

clocking signal to indicate the start and end of the count cycle. Therefore a second High 

Speed Comparator (HSC) is required to generate a clocking pulse whose rising and 

falling edge signals the start and end of the digital count extraction process respectively. 
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Figure 6.2: Primary system internal signals.   (a) Dynamic signal on the output port of the 

detector interface.   (b) Tracking signal at the output of the DSPA module.   (c) Serial 

pulse stream. 

 

The width the control pulse would represent the duration of the counting process and 

hence the magnitude of the extracted count. Since count conversion is performed 

sequentially, longer counts take a proportionally longer to complete. The complete 

system level block diagram is shown in Fig. 6.3. 

 

 

 

Interface signal (Dynamically generated) 

Tracking signal 

Pulse stream 
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Figure 6.3: Conceptual block diagram of the complete readout system, featuring the drive 

signaling portion and the control signaling portion of the overall architecture. 

 

6.2   System Electronics 

6.2.1   High Speed Comparator 

The key performance parameters for a comparator are gain and response time. 

Gain of the comparator determines the smallest signal deviation at the input that would 

trigger the output of the comparator to switch. It determines the smallest ∆Vi that the 

comparator will respond to. Response time is the time interval between input and output 

signal transition. Here I use a conventional three stage comparator comprised of an input 

buffer, decision stage and output buffer as depicted in Fig. 6.4. 
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A key requirement for the input stage is to minimize the loading effect on the 

detector interface signal. Therefore very low input capacitance and very high input 

 

 

 

 

Figure 6.4: Conceptual block diagram of the standard three stage high speed comparator. 

resistance are required parameters. The decision stage is composed of cross coupled 

NMOS latch driven by the current output of the input stage. Cross-coupled connection in 

the decision circuit results in a positive feedback effect which will enable faster switching 

speeds. The schematic for the regenerative comparator is shown in Fig. 6.5. 

 

 

 

 

 

 

 

 

Figure 6.5: Input and the decision stage of the High Speed Comparator 
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The gain of the input stage is given by the equation 6.1. The output current is composed 

of the small signal current of the driving NMOS (M1) and the bias current component. As 

shown in equation 6.2 [174]. 

      
      

      
                                                                        

 

    

 

 

In the Decision circuit the sum of the input differential currents equals the total 

current IB. Referencing Fig. 6.5, if  io- is raised well above i_(o+) the gate-drain voltage 

of M7 start to drops to reflect the magnitude of i_(o+). As a result transistor M5 starts to 

shut down. The current (io-) at this point can be represented by the current through M5. 

This is shown in the equation 6.3. 
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Where      =    

 
   relates to transistors M5 and M6 while     =    

 
  relates to 

transistors M4 and M7 in Fig 6.5. As     increases, due to the conservation of the total 

latch current (  ),     will correspondingly decreases. The reduction in     will induce 

the output voltage     to decrease according to the equation 6.3. Since     is realized 

with reference to the voltage at the common source node of the latch circuit in Fig. 6.5, it 

can be represented as the gate source voltage of transistor M6 (    ). The decrease in     
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will eventually shut off transistor M6. At the switching point, the current     can be 

represented by the saturation current through M6, shown in equation 6.4.   

          
  

 
 (       h      )

 
                                              

An expression for the differential current can be derived by dividing the expression in 6.4 

and 6.3. This expression is shown in equation 6.5 

                                                     
  

  
                                                                       

Similarly the differential output voltage of the latch circuit can be expressed in terms of 

the β parameter by substituting the expression for     and     into equation 6.3 and 6.4 

respectively. The differential output response of the decision circuit can be expressed by 

equations 6.6 and 6.7. By combining equations 6.2 and 6.5 an expression for the input 
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The maximum output voltage of the decision circuit is equal to: 
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trigger signal (    ) can be derived in terms of the bias current (       and transistor 

aspect ratios.  This is represented by equation 6.9. The minimum input trigger signal sets 

the limit for the smallest signal level that can be detected by the HSC 

  i   
Ib as

  
 (

      

  +   
)                                                            

The output stage of the HSC serves as a high speed buffer for the output signal of 

the decision stage generating a fast rising digital output pulse. A complementary Self 

Biased Differentia Amplifier (CSBDA) is used to implement the output stage of the High 

Speed Comparator. The schematic of the output stage appears in Fig. 6.6. Self-biasing 

 

  

 

 

 

 

   

 

 

Figure 6.6: Output buffer stage of the High Speed Comparator, generally deployed for 

slew rate improvement and generation of an output response with a digital profile.           
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allows the CSBDA to generate a switching current much greater than its quiescent 

current. This will improve the slew rate of the output signal and increase the speed of the 

overall device. The schematic diagram of the High Speed Comparator in pulse mode 

appears in Fig. 6.7. The grayed connection comprises the modification required for the 

pulsing operation. 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.7: Schematic diagram of the complete High Speed Comparator with the auto 

pulsing feature. 
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       Area: 1437 µm
2  

(0.5 µm Standard CMOS)  

The pulsing feature is enabled by modifying the output stage of the HSC. Every 

time the output signal of the HSC (Vout) rises, a connection is made, through transistor 

N9, between the Negative Terminal of the output buffer and VDD. This will reset the 

output signal to zero and turn N9 off at the same time. As long as the signal at the 

positive input of the HSC (Vin+) is greater than the reference voltage (Vin-) the process 

will repeat resulting in a continuous pulse stream. The biasing signal Vpw sets the 

impedance of the Auto-Reset Pathway thus controlling the duty cycle of the generated 

pulse stream. The layout diagram for the pulse mode HSC is shown in the Fig. 6.8. The 

HPSC is the input stage that directly couples to the detector interface. It is the unit 

responsible for the internal conversion of the parallel pulse activity at the input of the 

interface into a serial pulse stream of equal pulse count at the output of the interface.   

 

 

 

 

 

 

 

 

Figure 6.8: Layout diagram of the High Speed Comparator, highlighting the compact 

electronic footprint of the module.  
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The pulse stream is subsequently processed by a digital counter and converted 

into a binary count value. In this architecture noise discrimination can be performed 

efficiently in the analog domain, directly on the raw detector signal rather than at the end 

of the signal processing chain as is the case with the analog SiPM readout architecture. If 

the discrete analog waveform on the main interface is less than the Adaptive reference 

voltage the HSPC unit remains in the quiescent mode and no signaling activity takes 

place. The adaptive reference voltage signal is represented by the DC bias value of the 

DSPA module and can be externally set and actively adjusted. A serial pulse stream is 

only generated when the optical activity, within a set time interval, at the main interface 

exceeds this reference value. As a result the ancillary electronics is not triggered by noise 

thus yielding lower power consumption and greater signal throughput.  

 

6.2.2   Discrete-Signal Pulse Adder (DSPA) 

The Discrete-signal Pulse Adder monitors the output pulse stream of the HSPC 

unit by tracking the voltage level at the positive terminal of the HSPC which is connected 

to the detector interface. The schematic diagram of the DSPA module is shown in Fig. 

6.12. The coupling nodes labeled ‘a’ through ‘e’ on Fig. 6.12 are driven high successively 

in response to the incoming pulse stream. Since all the coupling capacitors are of equal 

size (within the mismatch parameter of the technology process) each incoming pulse 

induces approximately the same step rise on the reference floating node.  

The rising edge of each incoming pulses successively activates the next available 

coupling port, at the same time the falling edge is blocked from propagating down to the 

coupling node and deactivating it. In Fig. 6.9 the first rising transition of the input pulse 
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Figure 6.9: Schematic diagram of the Discrete-Signal Pulse Adder. 

 

stream pulls the first internal coupling node ‘a’ high while the Diode-connected transistor 

N1 isolates the node from the subsequent falling edge of the associated pulse. This 

ensures that, once activated, node ‘a’ will remain high until the activation of the Reset 

terminal. Transistor M1 and N2 (routing transistors for node ‘b’) ensure that node ‘b’ is 

driven high at the next rising transition of the Input signal following the activation of 

node ‘a’, not sooner or later. Transistors M2 and N3 do the same thing for node ‘c’ and 

so on. The successive incrementation of the tracking signal continues in this way until its 

magnitude exceeds the magnitude of the voltage signal on the detector output interface. 

At that point, the input pulse stream stops and the Reset signal is initiated, deactivating 

the internal coupling ports in preparation for the next extraction event. 
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 A more compact version of the DSPA module that is driven by the Least 

Significant Bit (LSB) signal from the digital counter, rather than the HSPC output pulse 

stream, is presented in Fig. 6.10. Since each signal transition of the digital counter LSB 

signal corresponds to a distinct event, the DSPA output voltage, in this configuration, 

must increment on every transition of the input signal.  

 

Figure 6.10: Schematic diagram of the edge-driven Discrete-Signal Pulse Adder featuring 

improved operational speed and a more compact structure.   

 

 The layout diagram for a 10 count edge-driven SPA module appears in Fig. 6.11.  

The edge driven DSPA uses half as many gating transistors (N1, N2, M2, M3) for routing 

hence it presents less loading on the transitioning input signal. It also utilizes fewer reset 

transistors. Consequently there is also less loading on the control signal which manages 

the reset function of the DSPA unit. 
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Figure 6.11: Layout diagram of the 10-Count pulse-driven Discrete-Signal Pulse Adder 

 

6.2.3   SPAD Signal Path Configuration  

 As discussed earlier, successful digital extraction of the count is contingent upon 

preventing amplitude level drops at the interface due to falling edge of the event pulses in 

the counting widow. One approach is to hold the signal directly at the floating output 

node of the detector interface using a transistor switch in series with a storage capacitor, 

typically used as a part of track and hold circuitry for peak detection in standard ADC 

system. However, this approach suffers from inherent non-ideal effects such as capacitive 

feed-through and charge injection which can limit the performance of the system. This is 

particularly a problem when dealing with sensitive analog signals that require precise 

measurement [175, 176].  

 The proposed alternative approach exploits the digital nature of the raw input 

signal (the TTL output pulse of the triggered SPAD devices), by performing the gating 

function in the digital regime (directly on the signal path of individual SPAD elements) 

rather than the discrete-analog signal at the detector interface.  This means that after a 
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detection event has triggered the count extraction process, the falling edge of all count-

contributing input pulses must be prevented from reaching their corresponding coupling 

port until the count extraction is complete. It is important that falling-edge filtering is 

only initiated after a detection event, otherwise events that do not fall within the counting 

window (noise events) will be counted as well and no noise filtering would be possible. 

The simulation of the detector interface signal, using in-path gating of the SPAD signal, 

for a five element SPAD cluster is shown in Fig. 6.12. The simulation was run for two  

 

 

 

 

 

 

 

Figure 6.12: Simulation of the interface signal response.   (a) Optical input stimuli used 

for the simulation.   (b) SPAD device digital output.   (c) Interface response for a 4-

photon detection threshold.   (d) Interface response for a 3-photon detection threshold.            
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(a) (b) 

different detection thresholds to demonstrate the effect of in-path gating on the interface 

signal.  The SPAD model used in the simulation is described in Appendix A.  

The incident photon signal, shown in Fig. 6.12a is applied to the simulation model 

as short voltage spikes which trigger the model response. The important characteristics of 

the optical signal are the number and relative timing of the individual photons. As can be 

observed from the simulation results in-path gating of individual event pulses 

accomplishes the intended function without distorting the interface signal. The in-path 

gating can be realized by simply adding a switching transistor along the path connecting 

the SPAD output to its dedicated coupling port as shown in Fig. 6.13. 

. 

 

 

 

 

 

 

 

 

 

 

Figure 6.13: SPAD Signal path electronics. (a) Hold and Count Mode electronics. (b) 

Free Running Mode electronics 
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In Fig 6.13(a) transistor M1 acts as a switch driven by the control pulse (also 

referred to as the Count Pulse in Fig. 6.3). The inverter, I2 isolates the coupling node 

from the switching action on the gate of M1. In the Hold and Count mode, shown in Fig. 

6.13a, in addition to the falling edge of event pulses within the counting window, the 

output pulse from SPAD triggered after the start of the count cycle are also blocked until 

the current counting cycle is complete. Therefore, in the Hold and Count configuration no 

activity is allowed on the interface during the hold phase. 

The main limitation of the Hold and Count format in Fig. 6.13a is that the dead 

time following each detection event applies to all the SPAD elements of the cluster. This 

configuration is sub-optimal for resolution of extended light pulses or continuous photon 

counting applications. Similar to the analog SiPM detectors, this implementation is best 

suited for Photon number resolution tasks involving high intensity, short pulses of light.  

The signal path configuration presented in Fig 6.13b eliminates the dead time 

associated with the counting process. In this circuit transistor M2 automatically blocks 

the falling edge of the SPAD pulse, while always allowing the rising edge to propagate 

down the signal path to the input coupling node. A secondary path through N1 remains 

open to the coupling port for both rising and falling pulse edge, before the count cycle is 

triggered and count pule is initiated (detection threshold not met). The N1 path enables 

the falling edge, associated with a SPAD output pulse, to extinguish signals that are 

below the triggering threshold (associated with non-detection events). The rising signal 

transitions from SPAD element triggered during a counting cycle continue to pass 

through M2 and dynamically increment the interface signal during the count extraction 

process. In the Free Running mode the digitization process continuously tracks the 
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dynamically varying interface signal in order to update the digital count extraction 

process with any incoming events. The simulation results in Fig 6.14 are generated for a 

5 element cluster using burst mode and continuous input stimuli.  

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.14: Simulation results of primary internal signals.   (a) Optical stimuli 

representing short multi-photon optical pulses.   (b) Internal system response to short 

multi-photon stimuli profile under both signal path configuration.   (c) Optical stimuli 

representing longer optical pulses or a continuous photon stream.   (d) Internal system 

response to continuous optical stimuli.  
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As illustrated in Fig. 6.14, the Free Running configuration results in a more 

accurate representation of the photon count data as it involves no counting dead time. 

However, for certain optical profiles represented by Fig 6.14a, the increased counting 

accuracy of the Free-Running mode might inversely affect the SNR. In general this 

applies to detection scenarios characterized by short burst of multi-photon packets where 

any subsequent solitary events are regarded as noise or background signal. Photon 

number characterization for an atomic emission source and detection of scintillation 

photons are examples of applications that can benefit from the Hold and Count mode, 

while for photon counting applications, the Free-Running mode is the most the optimal 

choice. An adjustable-mode signal path design, is shown in Fig 6.15. 

 

 

 

 

 

 

 

               

 

   Figure 6.15: The schematics for the Configurable signal path electronics 
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6.2.4   Highly Compact Asynchronous Digital Counter 

Internally the photon count is represented by a serial pulse stream equal in 

number to the parallel pulse output of the SPAD cluster. For external digital 

representation, the pulse sequence must be processed with a digital counter and coded 

into a binary word for storage. The internal parallel to serial conversion process enables 

constraint free resource sharing among pixels. In this case a single digital counter is used 

to accurately process the count from all SPADS in the cluster. An integrated digital 

counter represents the main external interface of the readout system. Standard digital 

counters are large devices typically involving up to 46 transistors per bit [178].  In a fully 

integrated system where fill factor is a design constraint, a more compact realization 

would be highly desirable. The signal routing circuitry utilized in DSPA may be modified 

alternate between high and low output transitions according to the transition pattern 

associated with binary counting. The schematic diagram for a two bit compact digital 

counter, realized in this way, is shown in Fig, 6.16.  

  

 

 

 

 

Figure 6.16: Schematic diagram showing the compact structure for a 2-bit Digital counter 
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           The output of Bit 1 switches at every positive transition of signal at the input.   

When the input is low Bit 1output is low and N1 is off while M1 is on. Signal rise at the 

Input node turns M2 on while driving node ‘a’ low and turning M3 off to prevent the 

activation of the reset path. Consequently Bit 1 output goes high to register the event 

arrival. The subsequent falling edge associated with pulse 1 turns M2 off in order to 

prevent the signal transition at node ‘a’ from affecting the output of Bit 1. Immediately 

following the deactivation of M2, M3 is turned on. This action will active the 

N1transistor and pull the voltage on node’ a’ high, thus arming the reset signal. The  next 

rising transition at the Input node  activates M2, allowing the voltage at node ‘a’ to 

propagate through and reset the output of Bit 1 back to zero, indicating the arrival of 

pulse 2. The input of the Bit 2 circuit is driven by the inverse of the Bit 1 output signal. In 

this way resetting of Bit 1 coincides with the activation of Bit 2 and so on all the way to 

the Most Significant Bit (MSB) of the counter. When all the Bit outputs are high and the 

maximum count is reached the next incoming event will cause the counter to self-reset, 

returning the count back to zero. As previously described, the readout system is capable 

of sequential photon counting and parallel multi-photon detection. Both modes are 

simultaneously active. This is made possible due to the internal serial encoding of parallel 

input by the system. It is essential for the internal sequential processing of parallel events 

to remain transparent at the bit output of the counter. In this way the readout of the 

counter will accurately represent both the single-photon and the multi-photon events as 

they are dynamically represented on the main detector interface, while avoiding excessive 

power dissipation from unnecessary output signal transitions. In order to achieve this, the 

digital count readout should be gated by the pulse output of the HSC module. The 
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schematic of a 3-bit latched counter with dynamic reset appears in Fig. 6.17. The layout 

for the 3-bit counter implemented in 0.5µ CMOS process is shown in Fig. 6.18. 

 

 

 

 

 

 

 

 

 

 

Figure 6.17: 3-bit compact digital counter with active reset. 

  

   

 

 

Figure 6.18: Layout diagram of the 3-bit compact digital counter with active reset 
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The count pulse indicates the start and end for each sequential-processed counting 

cycle. If the readout and reset signals of the counter are gated by the count signal the 

counter will latch the extracted binary count at the output before resetting the bit signals. 

In this way the digital output represents the number of events within each subsequent 

measurement window at the end of its respective counting cycle.  

 

6.3   Integrated Readout System  

The schematic and layout diagram in Fig 6.19 and Fig. 6.20 represent a readout 

system with gated read and reset, along with SPAD signal path connection to each input 

coupling port for a 5-SPAD cluster.  

    

 

 

 

 

 

 

 

 

Figure 6.19: The schematic diagram of the readout system using free-running architecture 



138 

 

6.20: Layout diagram of the full readout architecture for a 5-SPAD cluster  

 

 The post layout simulation of the primary internal and external signals of the 

readout system with gated readout and active reset features, along with the optical profile 

for the input simulation stimuli used for the simulation is shown in Fig 6.21.    
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Incident Optical Profile 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.21: Post-layout simulation results showing the primary internal and the external 

signals 
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6.3.1   Experimental Results – Proof Of Concept 

As previously discussed, the amplitude of the interface signal (magnitude of the 

detection event) can be represented by the pulse width of the count pulse signal. This is a 

fundamental system feature. In order to asses this functionality a test version of the 

system with the detector interface replaced with an Input/output pad connection to 

facilitate externally generated interface signal, was designed and tested. The layout 

diagram and the measured input/output waveforms for the test unit appear in Fig. 6.22.    

 

 

 

 

 

 

     

 

 

  

 

Figure 6.22: (a) Proof of concept test structure. (b) Measured waveforms for the user-

defined input test signal and the generated count pulse response of the test system. 
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 The input and output terminals of the structure are highlighted in the layout 

diagram in Fig. 6.22(a). Fig. 6.22 (b) shows the measured count pulse waveform 

generated in response to the test signal. As can be observed from the measurements the 

width of the count pulse is a function of the interface signal amplitude. An important 

observation is the significant drop in the maximum range of the amplitude signal in the 

measured data. This is due, in a large part, to the parasitic bottom plate capacitance at the 

floating node. Since the aggregate cluster signal is generated on the shared bottom plate 

of the capacitor-based sense interface, the large parasitic capacitance between the Nwell 

and the substrate (in case of MOSCAP based interface) will impact both the linearity and 

the dynamic range of the interface signal [175, 176]. Several techniques such as 

geometrical manipulation of the layout structure, bootstrapping and bottom-plate 

shielding can used to reduce the bottom plate parasitic effect [177].  

            Another selected criterion for proof of concept demonstration is the effect of 

SPAD count rate on the activity level of the cluster.  Since the count signal represents the 

combined real time activity of all the SPADs within the cluster, increasing the count rate 

of each associated SPAD pixel should increase the probability of overlap among 

independent output pulses, resulting in greater arrival rate of detection event. A five input 

readout system in free running mode coupled to cluster of 5 passive SPADs was used to 

test the cluster response as a function of pixel activity rate. This test structure is shown in 

Fig. 6.23. For testing purposes, the SPAD activity rate was modified using the field gate 

bias setting. Multiple measurements of the count pulse signal in 5ms time window were 

taken. A representative 5 ms capture waveform for the count pule signal at different gate 

 bias values is shown in Fig. 6.24. 



142 

 

 

  

 

 

 

 

 

 

 

 

 

 

Time (µs) 

Figure 6.24: Representative snapshot of count pulse signal captured for Proof Of 

Concept demonstration (a) Count signal at gate bias of 11V corresponding to low overlap 

probability hence fewer detection events.(b) Cluster response at gate bias of 9V showing 

increased detection activity (c) Lowest gate bias leading to highest measured activity rate    

 

Figure 6.23: Test Structure showing a full cluster system for 5 passively quenched SPADs 

SBDA 
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 A Self-Biased Differential Amplifier (SBDA) was used as the digitization 

interface for the passively quenched SPAD pixel in Fig. 6.23. The bias voltage on the 

reference input of the SBDA controls the width of the output TTL pulse produced by the 

SPAD pixel, such that larger reference bias values (Vref) results in a wider pixel output 

pulse and hence a  larger aggregation window at the cluster level. A longer 

integration/summation interval will accommodate a greater number of arrival events 

which will lead to longer counting cycles (sequential count processing). The duration of 

the counting cycle is represented by the width of the count pulse, therefor increasing the 

magnitude of Vref at the SPAD pixel level should reflect in the pulse width of the count 

pulse signal at the cluster level. Fig. 6.25 shows the average pulse width of the 

representative count pulse as a function of Vref. The representative count pulse is 

determined based on the highest rate of occurrence observed in ten consecutive 

measurement windows of 5 ms duration.  

 

 

 

 

 

 

Figure 6.25: Count pulse for various integration intervals determined by the value of the 

Vref signal. 
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Since the count pulse signal can dynamically represent, with a single waveform,   

the operational response of the system in response to both single photon and multi photon 

events, it is the most convenient and useful measurement index for proof of concept 

demonstration. However the final output of the system, ready for final storage in digital 

memory, is provided by the parallel bit outputs of the digital counter. The digital readout 

functionality is examined by verifying bit signal transition relative to the edges of the 

count pulse signal. Since the bit readout of the digital counter is latched only at the end of 

each counting cycle, bit signal transitions should only follow the falling edge of count 

pulse signal. This has been shown to be the case for the represented measurements, 

simultaneously recorded for the count pulse and Bit 1 signal, over three consecutive 20 

ms time window and shown in Fig. 6.25. 

 

 

 

 

 

 

 

 

 

 

Figure 6.26: Digital decoding of the pulse-width modulated count signal. The waveform 

trace represents the count pulse and the Least Significant Bit transition respectively, at 

the end of each counting cycle as implemented by the SPAD-cluster readout system 

shown in Fig. 6.23.  
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Dynamic transitions of Bit 1 and Bit 2 are shown in Fig. 6.27. The measured waveform, 

captured over 20 ms measurement window, represents the first two bits of the photon 

count value. These measurements are limited in scope and meant only for functional 

verification of the system possible with the available 2-channel signal acquisition board.   

 

 

 

 

 

Figure 6.27: Digital representation of photon count associated with an optical event, 

determined through simultaneous measurement of the latched Bit 1 and Bit 2 signal.  

 

6.4   Summary 

Existing ADC-based digitization systems, used in conjunction with single-photon 

analog detectors, do not digitally encode the photon count information directly. Instead, 

they generated a digitally coded quantity proportional to the photon count.  In the last two 

chapters, a new paradigm for signal processing and readout for high performance single-

photon pixel arrays was defined and developed. The novel architecture implemented is 

capable of direct extraction of digital photon count data from the raw detector signal. 

This chapter conceptualized, designed and demonstrated a Signal Digitization 

Unit (SDU) for digital decoding of the detector interface signal. The digitization 

methodology introduced is particularly well-suited for the signal collection scheme 

described in Chapter 5. It is capable of representing both sequential and parallel events. 



146 

 

In the case of multi-photon events, characterized by parallel triggering of multiple SPAD 

elements, the system internally generates an equal-weighted serial pulse stream and 

digitally process the serial input.  

 The precision-related difficulties are inherent in the analog approach taken 

towards the discrete quantification process which underlies the operation of ADC 

systems. There should be no analog processing in intensity measurement through a 

fundamentally discrete process of photon counting. In direct adherence to this 

performance guideline the proposed system operates in the discrete-signal regime, 

utilizing a self-generated quantized reference signal for direct conversion of detector 

response into digital count values. In this way the discrepancy and precision 

shortcomings associated with the standard signal conversion method of ADC systems is 

avoided.  

The operation of the readout system optimizes power consumption by eliminating 

the electrical processing of unwanted signals (noise) and excessive signaling activity on 

the external readout terminals. The minimization of unnecessary electrical activity 

streamlines the operation of the system and improves its throughput.  

Since the signal collection/aggregation interface is part of the readout 

architecture, the system acquisition mode can be actively controlled by the digitization 

electronics directly at the individual SPAD signaling path. This has the advantage of 

enabling active configuration of detection parameters. A mode-select bit can transition 

the operation of the system from trigger-based mode best suited for discrete detection of 

short multi-photon packets to a free running photon counting mode capable of continuous 
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digitization on a dynamically incrementing peak signal. This eliminates the dead time and 

performance bottle-necks associated with digitization and the readout process.  

In digital SPAD arrays, current schemes for effective utilization of hardware 

resources such as counters and TDCs are based on a first-in take–all sharing model. This 

architecture results in loss of system throughput, resulting in performance trade-of and 

application limitations for the digital SPAD arrays. The proposed readout system offers a 

method for multiple SPADs to dynamically share a single counter without introducing 

additional throughput limitation or performance trade-offs.  

Furthermore, speed optimization in SPAD imager arrays in a large part has to do 

with readout of individual counters. By aggregating the signal, using the scaled 

summation technique and processing the signal with the proposed signal Digitization 

Unit, multiple counters can be replaced with a single slightly larger shared counter. This 

can simplify the readout architecture and improve the readout speed while significantly 

reducing the occupied silicon footprint.  

The integrated digital count extraction electronics is comprised of modules that 

offer unique performance advantages and can be utilized independently in variety of 

application. An itemized list of these module and the novel features they implement is 

provided below.  

1) A Comparator configuration that combines the functionality of a high speed 

comparator with that of a Voltage Controlled Oscillator (VCO) with externally adjustable 

duty cycle.    
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2) A Discrete-signal pulse counter that maintains an internal reference signal with a 

constant rise time for each successive incrementation step. This results in the elimination 

of the slew rate constraint which is a fundamental limiting factor in analog counters. 

 

3) A novel design for a highly compact digital counter, and a method of generating a 

pulse-width modulated signal that encodes both the arrival time and the absolute photon 

count of associated with a detection event. In this way both single photon and multi-

photon events can be simultaneously represented using a single output waveform. This 

functionality is currently missing in both CMOS-based photon counting pixel arrays and 

PMT-based optical detectors. 
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Chapter 7 

 

Conclusion 

 

Available design and development strategies for SPAD-based pixel arrays in 

standard CMOS offer limited optimization possibilities. The existing trade-offs afflicting 

different operational aspects of the system only allows selective enhancement of 

performance parameters. A multi-objective optimization strategy for a general single-

photon sensing solution in CMOS does not currently exist nor is it being pursued. Current 

research and development efforts are primary focused towards application specific design 

and targeted implementation while a general solution is postponed pending the advent of 

future ultra-compact and versatile process technologies that can alleviated some of the 

inherent limitation and performance trade-offs. The underlying motivation behind this 

research is to bridge the existing performance gap in development of large CMOS 

integrated SPAD arrays by introducing novel design concepts and innovative 

implementation schemes, at every architectural level from device to system, within the 

context of existing low-cost, conventional CMOS process.  

 Towards this purpose, at the device level, the structure of the p-n junction has 

been modified with a surface field gate and the geometrical profile of the junction altered 

to increase the perimeter to area ratio. The proposed structure enables a SPAD device 

with a large detection area and high SNR performance. The enhancing effect of the 
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incorporated features on the fill factor has been established. The resulting improvement 

on the performance was demonstrated through measurement of the device DCR.   

At the pixel level, functional support to enhance performance and utility is 

achieved using a novel design for the front-end pixel interface that optimizes speed and 

noise performance of the device while providing an adjustable output interface signal in 

order to accommodate array level operation. The incorporation of an independent readout 

interface at the pixel level enables functional flexibility at the system level.  In order to 

ascertain valid interpretation of pixel measurement data in presence of dead time related 

system nonlinearities, a theoretical detection model was developed and verified against 

controlled empirical measurements.  

 Finally at the array level the favorable functional features exclusive to the digital 

readout architectures and the performance advantages unique to the analog method are 

brought together across a readout interface that resolves the associated intrinsic 

implementational conflicts and incorporates key featural advantage from each readout 

paradigms into unified monolithic readout architecture. An integrated digitization sub-

system was also designed and developed for digital information extraction. The 

operational profile of the digitization unit is customized to the profile of the detector 

response and the method of signal collection used at the detector interface. The unified 

system aims to present a complete blueprint for CMOS integrated single-photon sensing 

and processing platform.   

 Analog SPAD array readout architecture, used in SiPM detectors, suffers from the 

complexity and power consumption associated with the required analog signal processing 

and readout circuitry. This obstacle has limited the applicability of the SiPM system and 
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prevented monolithic system integration of the readout. Exploiting the digital nature of 

SPAD response is deemed a necessary future enhancement for the SiPM detector array 

only then can full integration of SPAD detector and readout system be achieved in SiPM. 

The proposed readout system presents an architectural platform whereby the digital 

nature of SPAD is fully exploited at the pixel level within a design framework that also 

exploits the dynamic and asynchronous nature of analog signaling at the array level. This 

can improve the current SiPM systems by enabling full integration of sensing and 

processing units towards a true single-chip solution.  

Digital SPAD array readouts, used in SPAD image sensors, are based on a first-in 

take –all sharing scheme. The proposed readout system offers a method for multiple 

SPADs to dynamically share a single counter without introducing additional throughput 

limitation. Speed optimization in SPAD imager arrays in a large part has to do with 

readout of individual counters. By aggregating the signal, using the scaled summation 

technique and processing the signal with the proposed signal Digitization Unit, multiple 

counters can be replaced with a single slightly larger shared counter. This can simplify 

the readout architecture and improve the readout speed while significantly reducing the 

occupied silicon footprint. 

The proposed readout system comprises the first generation design. The empirical 

measurement and testing performed on the readout system are limited to proof of concept 

demonstration and identification of areas for targeted future design improvement.  Gross 

verification of system operational has been achieved through qualitative demonstration of 

system response as a function of key operational parameters. Parasitic capacitance 

available at the floating sense adversely affects the system operational linearity and range 
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node and has been identified as a major candidate for feature enhancement in later design 

revision. Next generation design should focus on shielding techniques and more effective 

layout strategies in implementing the floating node of the detector interface.      
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APPENDIX A 

 

SPAD Device Modeling 

 

In order to adequately reflect the behavior of a SPAD device, a circuit model has 

to include functional elements for triggering, self-sustaining and self quenching the 

avalanche process. The SPAD device has been traditionally modeled as a series 

combination of a resistor, representing space-charge, neutral and contact resistances in 

series with a DC voltage source representing the breakdown voltage. The intrinsic and 

parasitic capacitance of the diode device is represented via a parallel connected capacitor. 

[64]. A transistor controls the triggering of the avalanche. Fig A.1 shows a schematic of 

the model. 

 

 

 

 

 

 

 

 

 

 

Figure A.1:   SPAD device model 
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In this model, photon arrival is represented by a voltage pulses at the gate of the 

NMOS.  The rising edge of the pulse turns on the NMOS and triggers the avalanche 

current, subsequently the falling edge of the pulse turns the NMOS off and interrupts the 

avalanche current. Therefore quenching is controlled by the simulation stimulus photon 

and is a function of the stimulus pulse width rather than the design. A model proposed to 

deal with this issue, uses a combination of current and voltage controlled switches to 

control the triggering of the avalanche [65].A schematic representation of the model 

appears in Fig A.2. 

 

 

 

 

 

 

 

 

 

 

 

Figure A.2: State of art SPAD device model  

 

 

In this model, avalanche quenching is dissociated from the simulation photon 

signal. A capacitor stores and applies the voltage necessary to keep the avalanche switch 

 



155 

 

S3 on even after switch S1 is opened in synch with the falling edge of the simulation 

photon pulse. Switch S2, usually open, is set to close when its voltage drop below a 

threshold. If there is a quenching mechanism  in the circuit , the current through the 

accessory resistor Rth drops below the threshold of S2 at a point that can be set through 

selection of S2 threshold and Rth size. This will close S2, discharging C1 and hence, 

opening S3 which terminates the avalanche. In this model, if a photon pulse arrives at S1 

before the diode has been charged to a voltage above its breakdown a reverse avalanche 

current pulse is triggered. In order to prevent an ignition of reverse avalanche pulse a 

diode is placed between model terminals. However, the avalanche trigger switch, S3, is 

still activated despite the sub-avalanche voltage conditions. This does not accurately 

reflect Geiger mode Avalanche Photodiode behavior. A different model [66] overcomes 

this problem by controlling the path of the photon pulse by a separate switch, with 

threshold set to Vbd. Therefore, the photon pulse triggers an avalanche only when the 

appropriate voltage requirement is met. The model then uses a current-controlled switch 

to sustain and quench the avalanche. Although this is more accurate reflection of SPAD 

behavior, the implementation uses a current controlled switch which is not available in 

standard simulation tools. Here we propose a device model for photodiode operation in 

Geiger mode which does not require modification of the SPAD structure [66] or inclusion 

of nonstandard circuit component to ensure (correct behavior). The proposed model 

incorporates avalanche trigger mechanism based on presence of a photon and correct bias 

condition, utilizing standard voltage controlled switches in conjunction with 

passive/active components. The signal for ignition and quenching of the avalanche are 

represented by two separate paths.   
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Figure A.3: Proposed SPAD device model with embedded text box describing the 

functionality of select components.  The inset shows the actual circuit implementation of  

t_S1 component.  

 

Incoming photons are represented by a voltage pulse train. When S3 is closed and 

a photon is incident (Net1 is high) S2 closes, activating the Avalanche Signal Path and 

hence closing S1, discharging the SPAD. This indicates avalanche ignition. The falling 

edge of voltage pulse representing a photon opens S3, thus deactivating S2. However, the 

capacitor C1 and hence the Avalanche Signal Path remains charged (self-sustaining) until 

the activation of the Reset Signal Path which discharged C1. The Reset Signal Path 
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should only be activated long enough for C1 to discharge and t_S1 to open. If it does not 

disengage at that point the positive terminal of the S1 will stay grounded, the switch will 

stay open, and the SPAD will stay quenched through the subsequent avalanche events. 

For this reason t_S1, has to disengage automatically, shortly after it is activated, in order 

to release the signal path. Circuit implementation of t_S1 is shown in the inset of fig 3.3. 

Momentary shorting of the reset path (activate and release) is accomplished by feeding a 

trigger signal (voltage v, in the inset) to an inverter and using current pulse of the inverter 

across a small resistor as the Activate/Release signal for the reset path (blue wire). 

Current of an inverter rises and drops in response to a high voltage at the input. This 

provides activate (rising edge) and release (falling edge) signal characteristic required. By 

setting the NMOS aspect ratio much larger than that of the PMOS, the inverter’s current 

pulse output in response to a low input voltage can be kept below the threshold of S5. 

Therefore only a high signal indicating that the latch current threshold has been crossed, 

will enable the quenching operation.          

Diode junction capacitance (Cd) is function of over bias voltage VEX. However in 

situations where the capacitance of the diode is dominated by interconnections and pad 

capacitance Cd can be kept constant without a loss of accuracy. This is especially 

applicable for small VEX values. However, the intrinsic series resistance of the diode 

represented as Rd in the above device models    is a function the excess voltage across the 

multiplication region (VEx). In almost all device models in the literature this value is set 

as a constant, usually 1K [65], [66], [67]. The model proposed in [68] accounts for the 

non-linear I/V characteristic in avalanche mode by programming empirically obtained 

I/V values of a SPAD device into a voltage source. The voltage source was modeled in 
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Verilog-A and the was placed in parallel with the capacitors Cd (junction) and Cp 

(parasitic). The model then compares the diode voltage V (t) with the hardcoded values 

and appropriately computes a value for Rd
 
at each step. Although accurately modeling the 

dynamic space-charge behavior of diode, this approach requires pre-testing the device 

with a source-measure unit and can be used only as a model for the particular device. In 

the proposed model of fig A.3, the dynamic feature of avalanche operation will be 

incorporated by using Cadence Spectre bsource functionality. Rd can be modeled as 

bsource, with its resistance set to appropriate function of the avalanche current, once a 

representative expression is worked out. It should be noted that for small excess bias 

voltage VEX and hence small avalanche current, the effect of diminishing avalanche 

current on Rd has much less of an impact on the performance of the diode. The proposed 

model in [68] is simulated with a large excess bias. The diode capacitance has been 

modeled as a function of diode terminal voltage. Verification of the model was carried 

out by comparing the simulated waveform of the model with the measured waveform of a 

SPAD test device. The simulations parameters were calibrated to match the bias 

condition and parasitic loading of the test device, as closely as possible. The simulation 

input photon stream was built by matching it to the avalanche event time of the measured 

waveform. In Fig A.4 a, the depletion capacitance of SPAD model was calculated using 

the test device area, doping profile and the depletion region voltage at quiescent. In Fig. 

A.4 b, same procedure follows, except that the time-varying value of depletion voltage is 

wired into the expression for the capacitance. The simulations result closely matches the 

measured data, particularly when the fluctuating SPAD terminal voltage is taken into 

account when computing the depletion capacitance.  
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Figure A.4: (a) Solid Green trace represents the measured waveform using data 

acquisition system. The black trace is the simulation out using the SPAD model in Figure 

4.3. Depletion Capacitance was set at its quiescent value.   (b) Solid green trace 

represents the measured waveform using data acquisition system. The black trace is the 

simulation out using the SPAD model in Figure 4.3. Depletion Capacitance was set to 

change according to the time varying SPAD terminal voltage (depletion region voltage 

drop)  
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