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Abstract

For machining purposes, a part is often considered to be a feature-based model (FBM).
i.e., a collection of machining features. However, often there can be several different FBMs
of the same part. These models correspond to different scis of machining operations, with
different precedence constraints. Which of these sets of machining operations is best depends
on several factors, including dimensions, tolerances, surface finishes, availability of machine
tools and cutting tools, fixturability, and optimization criteria. Thus, these alternatives should
be generated and evaluated.

In this paper we present the following results:

1. We give general mathematical definitions of machining features and FBMs.

2. We present a systematic way to generate the alternative FBMs for a part, given an initial
FBM for the part.

3. For each FBM, interactions among the features will impose precedence constraints on the
possible orderings in which these features can be maclined. We show how to gencrate
these precedence constraints automatically for each interpretation.

4. We show how to organize the above precedence constraints into a time-order graph that
represents all feasible orderings in which the features can be machined. and examine the
time-order graph to see if it is consistent. If it is not consistent, then there is no way to
machine this particular interpretation.

This work represents a step toward our overall approach of developing ways for automatically
generating the alternative ways in which a part can be machined, and evaluating them to see
how well they can do at creating the desired part. We anticipate that the information provided
by this analysis will be useful both for process planning and concurrent design.

Keywords: feature-based modeling, geometric reasoning, manufacturing planning

*This work was supported in part by NSF Grant NSFD CDR-88003012 to the University of Maryland Systems
Research Center and NSE grant IRI-8§907890 to the University of Maryland Computer Science Department.

nstitute for Systems Research and Department of Mechanical Engineering. Email: skgupta@cs.umd.edu

‘Institute for Systems Research, Department of Cuinputer Science, and Institute for Advanced Computer
Studies. Email: nau@cs.umd.edu



1 Introduction

One of the missing links between CAD and CAM is the virtual absence of any systematic
methodology for generating and evaluating the alternative ways to manufacture a proposed
design [1]. Most integrated CAD/CAM systems try to generate a single process plan for a
given design—but in general, there may be several alternative ways to manufacture the design,
and these alternatives should be generated and examined, to determine how well each one
balances the need for a quality product against the need for efficient manufacturing.

In this paper we will be focusii g on machining operations. For the purposes of machining,
the part is often considered as a collection of machinable features [2, 3], each of which can be
created by one or more machining operations. To evaluate how well each machining step can do
at creating the corresponding feature, we must take into account the feature geometry, tolerance
requirements, surface finish requirements, and statistical variations in the process capabilities
[4, 5, 6].

Given a part to be machined, there can be several different interpretations of the part as
several different collections of machinable features [2, 7, 8]. Each such interpretation we call
a feature-based model (FBM). Each sequence of machining operations capable of creating the
part does so by creating the features in one of the FBMs for the part. Thus, one approach for
generating the alternative machining sequences for a part is to generate the alternative FBMs,
and for each FBM, to generate the various machining sequences capable of creating that FBM.

For generating and evaluating the machining alternatives for machined parts, we propose
the following approach. Generate the alternative FBMs of the part, one by one. Each time an
FBM is generated, generate the machining sequences that are capable of creating the features
in that FBM, one by one. Each time a machining sequence is generated, evaluate it to see how
good a job they can do of producing the part.

In this paper we present the following steps in the development of the proposed approach:

1. We give general mathematical definitions of machining features and FBMs.

2. We present a systematic way to generate the alternative FBMs for a part, given an initial
FBM for the part.

3. For each FBM, interactions among the features will impose precedence constraints on the
possible orderings in which these features can be machined. We show how ‘o generate
these precedence constraints automatically for each interpretation.

4. We show how to organize the above precedence constraints into a time-order graph that
represents all feasible orderings in which the features can be machined, and examine the
time-order graph to see if it is consistent. If it is not consistent, then there is no way to
machine this particular interpretation.

This paper is organized as follows. Section 2 discusses related work. Section 3 presents our
definitions. Section 4 presents our algorithm for generating precedence constraints and time-
order-graphs from FBMs. Section 5 presents our algorithm for generating alternative FBMs for
a part. Section 6 contains concluding remarks.



2 Review of Previous Research Work

Because of the recent popularity of feature based approaches in variety of CAD/CAM implemen-
tations, a vast amount of literature attempts to define term feature(s) [3, 9, 10, 11, 12, 13, 14].
Researchers in different domains use the term feature to mean different things. Significant
amount of research efforts have been directed towards defining a set of form features which will
serve as communication medium between the design and the manufacturing domains. But at
present, most of the researchers are convinced that a single set of features cannot satisfy the
requirements of both the domains. Recent trend seems toward defining a set of features which
are suitable for a specific application domain such as machining, a: sembly, inspection etc. Most
of the researchers agree that volumetric features are preferable over surface features for the
purposes of machining.

There are three primary approaches for obtaining features from a CAD model. In Luman-
supervised feature recognition, a human user examines an existing CAD model to determine
what the manufacturing features are [15]. In automatic feature recognition, the same feature
recognition task is performed by a computer system [7, 16, 17, 18]. In design by features, the de-
signer specifies the initial CAD model in terms of various form features which translate directly
into the relevant manufacturing features {3, 19, 20]. However, each of these approaches typi-
cally produces a single set of features describing the CAD moadel, rather than several alternative
interpretations of the model. :

Hummel [2] and Mantyla [21] present examples of multiple representation of the same object
for the different functional domains such as design and machining. These papers also present
some examples of multiple feature interpretations for same part in the machining domain.
However, these papers do not describe a system or methodology for generating .nultiple {feature
models.

Hayes [22, 23] has built a program called Machinist, which captures some of the knowledge
used by machinists duriug process planning. Hayes defines an interaction to occur among two
features when one of the results of making one feature is to destroy one of the preconditions
required in order to make another feature. This program has the capability to identify cer-
tain kinds of feature interactions that affect how an object should be machined. However, its
representation of features is not adequate for all aspects process planning. For example, if the
Machinist program decides that some hole needs to be made before some slot, it does not au-
tomatically update the dimensions of the hole or the slot—information which would be needed
to select what machining machining processes to use for these features.

The AMPS process planning system [24] includes a step called “feature refinement,” which
consists of heuristic techniques for combining a set of features into a more complex feature if
it appears that this will optimize the plan, or splitting a feature that cannot be machined into
two or more features that can (hopefully) be machined. Since the techniques are heuristic in
nature, it is not entirely clear when alternative interpretations will be produced.

Vandenbrande [7] has developed a system that combines techniques from artificial intelli-
gence and solid modeling. The program uses hints or clues to identify potential features in the
boundary representation of the part. The system is capable of identifying interacting features
(e.g., two intersecting slots). This program also produces alternative feature interpretations in
certain cases. But since there is no formalization available regarding the kinds of interactions
it handles, it is hard to determine what all the interpretations it produces are.



The first systematic work in the direction of generation of alternative interpretations was
done by Karinthi and Nau [8, 25]. He describes an approach for producing alternative interpre-
tations of the same object as different collections of machining features as the result of algebraic
operations on the features, and a system for generating alternative interpretations by perform-
ing these algebraic operations. This system works with abstract volumetric features. There
is no direct relation between these features and machining operations. Therefore some of the
interpretations generated by this approach are not feasible from the machining point of view.
In this approach a set of algebraic operators (such as maximal extension, truncation etc.) has
been used to generate new interpretations of the part. But this set of operators is not sufficient
to generate all interpretations of the part. Moreover, many times the resulting features do not
belong to any of the feature classes. Some of the feature interactions may also result in partial
ordering among features, which is an important issue from a machining point of view—but this
work does not deal with time orderings among the features.

3 Background

3.1 Preliminary Definitions

For our purposes, a solid is any regular, semi-analytic subset of three-dimensional Fuclidean
space. If R is any solid, then b(R) is the boundary of R, and ¢(R) is the interior of R. Note
that R = «(R)Ub(R) and that «(R)Nb(R) = 0. A patch of R is a regular, semi-analytic subset
of the boundary b(R). If R and R’ are solids, then R N* R’ is the regularized intersection of a
and b, i.e., the closure of t(R) N ¢(R’). Similarly, RU* R and R —* R’ are the regularized union
and regularized difference, respectively.

A machined part (or just a part) is the finished component to be produced as a resuli of a
set of machining operations on a piece of stock, i.e., the raw material from which the part is to
be machined. We will represent both the part and the stock as geometric solids.

Throughout this paper, we let P be a solid representing a part, and .S be a solid reprecenting
the stock from which P is to be made. The delta volume (i.e., the volume to be machiued), is
the solid A = § - P.

3.2 Machining Features

To perform a machining operation, one starts out with a rotating cutting tool. The cutting tool
is mounted on a large machine tool, and the total volume occupied by the cutting tool and the
machine tool is quite large. But we will only be interested in some small portion of this total
volume, namely the portion that actually gets close to the workpiece. We will call this portion
the tool volume, and we will denote it by T. The boundary b(T) is naturally partitioned into
three patches, as shown in Fig. 1(a):

e the separation patch s(T'), i.e., the portion of b(T") that connects to the rest of the machine
tool;

e the cutting patch ¢(T'), i.e., the portion of b(T') that is capable of cutting metal;

e the non-cuiting patch n{T), i.e., the portion of b(T) that is nct capable of cutting metal.



For the purpose of locating the tool, we will choose a particular point pyy of T as a datum point.
Usually p;g will be the tip of the cutting tool, but not always.

In an abstract sense, a machining feature has something to do with the volume of material
removed by a machining operation. However, in order to define what we mean by a feature,
we will need to know not just the volume of material which the feature can remove from the
workpiece, but also what kind of machining operation we are performing, and how we access
the workpiece in order to perform the operation. Thus, a feature will be a triple

[ = (rem(f), ace(f), class(f)),
where rem(f), acc(f), and class(f) are as defined below.

¢ To perform the machining operation, one sweeps the tool volume T" along some trajectory
. Given a tool 7" and a workpiece W, the trajectory ¢ is feasible for T and W only if
sweeping 1" along ¢ does not cause interference problems between the non-cutting surface
n(T) and the workpiece. Fig. 1(b) shows an example of a feasible tool trajectory for
drilling.

If ¢ is feasible, then the volume created by sweeping T is

Tow={(p—pu)+q:peT and g € 1},

as shown in Fig. 1(c). However, only a portion of Ty, actually corresponds to our ma-
chining feature. In particular, let approach plane = be the plane perpendicular to ¢ at
the point pyq, as shown in Fig. 1(a). Then rem(f), the removal volume of f, is the solid
consisting of all points in T, that are on or below 7.

e The accessibility volume for f is the set acc(f) of all points in T, that are on or above 7.
The approach patch a( f) is that portion of b(rem(f)) consisting of all points in rem(f)N7.

o The feature / will be an instance of some feature class ¢, which is a parameterized set of
machining features characterized by the shape and trajectory of the cutting tool. If f is
a feature in ¢, then the class of f is class(f) = ¢. If f is an instance of ¢, then the f’s
parameters in ¢ are the specific set of parameter values for ¢ that yield f. Below are two
examples:

— If we areinterested in drilling holes, then we may define ¢, to be the set of all features
that can be created by sweeping a drill bit of diameter d along a linear trajectory
starting at the daturi point p;y and going in some direction ¥ for some distance [.
Tus, we can specify a particular feature in ¢ by giving specific values for d, pyq, 7,
and /.

— If we are interested in making rectangular pockets or slots, then we may define ¢,
to be the set of all features that can be created by sweeping an end mill of radius 7
along the trajectory shown in Fig. 2(b), whose parameters are the starting point pg4,
the depth d, the length [, the width w, and the orientation vector ¥. Thus. we can
specify a particular feature in ¢, by giving specific values for 7, py4, d, I, w, and 7.

Fig. 1(d) and Fig. 2(c) show some examples of the feature types.



3.3 Feature-Based Model

Normally we will have some fixed finite set of feature classes

P = {¢17---7¢n}7

and for each part that we want to m.nufacture, we will be interested in describing the part in
terms of features from ®. Each set of features from @ that describes the part is a feature-based
mode] of the part. This is made formal below.

Suppose we are given a part P and stock S. A feature-based model (or FBM) of P and ' is
any set of features F' having the following properties:

1. Each f € F is an instance of some feature class in @.
2. If we subtract the features in F from S, we get P;i.e., S —Usep(rem(f)) = P.

3. No feature in F is redundant, i.e., for every feature f € F, § — U ep_(s3(rem(g)) # P.

Intuitively, an FBM is an interpretation of the delta volume as a set of machining [eatures.
For example, the set {s11,s12,s13,h10} shown in Fig. 4(a) is an FBM of the part and stock
shown in Fig. 3. Furthermore, for a given part P and stock .S, there may be more than one
FBM. For example, Fig. 4 shows four different FBMs for the same part and stock.

Two FBM’s F and F” are equivalent if they represent the same part and stock. In case of
two equivalent FBMs F" und F”, we can say that F' is a reinterpretation of I or vice vers:. For
example, in Fig. 4, all models are reinterpretations of each other.

Let f and f’ be any two distinct features in some FBM. Then f and f’ intersect each other
if rem(f) N* rem(f’) # 0. Furthermore, f and f’ are adjacent if rem(f) N rem(f') # 0 and
rem(f)N* rem(f’) = 0.

4 Precedence Constraints in Feature-Based Models

Due to accessibility [6], setup [22] and other types of interactions among the features in a given
FBM, features can not be machined in any arbitrary order. Instead, these interactions will
introduce precedence constraints requiring that some features be machined before or after other
features.

Let F be au FBM, and let f and f’ be any two features in F.. We will be interested in the
following two types of precedence constraints among f and f":

1. Accessibility precedence constraint: If the cutting-tool approaches f through the volume
occupied by f/, then f' must be machined before f. An example is shown in Fig. 5(b).
Pocket p need be machined before machining hole k.

In some cases, it may be possible to machine f if either one of two features f/, f” are
machined first. For example, let us assume that rectangular pocket and hole are the only
available feature classes. It will be possible to machine hole h (as shown in Fig. 6) after
machining either of the pockets pl or p2. We specifically exclude such cases in this paper,
but we intend to address such cases in future work. However, one should notice that such
cases usually do not arise in practice. In a practical situation any restriction on the shapes
of the pockets will be quite artificial. In most of the situations both of these pockets will
be merged into a more complex single pocket.



2. Feature minimalily precedence constraint: Suppose that machining f' before f would
create a situation in which it will be possible to machine rem(f) using a smaller feature
g of the same class as f. Then f must machined before f’. An example is shown in
Fig. 5(c). If pocket p is machined before machining hole £/, it will be possible to machine
rem(h') by a smaller feature h.

Given an FBM F, a machining order for F is any total ordering {f1, fo,-. ., fx} satisfying
the precedence constraints defined above. More specifically, a machining order for F' is any
total ordering {f1, fa, ..., fi} such that if welet Wy = § and W; = W;_; — f; for all ¢ > 0, then
the following conditions are satisfied:

o forall 2 > 0, f; is accessible in W;_y, i.e., ace(f;) " W;_ = 0.

e each f; is the smallest feature in its class that can be used to produce W; from W;_q;
i.e., there is no feature f € class(f;) such that rem(f) C rem(f;) and W;—y — rem(f;) =
Wi_y — rem(f).

If there is no machining order for F, then this means that the precedence constraints con-
tradict each other, so that it is not possible to machine F. If there is at least one machining
order for F'| then we say that F' is machinable.

4.1 Creating a Time-Order Graph

Given an FBM F, we can determine the precedence constraints for F' by examining the features
in f. These precedence constraints define a partial order < on the features in . This partial
order represents all possible time orderings in which the features might be machined, in the
sense that every total ordering consistent with < is a machining order for F.

We define the time-order graph for F to be the digraph Gpree = (F, Eprec), where the edge
set Eprec contains an edge from each feature to its immedizte successors.?!

Given an FBM F, we want to examine the features in F' to determine whether F' is machin-
able, and if so, what its time-order graph is. The following procedure will do this.

procedure CREATE-TIME-ORDER-GRAPH(F)

Step 1. Find all accessibility precedence constraints in F', using the FIND-ACCESSIBILITY-
CONSTRAINTS procedure described below. I{ ihis procedure exits with failure, then F
is not machinable. Otherwise, it will return a dlgraph (F, E) such that £ is a subset of
the set E,... that we want to find.

Step 2. Find all feature minimality precedence counstraints in F, using the FIND-FEATURE-
MINIMALITY-CONSTRAINTS procedure described below. If FIND-FEATURE-MINIMALITY-
CONSTRAINTS exits with failure, then F is not machinable. Otherwise, it will augment
(F, E) to produce the desired digraph Gprec.

Fig. 7(a) and Fig. 7(b) shows an example part and its time-order graph.

*This graph, which is called the Hasse diagram for <, is a standard representation of a partially ordered set
(e.g., see [26]).



4.2 Finding Accessibility Precedence Constraints

Let F' be an FBM, and f be any feature in F. If F° is machinable, then an enabling set for f
and the associated enabling volume are defined recursively as follows:

1. i f is accessible in .S, then @ is an enabling set for f, and the associated enabling volume

is 0.

2. Suppose Y = {¢1,...,9k} is a set of features. Suppose that for each ¢, ¥; is an enabling
set for g;, and V; is ihe associated enabling volume. If f is accessible in the solid W =
S—(ViU...U¥) — (rem(g1) U...Urem(gx)), then Y is an enabling set for f, and
V = 85 — W is the associated enabling volume.

Intuitively, if Y is an enabling set for f, then once the associated enabling volume V has been
machined, it will be possible to machine f.

Let f be a feature, and Y be an enabling set for f. Then Y is minimal if no subset of ¥ is
an enabling set for f. Since we are excluding the type of situation shown In Fig. 6, it follows
that the enabling volume for each feature f in F' is unique. If F' is a machinable FBM, then
the following algorithm will find the minimal enabling set for each feature in F.

procedure FIND-ACCESSIBILITY-CONSTRAINTS
1. Set FINISHED := 0, and REMAINING := F.
2. while REMAINING # ( do

(a) Set CURRENT := the set of all features in REM AINING that are accessible in
5 = Unerrvrsarp(rem(h)).
(b) f CURRENT = {, then F is not a machinable FBM, so exit with failure.

(c) For each feature f € CURRENT. do the following:

i. X := {all features in FINISHED that intersect acc(f)}.

ii. By enumerating the subsets of X in order of least cardinality first, find the
smallest subset ¥ = {g1,...,9r} of X such that f is accessible in the solid
W=8~(V(g)U...uV(gr)) - (rem(g) U...Urem(gx)).

ili. Y and § — W are f’s minimal enabling set and associated enabling voluue, so
sete(f): =Y and V(f):= S5 - W.

(d) Set FINISHED := FINISHEDUCURRENT, and
REMAINING := REMAINING - CURRENT.

3. Return theset V = {V(f): f € F} and the graph (F, E), where E is the set of all ordered
pairs (f1, f2) such that fo € F and fi € e(f2).

4.3 Finding Feature Minimality Precedence Constraints

procedure FIND-FEATURE-MINIMALITY-CONSTRAINTS(F, E, V)

1. For every intersecting pair of features (f, f*) in F', do the following:



(a) If there is a feature g € class(f) such that rem(g) < rem(f) and

§=V(f')=rem(f) —rem(f) = § = V(') = rem(f') - rem(g),
then insert the edge (f, f') into E.

(b) If there is a feature g € class(f’) such that rem(g) C rem(f’) and

S—V(f)—rem(f) —rem(f) =S5~ V(f) - rem(f)—rem(yg),
then insert the edge (f, f) into E.

2. If Gprec is cyclic then exit with failure. Otherwise, return the digiaph (F, E).

5 Generating Equivalent Feature-Based Models

If we are given an initial FBM F for some part P and stock S, then producing other interpreta-
tions equivalent to F' can be produced by manipulating the features in F'. For example, Fig. 4(b)
can be produced from Fig. 4(a) by splitting the hole h10, and Fig. 4(c) can be produced from
Fig. 4(a) by reorienting the shoulders s11 and s12.

Given F, we will want not only to generate other interpretations equivalent to F, but
also to generate their time-order graphs. One approach for this task would be to define feature
manipulation operators that produce alternative FBMs, and then use the CREATE-TIME-ORDER-
GRAPH algorithm of Section 4 to produce the associated time-order graphs. However, such an
approach would be very expensive computationally, because of the repeated calls to CREATE-
TIME-ORDER-GRAPH.

A much more efficient approach can be devised by noting that given an FBM F and its
time-order graph Gpyec, if we apply a feature manipulation operator to produce an alternative
interpretation F’, we can produce the associated time-order graph G;m at the same time, by
making some simple changes to Gprec. This is how we define our feature manipulation operators
below.

5.1 Definitions of Feature Manipulation Operators

In this section we define the feature manipulation operators. Given an FBM F' and its time-
order graph Gprec, €ach operator generates an alternative FBM F’ along with the associated
time-order graph Gy ...

We describe ENLARGE(f, ¢) operator in some detail. For the sake of brevity, we omit the
details of other operator; these are similar to the ENLARGE(f, g) operator.

Enlarging a Feature. Given a feature f and a neighboring feature g, the ENLARGE(f, ¢g)
operator tries to produce a feature f’ that subsumes f, by extending f into g. If it finds such
a feature, it returns the resulting FBM and its time-order graph. We represent feature classes
as parameterized solids. Therefore, existence of a larger or smaller features can be examined
by manipulating the various parameters of the feature class. Following procedure illustrates a
portion of the ENLARGE(f, ¢) operator. In this procedure we enlarge a feature f with respect
to its immediate predecessor g.

procedure ENLARGE(S, g)

1. If (g, f) € Eprec o1 acc(f)N* rem(g) = § theu exit with failure



2. Try to find enlarged feature f’ such that

(a) f" € class(f),rem(f') D rem(f),ace(f) > ace(f) #0

(b) rem(fYN*P =1y

(¢) acel fyN* rem(g) =0

(d) f'is minimal, i.e., Ah such that h € class(f’),rem(h) C rem(f’)

If no such f’ is found then exit with failure.
Otherwise continue as follows:

(a) Find a feature g’ such that

i. ¢’ € class(g)
. rem(g") 2 rem(g) — rem(f)
iii. ¢’ is minimal, i.e., Ah such that h € class(g’),rem(h) C rem(g")
(b) Create F' and G, as follows: ‘

prec
i F'=(F-{f,ghu{f.e}
ii. Ezl)rec - Eprec - (g>f)
iii. if ¢’ = g then insert (f,g) in EZ’MC.

iv. Let Y be the set of predecessors of g, let Y’ be the subset of Y such that
Y'={ylyveY ace(f)n*y #0}, Vy € Y insert (y, f) in E e

3. return ' and Gy,

Let us consider Fig. 5(a) that shows a part with two features a pocket, and a hole at the base
of the pocket. From a machining perspective, the part can be characterized by the features
p and h (shown in Fig. 5(b)) or, the features p and A’ (shown in Fig. 5(c)), where A’ is an
extension of £ all the way to the top of the pocket. Which of the feature sets, {p, h} or {p, '}
is preferabl» depends on machining considerations. We can get A’ by enlarging & with respect
to p.

Reducing a Feature. Given a feature f and an intersecting feature g, the REDUCE(/f,g)
operator tries to produce a feature f' subsumed by f, by truncating f at g. If it finds such a
feature, it returns the resulting FBM and its time-order graph.

Reorienting a Feature. Given a feature f, the REORIENT(f) operator tries to find a feature
f' of the same class in some other orientation. This operator may find more then one reoriented
feature f’. If it finds such a feature(s), it returns the resulting FBM(s) and its time-order
graph(s).

Splitting a Feature. Given a feature f and an intersecting feature g, the SPLIT(f, g) operator
tries to split feature f into two or more features. If it finds a valid split, it returns the resulting

FBM and its time-order graph.



Combining Features. Given a feature f and a set of neighboring features X of feature f,
the COMBINE( f, X') operator tries to combine the members of set X into single feature f’. This
operator may find more then one combined feature f'. If it finds a combined feature(s), it
returns the resulting FBM(s) and its time-order graph(s).

As an example, suppose we start with Interpretation 1 of Fig. 8. Then Interpretation 2 can
be generated by enlarging h with respect to s1, Interpretation 3 can be generated by reorienting
f, and Interpretation 4 can be generated by splitting A with respect to s3.

5.2  Algorithm

By starting with a given FBM M of P and S and performing successive reinterpretations, it is
possible to produce other FBM’s of P and S. The following state-space search algorithm? will
generate all FBMs that can be produced in this manner.

procedure FIND-MODELS(F)
1. Set OPEN := F,and CLOSED = {
2. While OPEN # (, do the following:

(a) Choose some model ' € OPEN. For each f € F do

i. Let X be the set of feature which are adjacent to f, and Y be the set of features
that intersect f. Let Z = X UY.

ii. Let M be the set of new FBM’s that can be found by applying fcature manipu-
lation operators to f; i.e.,

M = REORIFNT(f) U {ENLARGE(f,g):g€ Z}
{REDUCE(f,g): g€ Y}
U {sruir(f,g):g €Y}

U {coMBINE(f,Z)}.

C

iii. For each model M € M that isnot in CLOSEDUOPEN ,insert M into OPEN.
iv. Remcve F from OPEN and insert it into CLOSED

3. return CLOSED

As an example, Fig. 9 shows a portion of the state space that would be generated by this
algorithm, starting from any one of the states shown in Fig. 8. The reason why Fig. 9 is only a
portion of the complete state space is that it shows only those states that result from applying
feature manipulation operators to the holes. If we also apply feature manipulation operators to
the shoulders (for example, see Fig. 4), we will obtain the complete state space, which contains
32 nodes (four nodes ior each node shown in Fig. 9).

?For more details on state-space search algorithms, see [27].
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6 Conclusions

In this paper, we have given general mathematical definitions of machining features and FBMs,
and presented a systematic way to generate the alternative FBMs for a part, given an initial
FBM for the part. We have shown how to generate precedence constraints for the features in
an F'BM, and organize these features into a time-order graph representing the feasible orderings
in which the {eatures can be machined.

This work represents a step toward our long-term goal of developing ways for automatically
generating the alternative ways in which a part can be machined, and evaluating them to see
hov well they can do at creating the desired part. As another step toward this goal, we have
also developed ways to evaluate how well a machining process can do at creating a machined
feature; our work on this topic is described in [1, 6, 28].

Some of the benefits of this approach are listed below:

1. Pushing process engineering upstream: By using domain-specific features, we will be in-
corporating process-related information in the features themselves. This allows an easy
mapping of machining features to machining operations.

2. A sound theoretical basis: As opposed to existing rule based approaches, our approact is
based on theorntical foundations, which we hope will enable us to make rigorous state-
ments about the soundness, completeness, efficiency, and robustness of the approach.

3. Focus on alternatives: The information provided by this research will enable us to provide
the necessary information to a manufacturing engineer or a process planning system about
the alternative ways in which the part might be machined. This will help in developing
alternative process plans. Depending upon machine tool availability and/or other con-
straints specific to plant facilities, one can choose a appropriate process plan. The results
of machinability evaluation can be used to provide feedback to the designer about the
machinability of the design, so the designer can modify the design if necessary to balance
the need for efficient machining against the need for a quality product.

We anticipate that the results of this work will be useful in providing a way to speed up the
evaluation of new product designs in order to decide how or whether to manufacture them.
Such a capability will be especially useful in flexible manufacturing systems, which need to
respend quickly to changing demands and opportunities in the marketplace.
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