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A wireless ad hoc network is a set of nodes that form an akless infrastructure
without the aid of any centralized administration. In thissgrtation, we study two
fundamental distributed resource allocation problems dhige in the ad hoc network
setting: topology organization and transmission schaduli

Topology organization is studied in the first part of the ditstion. We consider ad
hoc networks where multiple channels are available and ety distinct frequency
hopping sequences. Multi-channel systems can increaseghput by assigning simul-
taneous co-located transmissions to different commubnicahannels. However, hosts
must first synchronize their frequency hopping and transimigreception patterns be-
fore any communication can take place. Due to this lack dfainsynchronization,

neighborhood discovery and network formation become ngratand time-consuming



processes. To address these issues, we first devise a syomt@elinique where two
nodes use a randomized schedule to synchronize and estaltilik in minimum time.
This method forms the basis of a distributed topology caiesivn protocol that starts
with a set of non-synchronized nodes and quickly forms airshinnel ad hoc network
satisfying certain connectivity or throughput requirensen

The second part of this dissertation introduces a noveilliged transmission schedul-
ing framework for provision of Quality of Service (QoS) gaatees in wireless ad hoc
networks. Due to the multi-access nature of the wirelessiumgdthe perceived QoS
in ad hoc networks depends heavily on the underlying mediceess protocol. Such
a protocol must use local information and coordinate trassions so that bandwidth
is shared in a controlled fashion. Fulfilling both requirertseis a well-known prob-
lem with no satisfactory solutions to date. Random acceshaustlike that used in
the 802.11 standard-use local information at the expensamiedictable transmission
conflicts and lack strict allocation guarantees. On theroftfad, scheduled access
methods—like Time Division Multiple Access (TDMA)—-achewdeterministic alloca-
tions via perfect coordination of transmissions, but tgficrely on two restrictive as-
sumptions to reach their goal: network-wide slot synchration and global knowledge
of network topology and traffic requirements.

We first relax on network-wide slot synchronization and gtasynchronous TDMA
ad hoc networks. In these systems, each link uses a difféweal time slot refer-
ence provided by the hardware clock of a node endpoint. Weduote a framework
of conflict-free scheduling and bandwidth allocation foclsgystems. Inevitably, slots
will be wasted when nodes switch time slot references. Tds&ricts the rate alloca-
tions that can be supported had the ad hoc network been perdgachronized. We

show that the performance degradation due to lack of synctabon can be significant



and propose scheduling algorithms for overhead mininonatat also have guaranteed
upper bounds on the generated overhead.

We then introduce an asynchronous TDMA architecture fochizey global QoS
objectives using only local information. The QoS objeciwva set of link rates to be
realized by a slotted network TDMA schedule where at eadh stweral transmissions
occur such that no conflicts occur at the intended receivgssg only local informa-
tion, nodes asynchronously adjust the rates of their adjdogs by local slot reas-
signments. The core idea is to modify the TDMA schedule @niima continuous and
incremental manner until the QoS objective is reached. tremental property allows
for natural adaptation to changes in network topology dfitreequirements.

The TDMA architecture consists of a QoS-aware distributaddovidth allocation
algorithm and a generic distributed coordination mechanishe bandwidth allocation
algorithm determines the amount of link rate adjustmentsti®ering the network to the
desired objective. The coordination mechanism ensurgshtedocal modifications on
the schedule maintain its conflict-free property.

We first introduce a bandwidth allocation algorithm aimingthe max-min fairness
objective. In this case, the optimal link rates are not knbwiare computed along with
the schedule modification process. Analysis and expersngmiw that the proposed
scheme has very good properties in tracking the optimal eveagimes of constant
topology changes. We then extend the bandwidth allocateondwork for the provision
of rate guarantees to multi-hop sessions. Both Constant Bit(R&R) and Available
Bit Rate (ABR) services are considered. We show that CBR servicdeamovided
using simple admission control rules and QoS routing meashas) similar to wireline
networks; for ABR service, we introduce an asynchronougibiged algorithm for

computing session max-min fair rates. The session ratepuima by the end-to-end



bandwidth allocation algorithm are translated to link dedsthat must be enforced
using a TDMA schedule. We solve this dynamic link schedupingblem for the special
case of tree topologies and provide upper bounds on convesgielay.

An important feature of both our topology organization aiah$mission scheduling
techniques is that they are amenable to distributed impiaien on existing wireless
technologies. To this end, we present an implementationpanidrmance evaluation

over Bluetooth, a wireless technology that enables ad hawanking applications.
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Chapter 1

Introduction

A wireless ad hoc network consists of a set of geographichdlgersed wireless nodes
that can spontaneously form an all-wireless infrastrigctuthout the need for any cen-
tralized administration. In such a network all nodes may béite, transmit on a shared
wireless medium and act as routers forwarding packets @ratbdes toward the in-
tended destinations.

The ad hoc network concept is not new; it originates from tndyeDARPA packet
radio network (PRN) and Survivable radio network (SURAN) pot$ in the 1980’s
[1][2][3] [4]. Since that time, the dynamic self-configugmature of ad hoc networks
has attracted attention for several military applicatiorall sectors, including the Army
[5] [6] [7] [8], the Navy [9] or the Air Force [10]. Due to the padly growing user de-
mand for wireless access, ad hoc networks have also startgapear recently within
the commercial sector in various forms and scales. As "mesivarks”, they are cur-
rently being considered as complements or alternativesltolar networks for broad-
band wireless data access [11] [12] [13][14]. This is duehtwrtminimal deployment
cost and their potential to increase capacity and offerebettbustness as more users

are added to the network. Sizewise, mesh networks can bd tmetaveen personal area



networks (PANs) and sensor networks. PANs are short-raddma networks sponta-
neously formed by lightweight mobile devices to performmeiactive or collaborative

task [15][16]. At the other extreme, sensor networks maysisirof thousands of tiny

inexpensive nodes deployed in an area to perform variousirsgand collaborative

processing tasks. Sensor networks are envisioned to eperattended in diverse envi-
ronments for extended periods of time [17][18].

While an ad hoc network shares the internet distributed comration paradigm
and its exciting visions and applications, it also diffenssome fundamental aspects:
available bandwidth is scarce, the wireless medium is shamgles may have power and
memory limitations, and the network topology can be highigamic. In view of these
restrictions, classic problems of wireline data networks|uding resource allocation
and routing, become more difficult and require a fresh treatmin addition, topology
organization and mobility management are issues uniquleisoenvironment. In this
dissertation, two fundamental problems related to theoperdnce of an ad hoc network
will be addressed: topology organization and transmissatreduling.

The aim of topology organization is to form and maintain a oumication infras-
tructure from a set of geographically dispersed wirelesgesoln order to communicate,
nodes must first be able to discover other nodes in proxinfitg discovered topology
can then be further controlled by transmission power anjast or channel partitioning.
Topology organization plays a key role in the performanceooting or transmission
scheduling protocols used in the ad hoc network. A wrongltgpomay considerably
reduce network capacity, increase end-to-end packet deldylecrease robustness due
to node mobility and failures.

Given a network topology, transmission scheduling seeksotdinate transmis-

sions such that bandwidth is allocated to the entities camgpéor the wireless medium



according to a Quality of Service (QoS) objective. The egimay be nodes, links or
multi-hop sessions. The QoS objective depends on the iatkagdplication. In some
applications, traffic requirements are known in advancether applications the entities
request fair service from the network.

The remainder of this chapter presents the two problems ire metail and intro-
duces the basic terminology that will be used throughoutiksertation. The chapter

concludes with a summary of our contributions.

1.1 Topology Organization in wireless ad hoc networks

Topology organization consists of two operations: neighbod discovery and topol-
ogy control. In neighborhood discovery nodes seek otheesedthin proximity; in
topology control the discovered topology is restricted ahdped according to certain

performance criteria.

1.1.1 Topology Control

One way to exercise topology control in an ad hoc network isugh transmission
power adjustments. Consider a set of geographically disdessreless nodes. The ad
hoc network topology depends on both the node locations Asagtheir transmission
power levels. By increasing its power level, each node cachrealarger part of the
network with a single transmission. However, this resultgicreased interference and
higher energy expenditure. On the other hand, low powelidevay result in a discon-
nected network. The problem of finding the minimum node pdeszls to maintain a
connected topology has been addressed in [19][20]. Minimpowmer assignments for

constructing and maintaining a multicast tree structusreteso been considered [21].



In [22] each node is allowed to use different transmissiongrdevels for each link; a
method based on Delauney triangulation is used to seleicdldgks in the network.

Given node transmission power levels, the ad hoc networkbeampresented as a
visibility graphG (N, E), where the vertices correspond to wireless nodes and tlesedg
correspond to pairs of nodes that can hear each other. Iicdth wireless proximity,
the visibility graph also determines interference—theadoast nature of the wireless
medium induces location-dependent contention. Interfedo-located transmissions
can be assigned to differeabannelsto reach conflict-free the intended receivers. On
the other hand, the same channel can be reused by transmsitisad occur sufficiently
apart in space. Channels can be defined in the time, frequermode domains as time
slots, frequency bands or spread spectrum codes (freqbeppmng (FH) sequences or
Direct Sequence (DS) codes), respectively.

Throughout this dissertation we will use the term "chanraaily for a frequency
band or spread spectrum code; time slot assignments willuokesl separately in the
context of transmission scheduling. Topology control tigiochannel assignment seeks
to partition the visibility graph in multiple interconnect channels such that the re-
sultant network topology—a subgraph of the visibility drapatisfies specific perfor-
mance objectives. Such objectives include connectivisgifening the visibility graph
is connected), energy efficiency or robustness to mobitligy may be sought under
constraints such as maximum number of channels availaltteeinetwork [23] and/or
maximum number of participants per channel [24] [25][28][28] [29] [30][31].

A network operation related to topology control is clustgri The main purpose of
clustering is to facilitate management of the ad hoc netvogrklecting a certain node
subset as "clusterheads”. Clusterheads are vested withdbeimensive network man-

agement tasks and coordinate operations within theiredugt typical application of



clustering in ad hoc networks is hierarchical routing pcole [32][33][34]. Cluster-
heads are elected using distributed election algorithrhes@& algorithms may be based
on local criteria such as node identities [35], node deg8&¢gr, more generally, node
weights that reflect power reserve or mobility [37][38]. Maophisticated distributed
election algorithms take into account constraints on elusize [39] or cluster diame-
ter [40]. Clustering differs from topology control in thatist not primarily intended to
restrict the physical topology structure. However, it magilitate the topology control

operation by distributing it over the clusterhead nodes.

1.1.2 Neighborhood Discovery

The neighborhood discovery problem in ad hoc networks wasdnced in [41][24] and
subsequently addressed in [42][43][44]. In this problendes need to coordinate their
transmissions so that they discover their neighbors inmum time. This resembles the
transmission scheduling problem in that the nodes neeansitnit in a shared channel.
However, it differs in two main aspects: first, the nodes do kmow their intended
recipients; second, the emphasis is not on communicatidiorpgance but rather on
the delay of each node to discover its neighbors subjectltooales performing the
discovery protocol. Discovery delay can be defined as the tieeded for all neighbors
to successfully receive a discovery packet (asymmetricodliexy) or the time needed
for all nodes to acquire knowledge about each other (synierdicovery).

In [41] we studied symmetric discovery for a pair of nodesi\gsa channel imple-
mented as a frequency hopping sequence. Multiple nodessubsequently considered
in [24]. Alonso et. al. [42] study symmetric discovery in agle frequency band. The
frequency hopping channel and multiple node cases havdatsostudied in [43][44].

The analyses in [42][43][44] assume nodes perform disgowvesynchronous rounds;



in [41][24] no synchronization is needed.

1.1.3 The challenge

So far, research on distributed topology organization hiasapily focused on the topol-
ogy control aspect—nodes start forming the topology, awhiteeir neighbors. The need
for neighborhood discovery makes the problem more diffifarltwo reasons: First, it
requires algorithms operating in an incremental mannezoi&® it introduces delay as
an additional performance objective. Hence, in the topplaganization problem we

will seek efficient topologies that must also be formed inimumm time.

1.2 Transmission scheduling in wireless ad hoc networks

1.2.1 Interference constraints and traffic models

The ad hoc network is represented by a visibility graptiVv, £). We define interfer-
ence in terms of transmissions occurring within a singlencley defined as a frequency
band or spread spectrum code. Within a chanmelliésion occurs when multiple trans-
missions arrive simultaneously at a receiver. We assuntdttbaadios do no support
capture—upon a collision, all received transmissions@se. |

Due to cost restrictions, each node in an ad hoc networkajipibas a single com-
munication transceiver and hence is unable to transmitecelwve simultaneously. This
hardware constraint together with location-dependentesdion gives rise to the no-
tions of primary and secondary interference. Primary fetence occurs if a node is

scheduled to transmit and receive simultaneously, or ifderreceives simultaneously

1capture refers to the ability of some radios to recover thengest out of a set of simultaneously

arriving transmissions.



from multiple transmissions intended to it. Secondaryrfietence is due to unintended
broadcast transmissions. It arises when a recdi&ined to a particular transmitter
T'1 is within range of another transmittéR2 whose transmissions, though not intended
for R, collide with the intended transmissions©f. Figure 1.1 illustrates the different

manifestations of primary and secondary interference.

Figure 1.1: Dotted lines denote wireless proximity. Theas denote intended point-
to-point transmissions (flows). Primary interference esatiany flows adjacent to a
node are activated simultaneously. For examigleand F, force nodeD to transmit
and receive simultaneouslyt;, and F3 result in nodeE’ receiving from two intended
transmissions. Also, since a packet is destined to a siregardition, nod€’ cannot
transmit onF; and F,; simultaneously. Secondary interference: If flows and F;

transmit at the same time, they will result in a conflict at@at the receiver of'.

Depending on the intended neighbors of each node, thrde trabdels exist for
single-hop transmissions. In the point-to-point trafficdalp each transmission is in-
tended for a single neighbor; in the broadcast traffic modeharansmission is intended
for all neighbors; in the multicast traffic model a transnaass intended for a subset

of neighbors. Unicast (or multicast) data applications ighér layers are naturally



mapped to the point-to-point (or multicast) single-hogfitamodels. In applications

where control information needs to be quickly disseminatethe entire ad hoc net-

work, the single-hop broadcast model is more suitable. énbttoadcast traffic model,

only primary interference exists because each node trasgmiis intended for all its

neighbors, or equivalently, all transmissions occurringuad a node are intended to
this node. In the point-to-point and multicast traffic madebth primary and secondary
interference exist.

In this dissertation our primary focus will be on schedulaega traffic of unicast
applications sharing the ad hoc network. Such applicatmesaturally mapped to the
point-to-point single-hop traffic model, where the ensitie be scheduled are links. Sec-
ondary interference can be mitigated by scheduling intérideismissions that satisfy
the primary interference constraints on different chasin€ne way to achieve this is
to assign a different channel to each link. However, as Imlay grow exponentially
with the network size, they may easily outnumber the numbevailable channels. In
addition, determining which channel to use for each linkuregs global topology infor-
mation. These issues are addressed by associating eackito@deunique channel; if
each link is assigned the channel of one of the node endpdires all transmissions
satisfying the primary interference constraints will ocoudifferent channels. Blue-
tooth [15] is a wireless technology that implements thishodtusing spread spectrum
signaling. Each node is associated with a unique frequeappihg (FH) sequence de-
rived from its unique address. Upon link establishment, ainthe node endpoints is
assigned as master and the other as slave. The link is addlym&H sequence of the
master. Although not orthogonal, Bluetooth FH sequences haen shown to perform
well in practice [45]. Interference can be further mitightesing distributed assignment

mechanisms that minimize the number of FH channels peritp¢a#][44][25]. In [23]



it is shown that perfectly orthogonal access can be achigveaties within two wire-
less hops of each other are assigned orthogonal channBlgzifis an upper bound on
the intended adjacent links per node, a totalbX,,,,.(Dyne — 1) + 1 (instead ofN)
channels are needed. References [23][46] propose digdlalynamic algorithms per-
forming such assignments. An alternative (and potentrallye expensive) technique to
using multiple channels for mitigating secondary integfere is to use a single channel
and directional antennae on the intended communicati&s.lin

We will call systems that tolerate secondary interferenmugti-channel systems
while systems where both primary and secondary interfereristsingle-channel sys-
tems When we refer to multi-channel systems, we will also assuraedifferent chan-
nels are orthogonal—-transmissions on a channel are dgrreceived by a node listen-
ing on that channel despite any in-range transmissiongrtagtbe occurring at different
channels. Notice that, in addition to suppressing secgndserference, multi-channel
systems can also perform topology control: channel asstgitsrto selected links can
restrict the network visibility graph in a desirable manms will be demonstrated later,
this feature will play a key role in determining the netwodpacity used for provision

of QoS guarantees.

1.2.2 Medium Access Control Protocols

Transmissions in the time domain are coordinated by a Mediooess Control (MAC)
protocol. MAC protocols are based on either random (or cditte-based) access or
Time Division Multiple Access (TDMA).

Random access protocols typically operate over a singleneghéor which the nodes
compete. Each node bases its transmission decisions aerc@nse and random back-

off in case the channel is sensed busy. Representative easrap ALOHA [47],



CSMA [48], or the Distributed Coordination Function (DCF) oétiEEE 802.11 stan-
dard for Wireless LANs [49]. The attractiveness of randomweas protocols for ad hoc
networks lies in ease of implementation—nodes base tlaismnission decisions only
on local information. While they work well under light traffiander heavy traffic they
may incur high delays and low throughput. There is curreimignse research effort
for improving the performance of random access protocalgjever, by nature, such
protocols cannot be used for the provision of strict bantiwadlocation guarantees.

Time Division Multiple Access (TDMA) is based on a differepttilosophy. The ad
hoc network operates according to a slotted schedule ob@&ti,;.,,, slots. During
each slot transmissions are scheduled such that no cordticts at the intended re-
ceivers. Depending on whether a broadcast or point-totpi@ffic model is sought the
scheduled entities can be nodes or links, respectively.b@hdwidth allocated to each
entity equals the number of slots it receives during the cigleeperiod.

Due to its conflict-free nature TDMA provides better utiivea of the wireless
medium compared to random access. Since the schedulegsntn be either nodes
or links both broadcast and point-to-point traffic can bepsued naturally and effi-
ciently. In addition, TDMA can support multiple channelsaaibwer cost. Consider a
multi-channel ad hoc network where each node has the cégaifitransmitting to or
receiving from one channel at a time due to the single-tr@asc constraint. If a ran-
dom access MAC protocol is used, in addition to the transati#ive uncertainty, a node
must be able to decide which channel to use. Due to this @nstmost multi-channel
random access MAC implementations require multiple comoation transceivers per
node (equal to the maximum number of channels the node ipates)[50]; this in-
creases system cost. In TDMA only a single transceiver isiegeat every slot in the

TDMA schedule, each node knows on which channel to transméceive.
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1.2.3 TDMA challenges

The two major advantages of TDMA over random access are thty adprovide band-
width allocation guarantees and conflict-free access taileless medium; however,
exploiting these advantages in the distributed ad hoc n&teetting has been a notori-

ously challenging task.

Bandwidth allocation guarantees

Provision of bandwidth allocation guarantees typicaltyuiees global network topology
information and a priori knowledge of traffic requirementgo make this argument
more concrete we review the TDMA approaches for QoS routingd hoc networks.
Consider a set of unicast multi-hop sessions sharing the achétwork with traffic
requirements expressed in slots. Assume for the time bbatiglie routes are fixed. To
supportr; slots for sessiom, each intermediate link over the route of this session must
supportr; slots. Hence, the demands of all routed sessions deternseed link slot
demands to be realized by a TDMA schedule. Since the ad hemriebperates with
a period equal td,., slots, we ask whether there exists a schedule of length less
thanT, .., slots that can realize the link demand allocation. To anshisifeasibility
guestion for any given link demand allocation, we must be &bkcompute a minimum-
length schedule. This problem is NP-complete for both sirmdpannel [51] and multi-
channel TDMA systems [52]. Efficient centralized heursstiave been proposed in
[53][54][55].

In practice the sessions and their routes are not all givevuance; in a more re-
alistic model sessions arrive one at a time. In this case, eeel o find a route that
supports the traffic requirement of each incoming sessiorcardidate route can be

tested by 1) increasing the current link loads over the rbytthe session slot require-
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ment and 2) using the heuristics in [53][54][55] to compufE@MA link schedule of
short length. The session will be admissible over the cadidoute if the schedule
length does not exce€ll, .., slots. Two problems arise here. First, the computation
of the TDMA schedule requires global topology informati@®econd, if the session is
admitted, the new TDMA schedule must be disseminated torttieeenetwork. Hence,
this centralized approach is not practical for the disteduad hoc network setting.

Zhu and Corson [56] and Lin [57] use a different approach fos@muting. Instead
of computing a new network-wide TDMA schedule for each incmnsession, they
fix the slot positions of existing sessions and, for eacherotltey seek the maximum
available number of slots subject to the fixed slot positionthe route. This problem
is also NP-complete even if global information is availabldowever, this approach
allows distributed heuristics for computing available @haidth and reserving slots over
aroute. Other distributed QoS routing approaches for aschbtweorks focus on mobility
issues but do not take into account the MAC layer [58][36][59

QoS routing operates according to a Constant Bit Rate (CBR) senoacel where
sessions arrive with known bandwidth requirements. Howesgne applications have
no more specific requirements than asking for the maximursiplesbandwidth from
the network. In this case, it is intuitive to allocate banditiiaccording to a fairness
objective. The algorithms in [53][54][55][56][57] cannbé¢ used for fair allocations be-
cause they are specific to admission control. Sarkar andulasgropose a distributed
algorithm for computing max-min fair rates for multi-hopss®ns in multi-channel
wireless ad hoc networks [60]. However, the schedule coatiout that enforces these

rates requires global topology information.
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Conflict-free access

Mobility and traffic dynamics in an ad hoc network require achmnism to ensure
the TDMA schedule remains free of transmission conflicts. ofnmon technique is
to split the schedule df},.,, slots in a control part of .., slots and data part of
Ta.:0 Slots. During the control part the network TDMA scheduleasrganized, i.e.
the nodes exchange control information and reassign slatpdate their transmission
schedules in a consistent manner. Then the data part useewhechedule for the
actual data transmissions. This technique introduces d @zatrol overhead equal to

Teontrot/ Lsystem- 1t @lSO requires a priori knowledge of two types of globdbimation:
1. Network-wide slot synchronization: all nodes know when a slot starts.

2. Universal slot enumeration: all nodes know the slot boundaries of the con-

trol/data parts.

Network-wide slot synchronization can be supported by ggjug all nodes with
GPS clocks or by using a protocol that periodically syncimesithe network [61]. Such
solutions are costly but may be justified in specialized iappbns (e.g. military mis-
sions); however they may not necessarily hold in more géimetbad hoc network set-
tings (e.g. civilian applications) and may not even be sujgpidoy certain TDMA-based
wireless technologies (e.g. Bluetooth).

Knowledge of universal slot enumeration in TDMA-based ad hetworks is an is-
sue that, to the best of our knowledge, has yet to be raisabeldistributed ad hoc net-
work setting this information is not available in advancé&ew powered on, each node
only knows the slot enumeration of its own local scheduleofmmon slot enumeration
might be established by electing a leader node that provisiéscal slot enumeration

as a reference to the rest of the nodes in the network. Sucstribdied leader elec-
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tion protocol would need to run continuously because nékwignamics (node power-
ons/power-offs and mobility) may generate multiple slaireration references in the
network. Upon detection of such an event, the nodes musesdspmmunications un-
til the election protocol converges to a common slot enuti@raThis would be clearly

inefficient in a mobile setting.

Even with global synchronization and enumeration, furttiéiculties are associ-
ated with splitting the TDMA frame into control and data garThe control part may
use either a TDMA or a contention-based mechanism. In thiectse the control part
consists ofl.,,..,., = N slots, whereV is the number of nodes in the network. At slot
1 of the control part, nodétransmits and all other nodes listen [9][57]. This approach
provides a natural order for the nodes to perform schedual@aisions and ensures that
control information will be exchanged conflict-free duritige control portion. How-
ever, it requires a priori knowledge of the number of nodethénetwork. In addition,
large network sizes imply a large control part with respethe data part—hence it is not
scalable. AlternativelyT,..... can be fixed and independent of the network size; nodes
compete during the control slots using a random accessquidi@.g. slotted ALOHA).

In this case, the control messages may collide and therecageiarantees that the in-
tended schedule reorganizations will occur during thercbmart. Clearly there is a
performance vs. overhead trade-off associated with theelwd 7., in this case; an

appropriate value can be determined using simulations [62]

Summary

TDMA allows for provision of bandwidth guarantees but tyadlg requires global in-
formation to achieve this goal. While distributed TDMA protds for supporting CBR

service do exist, a flexible framework for supporting moreeyal QoS objectives such
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as fairness is a problem that has remained unaddressedditroadcurrent techniques
for maintenance of the TDMA schedule conflict-free propentyy generate excessive
control overhead and rely on restrictive assumptions ssctetwork-wide slot synchro-
nization, global slot enumeration and knowledge of the nematbnodes in the network.
In the transmission scheduling part of this dissertatiorawe to address these funda-

mental issues within the framework of a novel distributedvidarchitecture.

1.3 Contributions of this dissertation

The goal of this dissertation is to study distributed meddras for topology organiza-
tion and coordination of transmissions in order to achiéuba@ performance objectives.

In Chapter 2 we address an instance of the topology orgamizptoblem that arises
in Bluetooth scatternets[41][24][63]. Bluetooth scattésnare multi-channel ad hoc
networks where all channels (including the discovery clejrere implemented as fre-
guency hopping sequences and communication channels hiavé @n the number of
participants.

Neighborhood discovery in a frequency hopping channelisquaarly challenging
because the nodes need to coordinate both in time and freguafe first devise a sym-
metric link establishment protocol where two nodes try &cdver each other using a
schedule that alternates between two complementary Jeshver states. We show
that if the schedules are deterministic the mean discovelgydan be arbitrarily large;
for randomized schedules we show that the mean and stane@atidn of the discov-
ery delay are finite and derive analytical expressions gilistnibutions on the schedule
state residence times. We then use the link establishmetdqal as a basic building

block of a topology construction protocol. In addition tesaring network connectivity
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subject to the Bluetooth channel participation constratiies protocol offers the flexi-
bility to realize topologies with additional desirable pesties such as minimization of
the number of channels used in the network.

Chapters 3 through 6 focus on the transmission schedulinglggmo In Chapter
3, we relax the global slot synchronization assumption at@duce an asynchronous
TDMA communication model, where slot reference for eack isnprovided locally by
the hardware clock of one of the node endpoints [64]. We stinelpverhead introduced
when nodes switch among multiple time references and peoggsrithms for overhead
minimization.

Chapter 4 introduces and analyzes a distributed asynchschidMA protocol for
multi-channel ad hoc networks where nodes reassign slaisednadjacent links in re-
sponse to asynchronous events triggered by a higher lalgempibtocol can be executed
in parallel and can maintain conflict-free transmissionth@énetwork. The TDMA pro-
tocol can also provide bandwidth guarantees by incremgmegching a TDMA sched-
ule that realizes a set of slot demands on the network links dgvive local conditions
the nodes can use to generate demands on their adjacerdditikat the induced global
link demand allocations are always feasible.

The local conditions provide a subset of feasible allocetiover which any QoS
objective can be defined and enforced. In Chapter 5 we considenax-min fairness
(MMF) objective for the network links [65]. We introduce aitlibbandwidth allocation
algorithm that computes the MMF rates while, at the same,togneles slot reassign-
ments in the distributed TDMA protocol to reach a schedud¢ émforces these rates.

In Chapter 6, a framework is introduced for provision of ratagntees to multi-hop
sessions [66]. This framework consists of two componentseral-to-end bandwidth

allocation algorithm that allocates rates to the sessioosrding to a QoS objective and
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a link scheduling algorithm that reaches a TDMA schedulemnfg these rates. For
the end-to-end bandwidth allocation component we intrecalgorithms for allocating
bandwidth according Constant Bit Rate (CBR) and Available Bit RaBRAservice
objectives. For the link scheduling component, we solvedyreamic link scheduling
problem for tree networks and provide upper bounds on cgevee delay. Both end-
to-end and link scheduling algorithms rely only on locabimhation.

Chapter 7 contains a summary of the major contributions sfdigsertation along

with some suggestions for further work.
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Chapter 2

Distributed topology construction of Bluetooth

Wireless Personal Area Networks

Most experimental ad hoc networks to date have been builbprot single-channel,
broadcast-based 802.11 wireless LANs or IR LANSs. In suctvaoets, all nodes within
direct communication range of each other share a commomehasing a CSMA MAC
protocol. In addition, multi-hop routing is used as a meamddrwarding packets be-
yond the communication range of the source’s transmitiacesa single channel is used
throughout the network, the topology of the ad hoc networkicitly (and uniquely)
determined by distance relationship among the particigatodes.

We aim to address a problem that arises when multiple cheramelavailable for
communication in an ad hoc network. The problem is detemginvhich subgroup of
nodes should share a common channel and which nodes shoaklratays, forwarding
traffic from one channel to another. The channel assignnienild be performed so that
all constraints posed by the underlying physical layer atesfed, while ensuring that
the resultant topology is connected.

We address an instance of the above problem which occurs gtdith-based ad

hoc networks, known as scatternets. Bluetooth is a promisicignology that aims to
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support wireless connectivity among cell phones, headB&tas, digital cameras, and
laptop computers. Initially, the technology will be usedagplacement for cables, but
in due time, solutions for point-to-multipoint and multd networking will evolve.

Bluetooth is a frequency hopping system which defines melgplannels for com-
munication (each channel defined by a different frequenppimy sequence). A group
of devices sharing a common channel is called a piconet. Rmadmet has a master
unit which selects a frequency hopping sequence for thenpicand controls access to
the channel. Other participants of the group, known as slants, are synchronized
to the hopping sequence of the piconet master. Within a pigdhe channel is shared
using a slotted Time Division Duplex (TDD) protocol where aster uses a polling
protocol to allocate time-slots to slave nodes. The maximumber of slaves that can
simultaneously be active in a piconet is seven.

Multiple piconets can co-exist in a common area becausem@achet uses a differ-
ent hopping sequence. Piconets can also be interconndetédidge nodes to form a
larger ad hoc network known as a scatternet. Bridge nodesagabte of timesharing
between multiple piconets, receiving data from one picanetforwarding it to another.
There is no restriction on the role a bridge node can play ah @éconet it participates
in. A bridge can be a master in one piconet and slave in oth&iS pridge) or a slave
in multiple piconets (S/S bridge).

It is possible to organize a given set of Bluetooth devices amyrdifferent config-
urations. Figures 3.1(b) and 3.1(c) show two example cordigans in which nodes in
a Bluetooth network can be arranged. All nodes are assumegl itofadio proximity
of each other. In Figure 3.1(b) all nodes are part of a singlenet. Figure 3.1(c) il-
lustrates another configuration where node A is master ohgtl, node E is master of

piconet 3, node B is an M/S bridge (master of piconet 2 andwvee si&piconet 1), node
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Piconet 1

Figure 2.1: (a) Single channel topology. (b),(c) Differennhfigurations according to

the Bluetooth multi-channel topology model.

D is a slave of piconet 1 and node C is an S/S bridge (slave mnpis 2 and 3). In
contrast to these scatternet configurations the node arirection topology in a single
channel system will be a complete graph (Fig. 3.1(a)) siticeaales will hear each
other’s transmissions.

Given a collection of Bluetooth devices, an explicit topgl@gnstruction protocol is
needed for forming piconets, assigning slaves to picoaet$jnterconnecting piconets
via bridges such that the resulting scatternet is connec®edth a protocol should be
asynchronous, distributed and may start with nodes noniaamy information about
their surroundings.

The problem of constructing distributed self-organiziegworks has been addressed
in the past [35][9][67][36][68] [19] [69]. All approachessume existence of a broad-
cast channel through which neighborhood or control infdiomecan become available.
The Bluetooth setting introduces two unique challengest, firg broadcast channel
exists for facilitating the exchange of any control infotiaa, including proximity in-
formation; second, even if proximity information is avaie, the piconet membership
constraint renders the formation of a connected topologgra ehallenging task.

The scatternet formation problem was introduced in [24]suigbequently addressed
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in [25][26][27][28] [29] [30][31]. Degree-constrained atternet formation for multi-
hop topologies has been investigated in [25][27][28][30he problem is NP-complete
for some instances and can be solved by a polynomial algotitfider certain assump-
tions [31]. All proposed solutions are distributed: stagtwith the sole knowledge of
their one-hop neighbors, the nodes perform role assigrsm@ntheir adjacent links to
reach a connected topology that satisfies the Bluetooth ctinite requirements.

The scatternet formation problem becomes significantlgéraif nodes start with
no knowledge about their surroundings. The discovery clasra frequency hopping
sequence; nodes in proximity need to synchronize both tinging and frequency hop-
ping patterns before being able to communicate. In thisnggtéven the formation of
individual links becomes an issue—delays are random antheambitrarily large if no
proper measures are taken.

We introduce and analyze a randomized symmetric protoetlytields link estab-
lishment delay with predictable statistical propertiesict®a protocol is necessary for
pairs of identical devices or in situations when any extenmeans for selecting initial
device states are not available. We then propose the BlieTagology Construction
Protocol (BTCP), an asynchronous distributed protocol tkegrels the point-to-point
symmetric mechanism to the case of several nodes. BTCP is basadlistributed
leader election process where proximity information i€di®red in a progressive man-
ner and eventually accumulated to an elected coordinatde.n&iven a view of the
topology, the coordinator can then use a centralized dlguorio form a connected scat-
ternet topology.

We present a version of BTCP optimized for the single-hop dasedll nodes are
within wireless range of each other). This is a valid assuongor Wireless Personal

Area Networks (WPANS), currently considered by the IEHPE. 15 standard [70]. Com-
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pared to other forms of ad hoc networks, such as Mobile Ad Heiwvdrks (MANETS)
or sensor networks, WPANSs are characterized by a relativefl sumber of low-power
devices operating within a limited geographic area (e.grdarence room). In addition
to connectivity, WPAN applications require scatternet fation in a short amount of
time that is tolerable by a human user.

Zero-knowledge distributed scatternet formation hasla¢sm addressed in [26][29].
Similar to BTCP, the protocols are distributed and are tacy&iesingle-hop environ-
ments. However, they construct and re-arrange the scettepology as links are dis-
covered. The protocol of Law et.al. [26] constructs biggartopologies while the pro-
tocol of Tan et.al. [29] focuses on the construction of tr@eotogies. Compared to
[26][29], BTCP is more flexible in constructing the topologychese it uses a central-
ized algorithm for the role assignment phase.

The remainder of the Chapter is organized as follows: Se@itnntroduces the
asymmetric link establishment protocol as defined by the Bhta Specification. In
Section 2.2 we propose and analyze the symmetric link eslaiént protocol. Sec-
tions 2.3 and 2.4 describe the WPAN application requirememdsdetailed operation of
BTCP, respectively. Since the total number of participant®tknown, each node uses
a timeout to assume leader election termination. The timietoduces a correctness-
delay tradeoff in the network formation. Using the delaylgsia of Section 2.2 we
show in Section 2.5 how to best choose the protocol paramgtarder to maximize
the probability of forming a connected scatternet whileimiming delays. Section 5.5
provides a detailed survey of the state-of-the-art in Blo#tscatternet formation. Fi-

nally, Section 5.6 concludes the Chapter.
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2.1 Link establishment in Bluetooth

Bluetooth link establishment is a two-step process thatlwegthe Inquiry and Pag-
ing procedures [15]. Both procedures are asymmetric, imvgltwo types of nodes
that perform different actions: during Inquiry, senderscdver and collect neighbor-
hood information provided by receivers; during Paging,degs connect to previously
discovered receivers.

When senders and receivers use the same (Inquiry or Pagetg)eincy hopping
sequenck they will most likely start at different frequency hops ied from their
local clock readings. To overcome this frequency uncefaanders and receivers hop
at different rates. A receiver changes hops slowly (eve?gs), listening for sender
messages; a sender transmits at a much higher rate (&&uny) while listening in-
between transmissions for an answer. The term Frequenash8ymzation delay (FS
delay) refers to the time needed until the sender transmitstoch the frequency the
receiver is currently listenirfg

The functional difference between the two procedures isltitiry uses a univer-
sal frequency hopping sequence while Paging uses a comniatatpgpoint frequency
hopping sequence. Using a universal frequency hoppingesegy a sender node ef-
fectively broadcasts an Inquiry Access Code (IAC) packetthatbe heard by receiver
nodes listening for such a packet. During the paging proeedu sender uses a re-
ceiver’s page hopping sequence and effectively unicastsvecB Access Code (DAC)

packet to be heard only by this receiver. Hence, Inquiry lve® many units where a

1Ny, the number of frequencies in the inquiry or page hoppingsetual ta32 for systems operating
in Europe and US antb for systems operating in Japan, Spain and France.
°The time needed by the sender to cover the entire inquiry ingpipequency set i coverage =

Ny x 625 ps which is10 ms (20 ms) for the 16 (32) hop system.
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sender can discover more than one receiver while Pagindygsonly two units where

a sender pages and connects to a specific receiver.

2.1.1 The Asymmetric Protocol

The asymmetric Bluetooth link establishment protocol (F¢2) begins by the sender
entering the INQUIRY state and the receiver entering theWNRY SCAN state. After
an initial FS delay, the sender transmits on the frequengythe receiver to which
is listening. Upon reception of the IAC packet, the recesleeps for a random time
interval (called RB delay), uniformly distributed betwe@@ndr,,..(= 639.375ms).
The random back-off is performed to avoid collision at theds in case two or more
receivers were listening on the same frequency hop andmespicsimultaneously.

When the receiver wakes up, it tunes to the hop it was listebefgre the back-
off occurred. After a second FS delay, an IAC packet is reszEivhe receiver replies
with an FHS packet and starts listening on its page hoppiggesece by entering the
PAGE SCAN state. The FHS packet contains the identity andkabdche receiver.
Upon reception of the FHS packet, the sender initiates tiggBgrocedure by entering
the PAGE state. The identity and clock in the FHS packet aeel tis determine the
receiver’'s page hopping sequence and current listeningrespectively. Thus, when
paging follows inquiry, the FS delay is eliminated and thedss transmits a DAC packet
on the receiver’s listening hop.

The remaining control messages are exchanged in consesidis 0f625..s each.
The receiver replies with a DAC packet. The sender then itnéesa FHS packet to
let the receiver determine its channel hopping sequencephase. The receiver ac-
knowledges with another DAC packet and becomes the linkesla&s soon as the

sender receives the DAC acknowledgment, it becomes themiagter. After an ad-
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ditional POLL/NULL packet exchange, the synchronized rodey start exchanging

data. Figure 2.2 illustrates the components of the overatiopol delay. The Inquiry

Sender Receiver

(1) Start in the
INQUIRY state

| (2) Start in INQUIRY
SCAN state

(3) Go to sleep

RB
delay
0-639.375 ms

Link Formation Delay

::::IZ::Eéiéi:Z::::*- s 2v] (4) Wakeup
Q
(6) Enter the 1V = .c'?» (5) Respond and enter

PAGE SCAN state

PAGE state PAC »

(7) Connection (7) Connection
Established Established

Figure 2.2: The Bluetooth asymmetric link establishmentquol

delay consists of one RB delay and two FS delays. Since thelg$§iddypassed when
paging follows inquiry, paging delay 6lots,625..s each) is assumed negligible. Thus,

the overall delay of the asymmetric link establishmentgeot can be approximated by:
R=2FS+ RB (2.1)

whereF'S and RB are uniform random variables {0, T.operage] @aNdI0, 7as], respec-

tively.
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2.2 A symmetric link establishment protocol

The asymmetric protocol yields a short link establishmegiag provided that the
sender and receiver roles are pre-assigned. This may nobdsbfe in an ad hoc
network setting. For example, in a "conference room” saenaisers are not able to
explicitly assign sender and receiver roles on their devigdey just press a button and

expect to connect with their peers.

| I S 1ois
Unit1 |
o S 1 s 1|
Unitz2 | ——
ty! .

Merged | ] I e e
Schedule  x1 X2 X3 X4 X5 X6 X7 X8 X9 X10!_ X1
| N
! T A

4

Figure 2.3: The symmetric link establishment protocol: itaode alternates indepen-
dently between INQUIRY(l) and SCAN(S) state. Connection carestablished only
during the intervals where nodes are in opposite statestiffteeintervalT, from t, up

to the point where the two units are in opposite states foffecent amount of time is

the link establishment delay.

Links can be automatically established using the follonsggnmetric mechanism:
When a node is powered on, it arbitrarily assumes sender eivezaole by entering

the INQUIRY or INQUIRY SCAN state, respectively. The node ens in the selected

3According to eq. (2.1), the maximum delay of the asymmetr@qzol iS7a: + 2 - Teoverage =

639.375 ms + 40 ms = 679.375 ms for the 32-hop system and 659.3i#5 for the 16-hop system.
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state for a period of of time. If during this time no conneuntis established, it switches
to the opposite state. State alteration continues untihaection occurs.

Nodes execute the protocol independently; they will be sbnnect only during
intervals where they are in opposite states. During suchmtemval, the asymmetric
protocol is automatically executed. The sender will becamvare of the receiver only
when it receives the FHS packet after a random dé&lggiven by eq. (2.1)). If during
this time the sender independently switches to the recsihate, connection will not
occur. On the receiver end, the reception of the IAC packmsk-off activity and
transmission of FHS packets are not communicated to therlgyesrs of the Bluetooth
stack. Since we have only access to the upper layers anddeeeaineed to devise
a symmetric protocol without modifying the Bluetooth Speetion, we assume the
receiver becomes aware of the sender only after paging akdestablishment have
occured.

The symmetric protocol operation is depicted in Figure D8ring each "on” in-
terval X,,, the asymmetric protocol restarts execution. Connectiestablished only if
the generated random deldy, is less thanX,,. SinceR is random, the number of "on”
intervals needed until connection will be random. Therefahe symmetric protocol
is expected to have a random delay, typically greater thamétay of the asymmetric
protocol.

Some interesting questions arise regarding the perforenahcsuch a symmetric
protocol. Should the state residence intervals be constarandom? How can link
establishment delay be minimized? First, assume the nedehstates according to a
schedule of period’. Since the state residence intervals are constant, therigrvals
of the merged process,, in Figure 2.3 are also constant. For a specific protocol ha, t

"on” intervals can be arbitrarily small and the unsuccelsstecutions of the asymmetric
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protocol can be many; the delay, then, will be arbitrarikg&a Alternatively, if the state
residence intervals are drawn from a random distributiofinie mean and variance,
the mean and variance of the symmetric protocol link ethbient delay are finite and

can be expressed analytically. More specifically, the Walhg holds:

Theorem 2.2.1Let each node alternate states such that the state residet®eals
form an i.i.d. random procesg,, with mean£|[Z] and varianceV'[Z]. If E[Z] and

V'[Z] are finite, the mean and variance of the link establishmelatydg. are finite and

given by:
viry = Y VEIR> X VDU =) |y 03

whereR is the random link establishment delay of the asymmetriopa, X, is the in-
terval process formed by merging the state switching timésedivo random schedules,

andp = P[R < X].

Proof Without loss of generality, assume notlestarts alternating first, and node
starts alternating at an arbitrary time instanfFig. 2.3). Let/V;(¢) be the number of
state switches of nodgfrom timet, up to timet. N;(t) is a renewal process induced by
the i.i.d. interval procesg,,. Since the units alternate independentVy,¢) and N(t)
are independent. Consider the merged procégs consisting of the combined state
switchesN;(t) from ¢, up to timet. The interval procesX,, induced byN (¢) is i.i.d.

with the following cdf [71]:

Fute) = £o) + 2 [T R (2.4)

ho) = o) - 53 [ e+ S0 e
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Depending on the timé&, where node starts alternating states, we consider two
cases:

Case A:Let ty be such that the nodes start in opposite states. The noddsawal
the chance to connect during odd-numbered interXgls During each such “on” in-
terval, the asymmetric protocol will restart executiomfrgcratch. Connection will be
established only if the random deld, of the asymmetric protocol is less tha¥,.
Since the random process&s and Rz, are each i.i.d and independent with respect to
each other, this is equivalent to a coin-toss experimerit priobability of "connection-
successh = P[X < R]. Let the composite ("on"+"off") interval’,, corresponding to

a failure be defined as:

X, + Xpir if Ry > X,
Y, = n=2k+1,Yk>0 (2.6)

0 otherwise
The overall connection establishment def&y? is:

N
T2 =Y, + Ry (2.7)

n=1
whereN is the number of failures until a success occurs and is geaaky distributed

with parametep = P|R < X]. Thus, the average link establishment delay when nodes
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start in opposite states can be computed as follows:
E[T2"] = E[E[TZ™]|N] + E[R]

S BTN =] - PIN = ] + E[R

n=0

- ZE[ZY,}-P[NZTL] + B[R]
S n-EY) - PIN =l + E[R

= E[Y;]- E[N] + E[R]
— (E[X|R > X]+ E[X]) - E[N] + E[R] =

X|R > X+ E[X])(1 —p)
p
Case B:Let ¢, be such that the nodes start at the same state. The onlyedifer

E[Tor) = (Bl + E[R] (2.8)

with the previous case is that the first "off” interval intrgzks a constant delay factor

on the overall delay. Therefore:
Teme = X + TP (2.9)
whereT P is given by eq. (2.7). Then,
E[T*"™] = E[X] + E[T) (2.10)
Sincet, is arbitrary, the cases A and B are equiprobable. Combining2§) and eq.
(2.10), we reach the desired expressionH¢r|:

1 1
E[T.] = S E[TZ"] + 5 B[T2*™]

2 2
= JEIX] + B[] =
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To derive the varianc®[T.|, observe that eq. (2.7) and eq. (2.9) are sums of inde-

pendent random variables. In this case, the linearity aawae holds in the same way
as linearity of expectation. Repeating the same calcula®m E£|[T.], we reach the
desired expression for[T.]:

_VIX] | (VIXIR> X] £ VIX)(1 - p)

5 p + V[R]

The quantities?[ X | andV'[X] can be derived from eq. (2.5). The quantitiesX|R >

X]andV[X|R > X] can be computed by first considering the conditional pdKof

given thatX < r:

fa(z)
e if v <r

folz|z <71)= E
0 otherwise

Then,
E[X|X < R| = FIE[X|X <7]]

= /A /r x- fx(xlz <r)- fr(r)dedr =
r=0 Jx=0

E[X|X < R] = / 0/ ) ( >d:1:dr (2.11)

whereA = 7,00 + 2 - Teoverage- AlSO,
E[X?|X <R] = /‘/‘2 h Ix@) - folr) o, (2.12)
r=0 Jx=0 T)

whereA = 7,00 + 2 - Teoverage-

The conditional variance is given by:
V[X|X < R] = E[X? X < R] — (E[X|X < R])? (2.13)

and can be computed using equations (2.11) and (2.12). n
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Equations (2.2) and (2.3) hold for any distribution of fimtean and variance. Fig-
ure 2.4 is a comparative plot df[7.] as a function of the mean state residence in-
terval for the cases of uniform and exponential distritngio Both distributions yield
U-shaped curves. Very small and very large mean state resdatervals yield high
delays. For very small state residence intervals, manyt S$bof intervals are needed
until connection occurs. For very large state residenavats, the high delay is due to
the uncertainty in the initial state assignment: if the reostart at the same state, they
will wait for a large "off” interval before the first "on” inteval occurs. The exponen-
tial distribution yields a lower delay for large mean stasidence intervals. However,
both distributions perform similarly in the minimum delaggron: for a mean state resi-
dence interval 0600 ms the average delay is approximatély. This is approximately
three times greater than the average delay of the asymmedtizcol given by eq. (2.1)
(% Tmaz/2 = 319.688ms).

2000 -
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50 200 400 550 650 800 1000 2000 3000 4000

mean state residence time (ms)

Expected link formation delay (ms)

‘ — uniform — exponential ‘

Figure 2.4: Symmetric protocol: Average link establishingéelay for uniformly and

exponentially distributed state residence intervals.
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We have also investigated whether different mean statderse interval per state
yields a lower delay. In this case we use simulations to detey £'[T.]. Figure 2.5
depicts E[T.] with respect to the INQUIRY mean state residence intepyal Each
" x N” curve corresponds to the INQUIRY SCAN mean state residameeval;s being
N x p;. We observe that no benefit arises from using different mégte sesidence
intervals: In the minimum delay region of all curves, thel” curve yields the lowest

average delay.

6000 -
5000
4000 -
3000

2000 -

1000

Expected link formation delay (ms)

200 400 600 800 1000 2000 3000 4000 5000

Inquiry State mean residence time (ms)

x1 X2 x3

X4 —-—--x05 — — —-x0.333 x0.25 ‘

Figure 2.5: Symmetric protocol, uniform distribution: Rglfor different mean resi-
dence intervals per stateq # 1) vs. delay for equal mean residence intervals per state

(us = p1). Dotted curves correspond tpg < pr), while solid curves correspond to

(s > p)-

The randomized symmetric mechanism guarantees autonmktiestablishment be-
tween two Bluetooth devices in finite mean time. When more thandevices need to
form a scatternet a protocol must be devised on top of thisharesm. This protocol

must yield a connected topology with high probability whil@ng so in minimum time.
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The delay analysis of the point-to-point symmetric mectanwill provide a valuable

tool for balancing these conflicting objectives.

2.3 Scatternet formation

Our motivation for the scatternet formation problem arifesn a "conference meet-
ing” scenario. Suppose that several users wish to form aroadhétwork using their
Bluetooth devices. Each user powers on his/her device arnetexp see a "network
established” message after a short period of time. Aftertiessage appears, the user
will be able to exchange information with every other usdre high-level description

of this application embodies the elements of a successhtiiesaet formation protocol:

e Network establishment must be performed in a distributedrmea Each device
must start operating asynchronously on its own without amgr xnowledge of

the identities or number of nodes participating in the pssce

o Network establishment delay must be tolerable by the eed-arsd minimized as

much as possible.

e Upon completion, the protocol must yield a connected soatehat satisfies the

Bluetooth degree constraint 0fslaves per piconet.

In addition to satisfying connectivity, a desirable praibieature would be to shape
the scatternet topology according to application-spepiidormance criteria. For ex-
ample, a node may need to assume different roles in diffexpplication scenarios.
Also, due to its own nature, a node may pose more restricégess constraints: a Palm
Pilot may not have the processing power to be a mastet-@lave piconet. Criteria may

also exist in the form of traffic requirements to be satisfigdi®e nodes participating

34



in the network construction process. Marsan et al. [72] liexeésed a centralized role
assignment algorithm that minimizes the energy consumpifadhe most overloaded
node subject to node traffic requirements. In absence okisteey scatternet formation
criteria, and in order to design a simpler and faster prdiage propose the following

default properties that the resulting topology will satisf

R1 Each master may be connected to at mosD slaves: This condition restricts
the number of participants of each piconet/2o+ 1. The Bluetooth specification

requiresD = 7.

R2 Each node will be either master or slave on all its adjacent liks: The Bluetooth
specification does not prevent a node being master in onagtiemd slave in others
(M/S bridge); However, M/S bridges may result in high delaydhen the master
visits other piconets as slave, no communication can ocdinei piconet it controls.
Therefore, we use only S/S bridges to interconnect picondtste that with this

restriction the resulting topology will be bipartite.

R3 A bridge node will connect only two piconets: A bridge node forwards data by
switching between piconets in a time division manner. Aglad device may have
limited processing capabilities. A maximum degree of twieewes the bridge from
being an overloaded crossroad of multiple originated datssters. In addition, the
slot overhead incurred by switching multiple piconet tireéerences is minimized

[73] [74].

R4 Every piconet will be connected toall other piconets through S/S bridges:
A fully-connected scatternet in its initial state provida@gher robustness against
topology changes. Also, according to this property, noinguis needed: every

master can reach every other master through a bridge nodewang slave can
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reach every other node via its master in at n3osops.

R5 Any two piconets will share only one bridge: This condition seeks to minimize
the total number of piconet interconnection points. Two t@r@smay later use a

topology maintenance protocol to share more than one l®sidge

Given a number of nodes, we seek the minimum number of piconéts;,, that satisfy
constraints R1-R5. The motivation for this objective is samib finding the minimum
number of routers in an ad hoc network [69]: A minimum numbdegsiconets yields an
easier scatternet to control.

We now proceed to the derivation 6%,;,. According to conditionk2, the bipartite
scatternet consists of masters, slaves that belong to aelpiconet ("pure slaves”), and
slaves that belong to multiple piconets (S/S bridges). tihsuscatternet, the number of
masters equals the number of piconets.

Let P be the number of piconets and let piconetonsist ofs; pure slaves and;

bridge slaves for a total of; slaves:
n;=s;+b, 1<i<P (2.14)
Also, due to the piconet membership constrdint
n <D, 1<i<P (2.15)

According toR4 andR5, each master will have = P—1 bridges and; = n;— (P—1)
pure slaves. The total number of master®iand, according to R4 the total number of

bridges should b@. Therefore, the following holds:

P
P(P—-1
=1

where the three terms at the LHS are the total number of assigrasters, pure slaves

and bridges in the scatternet respectively.
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Equation (2.16) represents the valuesFoand NV that satisfy the scatternet forma-
tion requirements1 — R5. For a specifid?, there is a range of values 6f that can be
covered, depending on the possible valgie$-or example, a single picond? (= 1) can
accommodate fromV = 1 up to N = D + 1 nodes. Two piconets{ = 2) can cover
from N = D +2to N = 2D + 1 nodes—in this case, the two masters are connected by
a common bridge and each master has 1 pure slaves.

According to eq. (2.16), the maximuni (denoted byNV,,..) for a givenP can be
obtained if we set; = D — (P — 1), Vi. Then, eq. (2.16) becomes:

P
P(P—1
p+Z(D—<P—1))+% = Npaz =
=1
P? — (34 2D)P 4 2N,0e = 0 (2.17)

Solving eq. (2.17) folV,,,.,. we get the maximum number of nodes that can be supported

by a specificP without violating conditions R1-R5:

A%szGﬁZP«&+?n_P) (2.18)

According to R4 and R5, each master must be connected to every other master via
exactly one bridge node. Hence, the maximum number of ptsdhat can be supported
is P = D + 1. In this case every master h&sbridge slaves to all other masters.
UsingP = D + 1 in eq. (2.18) yieldsV,,,, = AL the maximum number
of nodes yielding a topology satisfying conditions R1-R5.rndseq. (2.18) we generate

the (ordered) set:

N™ = [£(1), ., f(P), ., f(D+1)}

Also, solving eq. (2.18) foPP and keeping the "-” solution we get:

(3+2D) — \/(3+2D)% — 8N4z
2

P = {7 (Npaz) = s Nigz € N (2.19)
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Since eq. (2.19) is the inverse function of eq. (2.18), foy ealue of V in the set
N™* eq. (2.19) yields an integét. Also, P is a strictly increasing (discrete) function
of Npaz. Any two consecutive numbers,, .1 = f(P1) and Nyuee = f(Pr + 1) in
N™** correspond to two valueB, and P, + 1 respectively. Sincé is strictly increas-
ing function of N, any values ofV not in N™* in the ordered se§ = { N1 +
1,...; Npazo — 1} that are used in eq. (2.19) will yield a real number betw&eand
P, + 1. Thus the values in the s8t including V,,..2, are the values oV supported by
a number of piconet®, + 1. Hence, using any value d@f in eq. (2.19) and rounding
the resulting real number to the next integer will alwaydd/ibe minimum number of

piconetsP,,;, that can suppord:

(3+2D)—+/(3+2D)2—8N l<nN< (D+1)(D+2)

Pmin =
2 2

(2.20)

In the case of Bluetoothl{ = 7), eq. (2.20) holds forV up to 36 devices; we believe
this is a sufficiently large number for the envisioned WPANImgpion scenarios. Note
that this restriction holds if we need to satisflf criteria R1-R5. A larger number of
nodes can be supported by either not requiring a minimum eurbpiconets or by

relaxing one or more of conditions R1-R5.

2.4 The Bluetooth Topology Construction Protocol (BTCP)

BTCP is based on a leader election process. Leader electionimportant tool for
breaking symmetry in a distributed system. Since the noties asynchronously and
without any knowledge of the number of participating nodms,elected coordinator
will be able to control the process and ensure that the iegutipology will satisfy the

scatternet formation criteria. The protocol consist8 phases:
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2.4.1 Phase |I: Coordinator Election

Phase | consists of an asynchronous distributed electiarcobrdinator node that will
eventually know the count, identities and clocks of all reogarticipating in the topol-
ogy construction process.

Each node has an integer variable called VOTES. Upon powea-node initializes
VOTES to1, and starts executing the symmetric link establishmentopod using a
randomized schedule.

Any two nodes that discover each other and connect enter-amio@e confronta-
tion by comparing their VOTES. The node with the larger VOTWSs the confronta-
tion. If the VOTES are equal, the winner is the node with thhgda Bluetooth address.
The loser provides the winner with all the FHS packets (identities and clocks) of
the nodes it has won thus far. Then, it disconnects and eieiRAGE SCAN state. In
this way, it will hear only page messages from nodes thatpaije it in the future. This
action eliminates the loser from the leader election anpames it for the next phases of
the protocol. Upon receiving the FHS packets, the winneremses its VOTES by the
loser VOTES and continues participating in the leader gledly resuming execution
of the symmetric protocol.

If N nodes are participating in the leader election, there wilVb- 1 confrontations.
The winner of theV — 1% confrontation becomes the coordinator. At this final stite,
rest of the nodes are in the PAGE SCAN state, waiting to be pbgednode that has

information about them.

2.4.2 Phase ll: Role Determination

After the election in Phase I, the coordinator has acquineddentities and clocks of

all nodes participating in scatternet formation. The cowtbr initiates Phase Il by

39



checking if the number of discovered nodg€ss less thanD + 1. If this is the case, it
pages and connects to all other nodes that are waiting in FAGAN; a single piconet

is formed with the coordinator as master and the rest of tliesi@s slaves. In this
special case, the protocol terminates at this pointNIf> D + 1, several piconets
must be formed and interconnected via bridge nodes. Usin{Pe20), the coordinator
computes the minimum number of piconéls;, that satisfy the default criteria R1-R5.
Then, the coordinator selects itself aRgl;, — 1 nodes as the designated masters and
Punin(Prin=1) gther nodes to be S/S bridges. The remainig: (P, + ZninCmin=1)y
nodes are assigned as "pure” slaves; they are equallytdisdgd among the coordinator
and the rest of the masters.

After role assignment, the coordinator constructs for yveaster X (and itself) a
connectivity list set (SLAVESLIST(X), BRIDGELIST(X)). Eadist contains contains
FHS packets (id+clock) to aid the designated master to gagessigned slaves instan-
taneously. Next, the coordinator pages and connects todithesrit selected as masters.
(Recall that, at the end of Phase I, the rest of the nodes wihieIRAGE SCAN state). A
temporary piconet is formed with the coordinator as masitdrthe designated masters
as slavet The coordinator transmits to each designated master itsemivity list set

and instructs the designated masters to start Phase hiljttdesconnects the temporary

piconet and starts Phase Il as a master.

2.4.3 Phase lll: Connection Establishment

Phase lll is initiated by the designated masters (includlmgcoordinator). Each mas-
ter pages and connects to the slaves and bridges provided BLAVESLIST and

BRIDGELIST, respectively. As soon as a node is notified by itsterathat it is a

4According to eq. (2.20)P,.;., is always less tha® and the temporary piconet can always be formed.
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bridge, it waits to be paged by its second master (requirerR8h When this hap-
pens, the bridge node sends a CONNECTED notification to itsereastVhen a master
receives a CONNECTED notification froall its assigned bridges, a fully connected
scatternet of?,,;,, piconets is guaranteed to be formed and the protocol tetegsn&n

example of the protocol operation is illustrated in Figur@ 2

2.4.4 Leader election termination

The most time-consuming part of the protocol is the leadssteln phase. Phases Il and
[l involve only paging and connecting, which occur inseamtously due to the previous
inquiry procedures.

Ideally, election should stop as soon as the coordinatdecterl. However, since a
node is not aware of the total number of participants, it méver know whether or not
it is the winner of the election. Each node maintains a "séfieration” timeout variable
called ALT_-TIMEOUT. ALT _TIMEOUT is set upon power-on and reset each time the
node wins a confrontation and restarts the symmetric litkiaishment protocol. When
ALT TIMEOUT expires, the node assumes it is the elected coaimlina

It is important to determine an appropriate value for ALIMEOUT. A very large
value will result in a node having won the competition andtoanng alternating with-
out knowing it is the only one left. This implies a slow Phasadl, consequently, slow
scatternet formation. On the other hand, using a very shbit AMEOUT, several
nodes may assume the role of coordinator; this will resuét disconnected scatternet.
We address this issue using the following observation:ittkefbrmation delay between
any twoout of V alternating nodes is statistically less than the delay &f two alter-
nating nodes. Thus, the delay analysis of the two-node syraniek establishment

protocol can be used to provide a tight estimate for AUMEOUT.
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Figure 2.6: BTCP operation: (a) Start of Phase I: All nodesrbagyiernating, trying to

discover other nodes in wireless proximity. (b) End of Phag&oordinator has been

elected. Given N=16, coordinator computes;, = 3 using eq. (2.20). Next, the

masters, bridges, and slaves are selected accordingigh&se II: Coordinator forms a

temporary piconet with the designated masters and sendsttier connectivity lists.

(d) Phase lll: Each master pages the nodes specified withoortnectivity list. (e) The

scatternet is formed.

42



2.5 Experiments

2.5.1 Emulating Bluetooth

We have implemented BTCP on top of an existing prototype implaation that em-
ulates the Bluetooth environment on a Linux platform. The lkewow is used instead
of actual Bluetooth devices because it allows testing théopod for a wide range of
parameters and for a large number of nodes.

Each Bluetooth host is implemented as a Linux process cargsist two interact-
ing modules. The Bluetooth Baseband (BB) module emulates iwawdtthe Inquiry,
Paging and piconet switching procedures, as defined in thet@ith Baseband speci-
fication [75]. The BTCP module interacts with the BB module tlgloBluetooth Host
Controller Interface (HCI) functions [76]. The use of HCI fuiocts allow us to later
replace the BB module with an actual Bluetooth unit.

The wireless medium is simulated by\g-hop channel process. The channel pro-
cess is responsible for the exchange of IAC and FHS packeisgdthe inquiry and
paging procedures. It also simulates the occasional freyueollisions and FS delays.
Note that the channel process is not similar to a CSMA broadtesinel-the senders
and receivers cannot perform any carrier sensing nor any édintelligent back-off.

We also assume that all devices are within range of each.offleis is a valid
assumption for networking many short-range wireless @svin a single room. This
is mapped in the architecture by having all Bluetooth hostgsees connected to the

N¢-hop channel process and executing the scatternet fonm@todocol.
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2.5.2 Determining ALT_TIMEOUT

Using the the Perioditnquiry_-Mode HCI command [76], it is possible to program
Bluetooth units to alternate between INQUIRY and INQUIRY SCMNh uniformly
distributed state residence intervals. Figure 2.7 platsnieanZ|[7.] and standard de-
viation /V'[T.] of the two-node link establishment delay as a function of rtiean
state residence interval. Givéi|7,| andV[T.], ALT _TIMEOUT is determined by the
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Figure 2.7: The node alternate, with state residence ialem@rawn from a uniform
distribution of meary: msec. The mean&[7,] and standard deviatioty' V' [T] of the

delay of the symmetric protocol, are plotted as a function.of
following empirical formula:
ALT TIMEOUT = E[T.| + \/VI[T.] + rmaz (2.21)

According to Figure 2.7, for every mean state residencevatethe standard deviation
is comparable to the mean. This indicates that the distabutf 7. is not centered

around the mean and justifies the inclusion of the teyW(7.) in eq. (2.21). The
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termr,,.. was determined by experimentation. During many protocasythe follow-
ing frequent phenomenon was observed: afterthe 2"¢ confrontation, the winner
A would start alternating by resetting ALTIMEOUT while another node B was in
SLEEP mode due to a previous back-off. A and B were the lastsiguthe election
process and would start trying to form thé — 1°¢ connection only after B woke up.
The termr,,,, is the upper bound on the back-off interval of the asymmetratocol
and was included in eq. (2.21) to take this case into account.

In the experiments we use a mean state residence inters@)afs which, according

to Fig. 2.7 and eq. (2.21), yields a minimum AOTMEOUT of 2527.223ms.

2.5.3 Protocol Performance

We use the average scatternet formation delay and the plibpabconnection as the
protocol performance metrics. The scatternet formatidayde dominated by the delay
to elect the coordinator (Phase 1). Phases Il and Il are fastysince they involve only
paging and connection establishment. Without loss of aayuwe will represent the
overall scatternet formation delay by the leader electiglay

We also distinguish between the "ideal” and "actual” leaglection delays, termed
asTigeq and T, 1, respectively.Ti,..; is the delay from the time when the first node
is powered-on until the coordinator is elected. It is ideaihe sense that the protocol
would terminate at this point had the nodes known the numbgarticipants; however,
a node will assume it is the coordinator after an additiorsyl of ALT_TIMEOUT.

Therefore, the actual scatternet formation délay,,,; is given by:
Toctwar = Tideat + ALT_TIMEOUT (2.22)

The probability of connection is the fraction of experimenthere only a single node

assumes the role of coordinator. This metric depends onatue wf ALT_TIMEOUT.
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The higher ALTLTIMEOUT is, the higher the probability of connection, buéttonger

the scatternet formation delay.
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Figure 2.8: Average ideal scatternet formation delay farouss application scenarios.
Units alternate according to uniformly distributed stasidence intervals @00 ms on

the average. Each data point is the average of 10,000 runs.

The protocol delay performance is summarized in Figure h@. "no offset” curve
corresponds td},., when all nodes start alternating simultaneously. Delayeases
with the number of nodes in a sub-linear manner. This is dtiegonultiple one-on-one
confrontations that occur in parallel during the leadectba& process. This behavior is
a desirable property of a scatternet formation protocol w&ld not like, for example,
the delay increasing linearly witlv. The delay ranges from s to 3 s for N = 2 to
N = 30 nodes.

The "no offset” curve yields very small delays partly beaaall nodes start partici-
pating in the network formation at the same time instant. Heeh world scenario, users

will power on their devices in an asynchronous manner. Weeahtbe power-ons as a
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Poisson arrival process withinll = 10 s application window: after the first user, each
user; arrives after an exponentially distributed delayof meany,, and truncated within
thelV = 10 s application window. The truncated exponential distribatis preferred to
others (e.g. uniform) because it spreads the arrivals teemtire application window.
The process is shown in Figure 2.9.

The curves "exp1000” and "exp2000” in Figure 2.8 illustrdtg,,; when each user
is expected to arrive after the first user withip = 1 s andy, = 2 s on the average,
respectively. Ag., increases, the system becomes more asynchronous andéess-on
one confrontations occur in parallel. This yields an inseeen the scatternet formation
delay. Nevertheless, the protocol’s immunity to the inseeaf NV is preserved. This is

illustrated by a constant delay offset between the curvea fixed V.
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Figure 2.9: The device power-on arrival process. The first agives at,. Each usef
arrives after an interval;, drawn from a truncated exponential distribution of mggn

and upper boundl’.

The timeout can be viewed as a delay overhead due to the needdistributed
algorithm. A large ALTTIMEOUT will yield a connected scatternet with higher prob-
ability, but will accumulate a larger actual connectionagel’,;...;. Figure 2.10 illus-
trates this trade-off by depicting the probability of coatien ("timeout efficiency”) for
several candidate values of ALTIMEOUT. For all application scenarios, the timeout

efficiency initially increases rapidly with ALTTIMEOUT and then reaches a steady
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state. It is clear that the value of ALTIMEOUT where the curves start stabilizing is

at 2500 ms—very close to the valugs27.223 ms chosen by our empirical formula (eq.

(2.21)).
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Figure 2.10: Timeout efficiency: Each bar graph is the praibalof connection, aver-

aged over N5,10,20 and30 nodes (0000 runs for eachV).

When an upper bound estimate exists on the number of nodesipetrhg in the
protocol, the combination of Figures 2.8 and 2.10 providextcal guidelines. For
example, if the expected number of nodeg(isand an ALTTIMEOUT of 2500ms is
used, the average delay experienced by each user wlldt@ns + 2500ms = 5.5s
(Fig. 2.8) and a connected scatternet will be formed withadability of 96.13% in the

"no offset” application scenario (Fig. 2.10).
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2.6 Related Work

The scatternet formation problem can be summarized asv®lléGiven the network
visibility graph induced by the nodes’ wireless proximigstablish a subset of mas-
ter/slave links such that the resulting communication Qrespconnected and satisfies
the Bluetooth degree constraints”.

Using a Minimum Spanning Tree (MST) framework, Guerin et.[8L] show that
the scatternet formation problem is NP-complete for gdnasibility graphs. When
nodes are distributed on a 2-dimensional plane (Euclidésbihty graphs), the prob-
lem can be solved by a MST construction algorithm of polyradirmomplexity. This
is because every node belonging to a Euclidean MST has atthasacent links—less
than the Bluetooth constraint @f

Most proposed solutions to the scatternet formation protdee distributed. The
protocols can be classified according to the initial infatioraavailable to the nodes
and the structure of the generated topologies.

In [25][31][27] [28][30] the nodes start with a priori knoedige of their one-hop
neighbors. Zruba et. al. [25] present a protocol for Euclidean vidipitjraphs where
a designated root node initiates scatternet formation andd a tree topology. A ge-
ometric argumeritis used to re-assign roles on links in case some nodes exiceed t
degree constraints during the formation process. It is natygically proven whether

the re-organizations converge to a connected topology. @&stioned in [31], for Eu-

SNP-completeness holds if a node is forced to act as mastéava ® all its adjacent links. If M/S
bridges are allowed it is not known whether or not the probkeMP-complete

6The MST is constructed by considering the node distancdinisibility graph as the edge weights

’In a Euclidean graph, if a node has more thareighbors, then at leagtof them are within wireless

proximity of each other.
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clidean visibility graphs, existing distributed dynamic&SW algorithms such as [77] can
generate a connected tree topology at the expense of highmanitation complexity.
Sacrificing analytical connectivity guarantees, [31] mregs a heuristic of low commu-
nication complexity. The approach requires additional GRB&lware on the Bluetooth
nodes to know the coordinates of nodes in proximity.

Li and Stojmenovic [30] generate connected non-tree soatéopologies for the
Euclidean case. The protocol applies Yao structure, whish r@equires knowledge of
the neighbor coordinates. Petrioli and Basagni [28] trafithefcost of extra GPS hard-
ware by extending the required initial knowledge to two hdofisey combine clustering
techniques with the geometric argument of [25] to yield @wtad non-tree scatternet
topologies. The BlueNet protocol [27] operates for geneisibility graphs but does
not guarantee scatternet connectivity.

The problem does not become easier when the nodes startavkihovledge about
their surroundings. Due to the random discovery delayddifi€ult to make any deter-
ministic claims regarding connectivity, even for the Edekn case. It is not straightfor-
ward to extend the multi-hop protocols in [25][31][27] [280] to the zero-knowledge
setting because they assume static topologies and do natterean incremental man-
ner.

On the other hand, BTCP and the protocols in [26][29], are tacyéor the zero-
knowledge setting but are currently restricted to the sifflglp environment (the visi-
bility graph is complete). Law et. al. [26] construct a cocteel bipartite scatternet
topology with high probability. The protocol operates imskronous rounds of fixed
length where nodes assume sender and receiver roles wittiaangarobability. The
round length is assumed sufficiently large to guarantee exdion of two nodes that

start in opposite states. However, synchronous operaidifficult to support in a zero-
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knowledge setting. Tan et. al. [29] propose an asynchroimmuemental protocol that
creates tree fragments, continuously merged to yield desinge topology. To avoid
loops, only the root nodes in each fragment are allowed toeci This feature makes
it unclear how both the degree constraint and overall stegteonnectivity can be sat-
isfied. BTCP is both distributed and asynchronous; it alsoigesvmore flexibility in

forming the final WPAN topology due to its centralized roleigsment phase.

2.7 Further issues

In ad hoc networks using frequency hopping technology, sade be grouped in multi-
ple communication channels. This physical layer settimyioles a new way of viewing
higher layer functions like topology construction algbnits. Motivated by this envi-
ronment and using the Bluetooth technology as our reseatablegwe first investigate
the Bluetooth standard asymmetric “sender-receiver” poinqtoint link establishment
scheme and then propose a symmetric mechanism for estagleslbonnection without
any role pre-assignment. Based on the ad hoc link formatiocharésm we present
BTCP, a distributed topology construction protocol whereeasostart asynchronously
without any prior neighborhood information and result inedwork satisfying the con-
nectivity constraints imposed by the Bluetooth technologfe protocol is centered
on a leader election process where a coordinator is elestadlistributed fashion and
consequently assigns roles to the rest of the nodes in thensys

BTCP was tested under a conference scenario where usersiaraiveom and try
to form a scatternet by turning on their Bluetooth-enableda#s. An attractive fea-
ture of the protocol is that the network formation delay ib-tinear with the number of

participating nodes (implying that the users do not needdi proportionately longer
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when more users are present). Although the delay is smalh rade must have an
estimate of how long it must participate in the protocol befassuming protocol ter-

mination. A conservative estimate of the timeout will ituze unnecessary delays in
network formation while an aggressive estimate may leagengtwork disconnected.

Our analysis of the delay statistics of the symmetric linkrfation protocol provides a

tight estimate of the appropriate timeout value, makingateéocol fast while ensuring

high probability of scatternet connectedness.

The protocol needs to be extended for the multi-hop caseleHuer election mech-
anism can serve as a building block for discovering, connggtartial topology views
and then merging them in larger components. A possible im@if¢ation of this idea is
as follows: During the election process a node maintainpalogy map in addition to
the FHS packets of the nodes it has won so far. After a onerenconfrontation, the
loser communicates its FHS packets and topology map to theexi Before starting al-
ternating, the winner pages the nodes indicated in the topetogy map. (Temporary)
connections will be established only with the paged nodatate within proximity of
the winner. This results in the winner node updating itslltmaology map; this process
continues until the node loses a one-on-one confrontatidrecomes the coordinator.
The coordinator uses a centralized algorithm to produceptimzed scatternet based
on the discovered topology graph. Using this modified leatkation mechanism, it is
likely that multiple leaders will be elected and form scateg clusters with no nodes in
common. The clusters are further discovered and merged asirew leader election
process operating at the cluster level.

Given a set of nodes with zero knowledge of each other that teeéorm quickly
an initial connnected ad hoc network, BTCP focuses on minirgifhe connection de-

lay while providing connectedness with high probabilityhigis a desired property in
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application scenarios where ad hoc networks continuoustyect (birth), perform a
coordinated function for a short amount of time (live) anskcdinnect (die); connection
setup delays should be a small fraction of these "birth-tlie cycles. Keeping this
network operation model in mind, alternative methods f@otogy construction need
to be studied and compared in terms of delay with the one predéere.

In addition to zero-knowledge network initialization, treformation of an existing
network in the face of dynamic changes can be viewed as aaegart equally impor-
tant issue. After network connection, a separate topologiypt@nance and optimization
protocol need to be run to accommodate mobility and/or nahésring and leaving
the network while ensuring that the scatternet is refornoed@ingly. Such a protocol

should be the subject of future research efforts.
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Chapter 3

Asynchronous TDMA: Scheduling and

Performance

TDMA is a well known access method for provision of bandwigttarantees in wireless
ad hoc networks. According to TDMA, the system operatesguaiachedule of period
equal tol,.., Slots; at every slot, entities (nodes or links) are schetisleh that there
are no conflicts at the intended receivers. The number oficofie slots each entity
receives determines its allocated bandwidth.

A central performance issue that arises in a TDMA-based adchbbwork is deter-
mination of the set of feasible allocations. A demand aliocais feasible if the slot
demand of every entity can be satisfied by a TDMA schedulengftteless thafl’,, e,
slots. Feasibility characterization is intrinsically gded with an optimization prob-
lem: being able to compute the minimum-length scheduleeryedemand allocation
is equivalent to being able to detect all feasible allocetio

Most studies of the above optimization problem, along withstrproposed central-
ized or distributed TDMA-based protocols, assume the slandaries are provided by
a global system clock. However, a system-wide synchrooizahechanism is not al-

ways possible to implement in the distributed ad hoc netwetting. In this chapter we
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introduce an asynchronous TDMA communication model whiene slot reference is
provided on a local basis. Since data (as opposed to cofvafiy is usually mapped
to the point-to-point (as opposed to broadcast) servicejefime a link-oriented com-
munication model where time slot reference is provided llpdar each link by the
hardware clock of one of the node endpoints. Bluetooth stete are ad hoc net-
works that operate according to this model. AsynchronousiADemoves the need for
a global slot synchronization mechanism; however, cegkits are inevitably wasted
when nodes switch time slot references on their adjaceks.lifhis phenomenon has
been reported in the scatternet scheduling literaturg 788 9] [80][81] as a source
of overhead. However, no formal study has examined its effe¢he system’s ability
to allocate bandwidth. This ability is linked to the detemation of the region of feasi-
ble allocations or, equivalently, to the solution of theatetl link schedule optimization
problem.

Due to the slots wasted for time reference alignment, themmum period required
for realizing a given allocation will be greater than the mmom period required by a
perfectly synchronized system. This increase can be seeweakead due to system
asynchronicity. Based on this observation, we can use at@wpsocedure to address
the optimal link scheduling problem for asynchronous TDMAeoc networks. The
first step involves finding a minimum-period synchronizekestule for the demand al-
location at hand. The second step, our contribution, eslithe reference synchronized
schedule to find an asynchronous schedule of minimum overhea

The amount of overhead depends on the order by which linksctineated in the ref-
erence synchronized schedule. We first introduce an ahgotibat derives a minimum-
overhead asynchronous schedule for a specific ordering. géherated overhead is

always upper-bounded regardless of ordering or networkgunation. Using this al-
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gorithm, it is possible to determine the optimal solutiondaarching over all possible
orderings. This leads to a combinatorial problem where estige search is not feasible
for large problem sizes. To this end, we introduce a hearatjorithm of reduced com-
plexity. The heuristic performs excellent for problem sizehere an optimal solution
can be computed. When this is not possible, we investigatefthet of various sys-

tem parameters on the generated overhead and use the uppérdsthe performance
measure.

The remainder of this chapter is organized as follows: $gc8.1 introduces a
conflict-free scheduling framework for asynchronous TDMAhec networks. In Sec-
tions 3.2, 3.3 and 3.4 the problem is introduced and forredlaind the overhead min-
imization algorithms are presented. Section 3.5 evaluagslgorithms performances

in various scenarios. Section 3.6 concludes.

3.1 Asynchronous TDMA communication model

Every wireless node has a hardware clock that determinesihngy of the radio transceiver.
The clocks of different nodes are not synchronized and nchar@sm exists for syn-
chronizing them under a global time slot reference.

The ad hoc network is represented as a directed gfgph £). A directed edge
from nodei to nodej signifies that and;j are within range and communicate on a link
where: has been assigned the role of master Atk role of slave.

The system is slotted and carries point-to-point traffichedeansmission slot carries
a packet destined to a single outgoing link. The time slogrezice of each link is
provided locally by the hardware clock of the master nodgpemd. Each slot supports

full-duplex communication initiated by the master: Duriting first part of the slot the
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master polls a slave; during the second part a slave respigmuled by the master.

Each node has a single radio transceiver and can commurjetter transmit or
receive) to at most one link at a time. Thus, nodes need talowie their presence on
links in mutual time intervals. Based on its own hardware kl@&ach node divides
time in fixed-size slots—each equal to the duration of adulplex communication slot.
Transmissions on adjacent links are coordinated usingad lio& scheduleS; of period
Tsystem Slots. The local schedule determines communication aébiothe duration of
a slot: the node can either be active on a single link (stam@as master or slave) or
remain idle.

Local schedules of different nodes are not necessarily-ghgmed. Every node
maintains aelative phasep,_.; with respect to each adjacent ligk j). If ¢,—; = —1,
slotp in the local schedul&; overlaps in time with slotg(— 1, p) in the local schedule
S,;. If ,—; = 1, then slotp in S, overlaps with slotsy, p + 1) in S;. A relative phase
¢i—; = 0 indicates that the hardware clocks of the endpoints happére tperfectly
synchronized. The relative phase maintained at the othkrendpoint;j is ¢;_;, =
—¢;—;. Given the relative phases and master-slave role assigrondmk [, the link
phasey, is defined as the relative phase of the master node endpoint.

According to primary interference constraints, commutiicais successful on a
link [ only if both node endpoints assign time-overlapping shotheir local schedules.
The assignment must be such that when the master startsgowilsiotp of its local
schedule, the slave must have assigned 316%8@ —landp + M in its
own local schedule for listening to this master. For confiiee communication om;
consecutive slots on link the master must allocate slots in its local schedule for

polling while the slave must allocate at least- 1 time-overlapping slots for aligning

to the time reference of this master. In general, an exttasieeded every time a hode
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switches to a new time reference as slave.
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Figure 3.1: (a) Network configuration: Each local schedslesla period’, .., = 12

slots. Directed edges denote master-slave relationsNipdesA and D act as masters

on all their adjacent linksB is slave on linksl,4 and master on linB andC' acts as

slave on all its links. The numbers in parentheses dendtepliases. As an example,

since link1 has a link phase of (-1), slgtin the local schedul&', of masterA must

overlap with slotgp — 1, p) in the local schedulg. of slaveC'. (b) This asynchronous

TDMA schedule corresponds to a system that tolerates sacpimterference: linkg

and4 can transmit simultaneously. Slots where nodes switch taference as slaves

are marked in red. The realized slot allocatiomris- (71, 72, 73, 74) = (3,3, 3,4).

The communication model captures both single channel mgsterhere both pri-

mary and secondary interference exist as well as multifoblasystems where only

primary interference exists. The interference constsaiefine which links can be acti-

vated conflict-free in each case. For both types of systetirg slot allocationT = [r;]

realized by the network asynchronous TDMA schedule is tebar of slots every link

[ transmits conflict-free durin@;, .., slots which equals the number of slots allocated

58



to [ in the local schedule of the master endpointnéwork configuratiorconsists of
the ensemble of a network topology, link phases and malstee-bnk role assignments.
Figure 3.1 illustrates an example of a network configurat@mynchronous TDMA link

schedule and the link slot allocation realized by this scahed

3.2 Problem formulation and approach

Given a network configuration, it would be of interest to detime feasibility of any
given link demand allocation. A demand slot allocatiois feasible if it can be realized
by a schedule of length less thak,,.,, slots. Being able to find the minimum length
for any demand allocation is equivalent to detecting alsilgle demand allocations.

For synchronized TDMA ad hoc networks the optimal scheduproblem can be
described by a generic formulation. Let the ad hoc networlslred by a sel
of entities being either nodes or links. An activation g&tis a set of entities that
can transmit conflict-free given the interference constgin the network. Define
T ={T; : 1 <k < |T|} to be the set consisting of all transmission sets in the ad
hoc network. Given a set of demands (time durations) on thitesr = (74, ..., 7)),
we seek a minimum-length TDMA schedule that can realizestdesnands. The TDMA
schedule can be represented as a sequence of activati@nddtseir transmission du-
rations. Hence, the optimal TDMA scheduling problem can dleesl if we can find
the activation duration\; > 0 of each transmission séf; such thatr is realized in
minimum time. More formally:

|T|

minimize Z by (3.1)

i=1
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subject to:
|T|

> NILi=1 (3.2)
i=1
wherel; is the indicator vector of transmission St

The above formulation applies to both node and link schaduliThe interference
constraints (single-channel or multi-channel system)capgured by the indicator vec-
tors I,. The problem has been addressed in both continuous timel@ttedstime. In
continuous time, the demanasand the solution weights; are real numbers (rates)
while in slotted time, they are both integer multiples of astant time interval (slots).

Almost all instances of this problem are NP-complete. THicdity in solving it
partially stems from the fact that the number of activatietsSncreases exponentially
with the network size. In continuous time the problem forg&#channel systems is
NP-complete for both node scheduling [82] and link schedu]b1]; in multi-channel
systems, link scheduling can be solved in polynomial tingj.[8

Real-life synchronized TDMA ad hoc networks use the slottewtmodel. The
network operates according to a TDMA schedule of period Egu&,, ..., Slots. Each
slot can carry a certain amount of bits; demands for eacltyegitien in bits/sec are
translated in a number of slots. In slotted time, node sdiregibhas been addressed
in [84][85] for single channel systems; link scheduling lieeen considered in [51]
for single channel systems and in [52] for multi-channeleys. Unfortunately, all
problem instances in slotted time are NP-complete.

References [84][54][53][55] propose efficient heuristiasthe TDMA optimization
problem in slotted time. In [53], Silvester proposes sucle@ristic for link scheduling
in single channel systems. Post, Sarachik and Kerschenbddmess link scheduling
for both single-channel and multi-channel systems [54].aBoast (node) scheduling is

considered in [84]. A unified framework is presented in [5bhe optimal scheduling
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problem is first parametrized with respect to schedulediestflinks or nodes) and in-
terference constraints and then further abstracted to erigegraph coloring problem.
This problem is addressed by a greedy heuristic of polynbotimplexity. Alterna-
tively, optimal solutions exist for restricted topologiésr single channel systems, tree
topologies can be optimally scheduled [86]. For multi-aeisystems, scheduling links
is equivalent to coloring edges in a multi-graph where thétiplea edges between two
node endpoints map to the slot requirement of the correspgrichk. If the network
topology is bipartite the optimal solution can be reachedgusinimum edge-coloring
algorithms for bipartite multi-graphs [87].

Synchronized TDMA can be viewed as a special case of asynochsoTDMA if
all link phases in the network are set to zero. Hence, themgptiink scheduling in
asynchronous TDMA is NP-complete in its general form. Exgsheuristics or optimal
solutions for special cases for synchronized systems drstraoghtforward to apply to
asynchronous TDMA. First, the problem cannot be capturethbygeneric formula-
tion of equations (3.1) and (3.2)-the notion of activatietsamplies existence of slot
synchronization. Second, graph coloring techniques areeaalily applicable. For ex-
ample, in multi-channel systems there exists no one-torteygping of the slot demand
per node pair in the network topology graph to multiple edigeshis node pair in the
corresponding multi-graph: in the asynchronous systerwt &ak slot demand is the
number of slots that should be allocated in the local scleedfithe master endpoint;
however the slave endpoint must allocate additional stotsilocal schedule for time
reference alignment. Also, as will be evident later in theedssion, the number of addi-
tional slots required in the slave local schedules dependiseorder links are activated
in the local schedules of the masters.

Our approach is based on the observation that the additghots needed by the
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slaves yield an increase in period with respect to the mimnperiod of a perfectly
synchronized system. This period increase is an overheat@d by the system asyn-
chronicity. The link schedule optimization problem for thgynchronous system is
translated to an overhead minimization problem. First, recByonized link schedule
that realizes the demand allocation is computed. Usingdtii®dule as a reference
we seek an asynchronous schedule of minimum overhead. #é@nee synchronized
schedule of minimum period can be found, a minimum overhsgdahronous sched-
ule is a minimum-period asynchronous schedule. When theerafe schedule period
is sub-optimal, a minimum-overhead asynchronous schéslatél useful: the resulting
period will be compared t@},.,,, for determining feasibility of the demand allocation
at hand. Therefore, minimum-overhead schedules allowctieteof a greater number
of feasible allocations.

The amount of overhead depends on the ordering of link daivain the reference
synchronized schedule. Consider 8aeode line configuration of Figure 3.2 where node
B is slave to both noded andC' and where the demand allocation3islots for each
link.

First, let us assume existence of slot synchronizationceSeach node can com-
municate to only a single link at a time, the demand allocatian be realized by a
minimum-period schedule @fslots. In this schedule, each link is activatetimes by
assigning concurrent slots in the endpoints’ local scheduFigure 5.7(b) illustrates
two possible instances of the minimum-period scheduld) eamg a different ordering
of link activations.

Figures 3.2(c)-I and 3.2(c)-1l are two asynchronous sclesdwhere links are ac-
tivated in the order of Figures 5.7(b)-I and 5.7(b)-11, resfively. Both asynchronous

schedules need a period greater thahots to realize the demand allocation: in Figure
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@41,,72©
(a) Network configurationB is

a slave to bottd andC.

Sac [[A[a]a]-[-]-[1]- Sa- [-[a]-Tal-Ta]-[a]-
SB""|2 1|1|1|2|2|2 1| SB....|2 1|2|1|2|1|2 1|
SC"" |2 _|_|_|2|2|2_|.... Sc-... |2 _|2|_|2|_|2_|....
<>
T=6 T=6
D 1)

(b) Synchronized system: Two possible synchronized sdbédstances realizing slot al-

location (1, 72) = (3, 3) in a minimum period of; slots

Sac[-{-Tafa Jaf-T-1-1-1-1- Sp-
SB----1|1|1.2 |2|2_---- Sg -
Sco B LT[ |Sc--
< >
T=8
I I

(c) Asynchronous system: Depending on the order of linkvatitins, slot allocation

(11, 72) = (3, 3) is realized by schedules of different minimum periods.

Figure 3.2: An example of the asynchronicity overhead
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3.2(c)-1 nodeB switches time reference only once per link yielding a penbd slots;
in Figure 3.2(c)-11 nodeB is forced to switch time reference every slot, yielding aqubr
of 12 slots.

In the example of Figure 3.2, it is possible to determine Ispettion the link or-
dering and asynchronous schedule that yield minimum oeerti€chedule 3.2(c)-I).
However, for arbitrary configurations and demand allocetia systematic approach is
needed. We first introduce an algorithm that finds a minimuertoead asynchronous
schedule for a fixed ordering of link activations in the refere synchronized sched-
ule. This algorithm can be used to determine the minimunrf®ed schedule over all
possible orderings via exhaustive search. The followiraji@es describe in detail our

approach for the solution of this problem.

3.3 Equivalent schedules

A link activation setonsists of links that can simultaneously transmit withaartflicts
to the intended receivers. gynchronized link schedul§ of periodfﬁ is a collection
of link activation sets{ A, : 1 < k < T'}. A synchronized schedule instans&’ is a

periodic sequence of a specific orderingf the link activation sets o$:
ST = (Ar), o Apiiry): (3.3)
wherer is a mapping of the indice§l, ..., T} — {1,...,T}.
Letg(w) be a synchronized schedule instance realizing allocatidfor the ordering
of link activations ing(ﬂ), allocationT can be realized by more than one asynchronous

schedules, each having a different period.

Consider the synchronized schedule instance of Fig. 5Ittat realizes allocation
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(11, 72) = (3,3) by activating each link ir8 consecutive slots. For this ordering of
link activations, the asynchronous schedule of Fig. 3-Efeplizes the same allocation
using a period oB slots. If slaveB spent5 slots instead oft listening on link1, the
same demand allocation would also be realized with thisrorg®f link activations but
the overall period of the resulting asynchronous schedoldabe9 slots instead o8.
We define an asynchronous schedsl& to beequivalento a synchronized sched-

ule instanceg’(ﬂ) if the following conditions hold:
e (E.1): Every node activates its adjacent linksSf™ in the same order as 'fﬁ(w).
e (E.2): S realizes the same allocation 8§".
e (E.3): 8™ satisfies £.1) and (£.2) in minimum period.

Thus, an equivalent schedué™ of a synchronized schedule instans@) is an
asynchronous schedule that yields minimum overhead foottiering of link activa-

tions in.S(™.

We now present an algorithm called EQUIVALENT that takes twoek config-
uration and a reference synchronized schedule instg'ﬁﬂc)eas input and outputs the
equivalent asynchronous schedslé’ of S’(ﬂ).

EQUIVALENT constructsS™ incrementally by iterating over the link activation
sets ofS'"” . During iterationk, let/ be a link in activation setl, ) and: and;j be its
master and slave endpoints. Also;bé’i’l) andpg.’“’l) be the last assigned slot positions
in the local scheduleSEﬂ andSE”), respectively 4 = 0,Vn € N).

First, master determines the earliest possible 3[:{5?) to be assigned to linkin

S'™_ There are three possible cases:
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e Case A: Link [ was activated in iteration k¥ — 1: The local schedules are "in

synch” and node can allocate to link the next slot:

P = p=b g (3.4)

e Case B: Link [ was not activated in iteration £ — 1 and pﬁ’“’l)

2

> p{: The
master’s local schedule is considered forward in time wéigpect to the slave’s

local schedule. The earliest slot is again:

p =p Y 41 (3.5)

e Case C: Link [ was not activated in iterationk — 1 and p\*~" > pi*~": The
slave’s local schedule is considered forward in time wipezt to the master, so
the master must find the earliest unassigned slﬂgﬁ)l whose start time exceeds

the end time of slop!" " in S

(b _ (k1) o — i+ 2
2

p; :pj ) ¢l € {1707_1} (36)

Theni assigns slopgk) to link [. If any intermediate unassigned slots exist between
P andp™, they are assigned as idle &}™ .

Once the master updates its local schedule, sjasketermine@“ as the earliest
unassigned slot iSY) whose end time exceeds the end tim@ifﬁ in Sl(.”). Depending

on the link phase, the position of this slot is computed as:

If there are any unassigned slots betwpgécﬁl) andpy"), they are assigned to linkin
(m)
S5
The same assignment steps are performed for every limkl. ). For every node

n not considered during iteration pﬁf) = pﬁf‘l). At the end of iteratiork, theforward
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progressf (k) is defined as:

f(k) = max{p{"} (3.8)

neN
After T iterations, the asynchronous schedule pefitd is set to the forward progress
f(f). Then, starting again froml,,), a few extra iterations are performed until all
nodes assign their local schedules up to $I6t. Upon termination, all nodes use the
first 7(™) slots in their local schedules to form an asynchronous sdbedith this pe-
riod. An example of the algorithm operation is illustratadrigure 3.3; the algorithm

pseudocode can be found in Chapter Appendix 3.

Proposition 3.3.1 The computational complexity of EQUIVALEN'IO(;NT).

Proof During iterationk of EQUIVALENT the link activation set ., is added to the
asynchronous schedule. Addition of each linéf A, requires a constant number of

arithmetic operations:

e Checking whether link = (z, j) isin A, ;_1): This operation can be performed by
inspecting if slotgagk’l) andpg.k’l) have been assigned tan the local schedules
Sf.”) andSS.”), respectively. (two comparisons).

e Comparingp!*™’

(3

) with k=1 i
with p; (one comparison).
i (k) (k) it
e Updatingp,” andp;” (two additions).

Since A, () is a matching in the network topology graph, it consists ofnaist V/2
links, the size of a perfect matching. Therefore, insertiba link activation setd
requiresO(/N) operations. EQUIVALENT require@ iterations to determine the period
of the asynchronous schedd¥™, as well as a certain number of additional iterations

until all nodes fill their local schedules up18™. Due to the schedule periodicity, there
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9 10/1 2 3 4 5 6 7 8 9 1001 2
A--2]1]|21|5|5(5]|1|1(1(1|2|1]1|5]-
B---14(4|3[3(3(3(4]4|3|4|4]|4]|3|3]
Coof-f2f2]-|-|-|2]2f2|2|-|1|2]|-
D.-l4|4|-|5|5|5|4|4]|-|4|4|4]-]|5]|"
E-|2]-]3 313|-1-13[-12|-13|3

= T=10
(a) Network configuration (b) Reference synchronized schedule instance of period

T = 10 slots, realizing allocatior{r, 72, 73,74, 75) =

(6,1,5,5,3).

1 2 3 4 5 6 7 8 9 10 11 12 13 14,15 16 17
NENNR OOH BHAR B AR GRS
@0 @ @ @ @ 6) 6 6 @) @ O (9) (10)(10)(11)12)(12)

1 2 3 4 5 6 7 8 9 1011 12 13 1415 16 17
Sg ] _|3|3|3k3||4|4||II||4|4|4_|3|3|m-

1) @ @ B @ 6G) (B 6 (7) (7) (8 (8 (9)(10)(11)(11)(12)

1 2 3 4 5 6 7 8 9 10 11 12 13 1415 16 17
Sco [ a]-]-]-[-[-]a]a]a]2]-]-]-[1]1]
DO 6 666 6 6 @ 6 00000t an

1 2 3 4 5 6 7 8 9 10 11 12 13 14]15 16
So [ [ -Ts[s[]-aT4]-|-]- 4[4 4[-]-Ts]
(2 2 ) @) (5) 4) (6) (8) (8) (8) (8) (9) (10)(12)(12)(12)

1 2 3 4 5 6 7 8 9 1011 12 13 14|15 16
Se [ [3[8130[-[-T-T-Ts[-[ -T2[-[-[s]s] ]~
D@ OmOMOmOMOEOE © 9 @1)a1aa)

(c) Numbers in parentheses indicate iteration where thewss assigned on
each node’s local schedule. Switching slots are shadededtnealent schedule
period (=4) is determined at theé0*" iteration. Two additional iterations are

performed so that all nodes assign their local schedules tipst period.

(k) (0] (1) () (3) (4 (5) (6) (7) (8) (9)(10)
| f(k) [ 0]2]3]4][5]|7]|8[10[12]13[14
| paJo]1][3]4]5]7]8]9]10[12]14
| ps®[0]2]3]4[5]7]|8][10/1213]14
p¥Jof1]1]1][1]7]8]9]10[10]14
P [olo]2]3]4|e|7]7 111213
p | o] 1]2]3]4[4]4]9]9[11]11

(d) Evolution Ofpst) andf (k).

Figure 3.3: An example of the EQUIVALENT algorithm executtio
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will be no more tharll” extra iterations. Therefore, EQUIVALENT requires at most

2T iterations O(T')). Since each iteration requir€§ N) operations, the complexity of

EQUIVALENT is O(NT). n
For any network configuration and any link activation ordgrir, EQUIVALENT

possesses two important properties, summarized by thenioly theorems:

Theorem 3.3.2 The asynchronous schedu#&™ derived by EQUIVALENT incurs min-

imum overhead for the link activation ordering correspargiio S‘(ﬂ).

Proof We need to show that the reference synchronized sch@éﬁ)land the derived

asynchronous schedu#™ satisfy the following conditions:
1. Nodes activate the links in the same order in both schedule
2. Both schedules realize the same slot allocation.

3. Schedules™ is conflict-free and has the minimum possible period for tliep

ing 7 of link activations.

Condition 1 is satisfied because the link activation set insta are added 8™ in a
sequential manner. Also, when a link= (i, j) is added at iteratiort, the master
assigns only one slot to link Thus the link masters assign in their local schedules a
number of slots equal to the number of slots assignédrtohe synchronized schedule.
Since a slot allocation of an asynchronous schedule is defiséhe number of conflict-
free slots in the local schedules of the master node endpa@aondition 2 also holds.
Regarding conditior, when a linkl is considered on iteratioh, equations (3.6)
and (3.4) forpgk) ensure that the mastérassigns the earliest possible slot in its local
schedule that does not overlap in time with the last assigheg* " of slave;. Then,

equation (3.7) fomgk) ensures that the slave will assign the smallest possiblebaum
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of time overlapping slots with respectpé’“). Similarly, every other endpoint node for
a link of iterationk progresses in its local schedule by the minimum number @$ slo
that guarantee a conflict-free transmission. Thus, at estegyk, the forward progress
fk) = ﬁ%{pg@} is the minimum possible. Since this property holds for apst:,

it also holds forf(f) which is, by definition, the period of the resulting asyncioos

schedule. -

Theorem 3.3.31f T is the period of the reference synchronized schedule, thede

T of anyequivalent asynchronous schedule is upper boundékfby

Proof To prove Theorem 3.3.3, we first establish the following lesmm

Lemma 3.3.4 For every master-slave link, j) let Lg?) = ma;c{pgk),p;’“)}. Then the

following inequalities hold:

LY L8V >0, vk=1,2.T. (3.9)
Lgf) — Lgffl) < 2, Vk where link (i, j) is activated. (3.10)

Proof When link (7, j) is activated in iteratiork, both nodes andj assign slots in
their local schedule and therefo&éj) > Lgf_l). If nodesi and; are not involved in any

link activation during iteratiork, thenLﬁf) = Lf_f_l) sincep; andp; are not updated.

(k—1)
ij

Therefore in generdLg?) > L
We now prove the upper bound. Let lifk j) where master i$ and slave ig be
activated in iteratiork. If this is the case then due to equation (3@5? > pl(-k) and
thereforeLEf) = 5.’“). We now distinguish 3 different cases that arise when the lin
(1, 7) is activated in iteratiofk:
e Link (i,7) was activated in iteration & — 1: Equation (3.7) was used in iteration
k-1 and therefore* " = p* =V 4 &0kl > =D ThereforeL(s ) = p{* =Y.

J 7
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From equations (3.6) and (3.7))" = p{"* " + 1+ 2 gincer! = p{",
we finally have that

A A ) (3.11)

v

) > p%*=V: In this case

e Link (7, ) was not activated in iteration k — 1 and pgk_l ;

Lg?—l) — p("”_l). Also from equations (3.6) and (3.7) we have th%i) = pg-k) =

pF Y 1 4 @) Therefore,

1
L -1 W) oy (3.12)

e Link (i, j) was not activated in iterationk — 1 and p\* " > p{*~": In this case

L&Y = pl=Y. Application of equations (3.6) and (3.7) yield§ = p|" =

v

pg-k_l) + 2 and then:

L k= _9 <9 (3.13)

v v

For all cased.\" — L™V < 2. -

Lemma 3.3.5 The following property holds for the forward progregék) for every

iteration k:

0< f(k)— f(k—1) <2, Vk=1,2..,T (3.14)

Proof We use contradiction. Suppose there is an iterdtifor which f (k) — f(k—1) >
2. Sincef (k) is strictly greater tharf(k — 1) the increase in the forward progress was
contributed by at least one link= (¢, j) in the link setA, ;) that was activated during

this iteration. This means thaﬁ“) = f(k). From Lemma 3.3.4 it holds that:

LEV>LY 24

L5 > fk) -
(3.15)
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and from the hypothesis we have thfdt — 1) < f(k) — 2. Therefore it must be that

LE;.H) > f(k—1). We arrive at a contradiction since by the definition of thgsantities

this implies thatnaz {p\* ", p{" '} > max{p u1, n

We are now ready to prove Theorem 3.3.3. Starting from Lemi3&3

S (k) ~ f <> @)

k=1 k=1
~ ~ p(m&
£(T) < 2 TMEF(T)
T < 2T

|
Theorem 3.3.3 states that the maximum overhead of an equoivathedule iq
slots. This leads to the following statement for feasipitit allocations in asynchronous

TDMA ad hoc networks:

Corollary 3.3.6 Consider an asynchronous TDMA ad hoc network operating with a
period Ty, and a demand allocationr. If T can be realized by a@ynchronized

schedule of perlo(T < | Tisystem /2], thent is feasible by the asynchronous system.
Proof From Theorem 3.3.3, for any permutation
T (7) < 2T(1)
< 2(|Tiystem/2])
< Tsystem

Theorem 3.3.2 states th&at™ (7) is the minimum period that can be generated by link

activation orderingr. Since the minimum period is less than or equal to the system

period, the allocation is feasible. n
Corollary 3.3.6 asserts that EQUIVALENT can realize at ldwst the allocations

that are feasible under perfect synchronization. If theddam T < | Tsystem /2] holds
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for a demand allocation, any reference synchronized sddeastance can be used to
generate an asynchronous schedule realizing this albocabtherwise, we must solve

the optimization problem addressed next.

3.4 Computing optimal asynchronous schedules

3.4.1 Optimal algorithm

The optimal asynchronous schedule can be determined bytaxg&QUIVALENT for

all 7! synchronized schedule instancé(sw) and selecting the equivalent schedule of
minimum overhead. Such an exhaustive search is prohikatre@ for small values of
T.

A link activation set may appear multiple times in the refex@synchronized sched-
ule. The search space can be reduced if we consider onlgnefesschedules where all
instances of each link activation set are scheduled in corise slots—no switching
slots are generated by EQUIVALENT whel).;,_) = A.q); the overhead is zero dur-
ing such a transition. IM(§) is the set ofistinctlink activation sets appearing in the
reference schedule, we only need to seafdiS)|! schedule instances insteadof.

Unfortunately, everiM/ (S)|! can be prohibitively large for exhaustive searches. Is thi

case we resort to the heuristic algorithm introduced in g gection.

3.4.2 MIN_PROGRESS

MIN _PROGRESS is a heuristic for overhead minimization that st&isif two phases.
Phase | determines an orderingof the distinct link activation sets iM(S‘). Phase Il
involves two steps: first, a synchronized schedule insteicemed, where distinct link

activation sets are ordered accordingrjpand the instances of each set are activated
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in consecutive slots. Second, this synchronized schedstance is input to EQUIVA-
LENT to generate the final asynchronous schedule.

We now describe Phase | that selects An asynchronous schedule is constructed
using only the distinct link activation sets instead of akit instances. The sets are
added to the asynchronous schedule in the same way as estamecadded in EQUIV-
ALENT. Upon initialization, an arbitrary link activatioresof the set\/(S) is added to
the asynchronous schedule. L&t~ be the set of all unassigned link activation sets
at the start of iteratiort (U® = M (S)). The addition of each set/* of U+~ will
generate a forward progregéa, k) for the asynchronous schedule. The algorithm se-
lects the link activation set yielding minimum forward pregs, with ties being broken
arbitrarily. Let M “* be the selected set. Then the¢h entry ofr, is set toa;, and set
M+ is removed from thé/-set. The same steps are repeated untilikeet becomes
empty after| M/ (S)| iterations.

Phase | can be extended to select and insert multiple limkadicin sets per iteration,
according to a horizon parameter During iterationk, all possibleh-set blocks in the
U-set and all possible orderingsl) of the link activation sets within eac¢hset block are
considered. The block and ordering that yields minimum &ohprogress is selected
and added to the asynchronous schedule. The selected blommkoved from thé/-set
and the next iteration is performed Dependlng on whethdivides| M (S)| or not,
the algorithm will terminate il 26 | o | 24)1| | 1 jterations, respectively. The
algorithm pseudocode can be found in Chapter Appendix 3.B.

For the minimum horizon valueh(= 1), each block consists of a single activa-

tion set. During iteratiork, the remaining|M(S)| — k activation sets in hé/-set

M(S)
are tested. Therefore, onlyz k= (|M( )\)(|é\4( )|+ 1) tests or, equivalently,
k=1

O(N|M(S)|?) operations are performed in this case. Increasing the dfizs ex-
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pected to improve performance because more orderings stegltper iteration. This,
however, comes at an expense of computational complexatythe maximum horizon
value (o = ]M(§)|) MIN _PROGRESS is essentially the optimal algorithm—it includes
a single iteration where a block W(S’)H orderings must be exhaustively tested.

The dependence of complexity aris summarized by the following proposition:

Proposition 3.4.1 For h > 0 and fixed, the computational complexity of MMROGRESS

is O(N|M(S)[h+1).

Proof Let M be the number of distinct activation sets in the referencelsypnized
schedule {/ = \M(§)|). The complexity of MINPROGRESS is determined by the
complexities of Phases | and Il:

1) Complexity of Phase I: During iterationk, (*~*~"") blocks are considered
and, for each blocki! orderings of activation sets are tested. Depending on whéth
divides M or not, the last iteration will consist of a single block /ofor (M mod h)
activation sets, respectively. Testing each ordering ifatton sets involves insertion of
h activation sets to the asynchronous schedule. Therefa@éptal number of insertions

C7 throughout the execution of Phase | is given by:

M- (k-1
Cr = ( (Z )h) “h!-h+r(M,h)-h (3.16)
k=1
where
(M mod h)! if M modh #0
r(M,h) = (3.17)
0 otherwise

After some algebraic manipulations, equation (3.16) weld
L) =1 h—1

Cr=n Y I —i)=hk)+r(M,h)-h (3.18)

k=0 =0
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An upper bound t@’; is:

Cr<h HM hk) +r(M,R) - h
k=0 =0
L]M -1

=h (M — hEk)" +7(M,h) - h
k=0
L]M

M"

?\
iy

-1

=
i

h (=) a; M "~ (hk) 4 r(M,h) - h

Il
(]
.M:

I
o

0
13)-1

(—D'ah' M"Y K 4 r(M,h) - h
k=0
12)-

(=1)la;hi M Z K +r(M,h)-h (3.19)

k=1

SIS

I
=

:-|?

h

M= 1= ¢

I
o

(2

whereaq; are positive integers. The terniM, h) - h is constant, sincéM mod h) <
L1
h. The term )~ k' is ©(M"*!) because the power SUE k' can be expanded in
k=1 . k=1
polynomial form asz b;n’, whereb; are integers. Multiplying this term with/"~% in
j=0
(3.19), causes the entire term in (3.19) todue\/"1).

A lower bound toC; is:

:|>

Cr>h 1:[ 1)) — hk) + (M, h) - h (3.20)

and can be shown to k(A7) in a similar way as (3.19). Therefor€; is ©(M"1).
From the proof of Proposition 1, the insertion of each atitvaset require® (V)
operations. Thus, the number of operations needed by Phigég N M/"+1).
2) Complexity of Phase II: Given the orderingr, computed by Phase I, Phase Il
uses EQUIVALENT to generate the corresponding minimumdo®ad asynchronous
schedule. According to Proposition 1, EQUIVALENT requifegV M ) operations for

insertingM blocks of activation sets.
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From 1) and 2), we conclude that the complexity of MMRROGRESS is dominated
by the complexity of Phase | and (N ML), n

Given a specific input reference schedule, the horizonust be carefully selected
for tractability. According to MINPROGRESS, the maximum number (W(hg)')
blocks must be considered in the first iteration. The horizonust be selected small
enough to allow exhaustive enumeration of this number, disaseexhaustive enumer-
ation of ! orderings per block. The algorithm performance with resped will be

investigated next in the experiments section.

3.5 Performance Evaluation

3.5.1 Factors affecting the overhead

We are interested in evaluating performance in view of tlegofs that affect the asyn-
chronicity overhead. The overhead is first related to theltygy structure. In gen-
eral, denser topologies are expected to produce higheheadibecause more links will
translate to a higher number of time reference switchegofPeance is also affected by
the master-slave role assignments. In the example of F@@raf nodeB is assigned
as master to node$ andC', the overhead is zero due to the single time reference in the
system.

For a specific network configuration the overhead also dependhe demand al-
location at hand. A parameter specific to the demand allmrcasi the ratio M/ (.S)| of
distinct link activation sets to the perid~d of the optimal reference schedule. A small
ratio is desirable because overhead is generated onlyglthi transitions between
distinct activation sets in the synchronized schedule. tAeorelated parameter is the

periodT of the synchronized schedule. Larger periods may allowrfaler |1 (S)| /T
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ratios and, therefore, less generated overhead.

3.5.2 Experimental setting

Performance must be evaluated for a variety of network cardigpns and optimal ref-
erence synchronized schedules. As mentioned in Sectiol@&&mination of optimal
synchronized schedules is in general a NP-complete probleowever, for bipartite
topologies in multi-channel systems, the minimum periodats| the maximum node
utilization:

T(7) = max Z . (3.21)

whereL(i) is the set of adjacent links to node Thus, in this case, optimal reference
synchronized schedules of peri@cban be constructed by generating arbitrary conflict-
free schedules where at least one node transmits duringntine period.

In our experiments we considéN |-node multi-channel bipartite networks with
|N|/2 nodes per bipartite set. This provides a baseline topolbgly 3 /4 links. We use
the restrictive parameters,,., and f to generate various topologies from the baseline.
The channel degree paramet@y,,. is an upper bound on the number of channels a
node can participate as slave. Such a constraint would iarfg&ctice to avoid exces-
sive overhead. We also restrict the number of links wherede wan act as master 70
This restriction is specific to Bluetooth, a multi-channgfraghronous TDMA system.
Combined withB,, .., this provides an upper bound 6%, + 6 to the overall link de-
gree of each node in the topologies we consider. The dersignpeterf (0 < f < 1)
generates topologies where an arbitréry 100% links of the baseline topology remain
intact while the rest have been removed.

Given a topology constructed as above, asynchronicitytisdiiced by 1) master-

slave role assignments on the links and 2) arbitrary phdteehces in the hardware
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clocks of the nodes in the network. According to the link raésignments, a node may
act either as master to all its adjacent links (master) otaa® $0 all its adjacent links

(S/S bridge), or as master to some links and slave to othelS Mdge).

3.5.3 Performance of MINPROGRESS with respect to optimal

Six 20-node bipartite topologied (| masters and0 S/S bridges) of varying density are
considered in this experiment. For each topology we rang@maheratel 00 reference
synchronized schedules of peri(ﬁj: 7. This period allows exhaustive search and
determination of the optimal asynchronous schedule. Ei§ut compares the resulting
optimal and MINPROGRESS periods. For each topology, the periods are awkrage
over all reference schedules. Using a horizoa- 1, MIN_PROGRESS exceeds the
optimal by less than one slot on the average, while in topofoiy exceeds the optimal
by 1.3 slots on the average.

The optimal and MINPROGRESS periods increase witt,,., and forB,,,,, = 7
they both approach4 slots, the upper bound of EQUIVALENT. The high overhead
stems fromB,,,.,, being equal to the small reference periﬁdS/S bridges with such a
channel degree need to switch time reference at almost slargegardless of the link

activation order in the reference schedule.

3.5.4 Performance of MINPROGRESS for large problem sizes

For each parameter seV, B,,.., f, f) we generaté( topologies and, for each topol-
ogy, 100 arbitrary reference synchronized schedules. For achB,,.., f, T), the

overhead is averaged over the corresponding topologiesedarence schedules and
is plotted as the %increase in the reference pei‘ivodif T, is the period computed by

MIN _PROGRESS, this quantity is equaﬁ-’%‘j, with 100% denoting that MINPROGRESS
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Figure 3.4. MINPROGRESS vs. optimal. Each bar graph corresponds to a differe
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20-node bipartite network configuration where densityeases by varying,,,..,. from
21to 7. The reference synchronized schedule perictsits. The optimal periody,,
and the MINPROGRESSH = 1) periodT;, of each bar are averagesidf0 reference

synchronized schedules.

yields periode, the upper bound of EQUIVALENT. We proceed by investigatihg

various factors that affect the performance of MAROGRESS.

Effect of horizon

In this set of experiments, we ug8-node bipartite topologies ( masters and0 S/S
bridges) and vary the density paramefe(B,... = 7) and reference perioﬁ. Figure
3.5 plots the overhead of MIRRROGRESS using up tactivation sets per block (h=1
to h=3).

For all scenarios, the overhead decreasésiasreases. The improvement is always
more drastic fronh, = 1to h = 2 than fromh = 2to h = 3. Usingh = 2 instead of
h = 1 appears beneficial for larger periods and densities (b@hgra= 0.6, 0.9 in Fig.
3.5(c) and Fig. 3.5(c)), with a maximum overhead reductibn3% at7 = 112 and
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f=0.9.

For the lowest density considered, MIRROGRESS performs similarly for gl Over-
all, a horizonmh = 2 seems to provide a good performance/complexity tradetbifgner
reference periods and topology densities, while a horlzenl appears sufficient at low

topology densities.

Effect of phase and role assignments

Consider a topology graph G(N,E). Since for every link, can be -1, 0, or 1, there
are3'”| possible link phase assignments in the network. Also, theze!”! possible
master-slave link role assignments.

In this experiment, we consid@f-node bipartite topologies. For a specific topol-
ogy and reference synchronized schedule, we measure theasadeviation of the
generated overhead of MIRROGRESS for a sample d§00 arbitrary phase (or role)
assignments. Then, for each parameterﬁﬁ)(we plot the average standard deviation
over the corresponding topologies and reference schedules

For every gf,f), role variability (Fig 3.7) produces higher standard déwen than
phase variability (Fig 3.6)-the difference never excegds Apart from this differ-
ence, both figures have similar properties: For a fixed dgtisé standard deviation
appears insensitive tb—less than 0.5% changes are observed. However, for @ery
the standard deviation decreases as the density increBisissindicates that the over-
head deviates less from a certain mean as the number of latkkogality increases;
therefore variability in phase and role assignments affeetlgorithm performance to

a lesser extent in this case.
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Effect of density

Here, al00-node (0 masters;0 S/S bridges) baseline bipartite topology is used. Figure
3.8 illustrates the effect aB,,,. on the overhead of MINPROGRESS. For fixed the
overhead consistently increases with,,,. At T = 28, the overhead i45% when
Brax = 2 but reache$0% whenB,,.. = 7. The overhead decreases as the reference
period increases. AB,,.. = 7 the overhead reduces 36% for T = 896 slots. While

this decrease is more drastic for transitions between snyadiriods (e.g. frora8 to 56
slots), it is less for larger periods (e.g. frals to 896 slots). This indicates that a non-
negligible overhead may still exist even if the system udesge period. Similar trends
arise in Figure 3.9 wher8,,,, = 7 and only parametef is used to vary the topology
density. The overhead increases with network density dégss of the number of time

references in which each node participates.
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Figure 3.8: Overhead of MINNROGRESSK = 1) for 100-node networks &8, and
T vary (f = 1.0)
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Effect of demand allocation

The previous experiments investigated the algorithm perdmce averaged over arbi-
trary demand allocations and topologies. A natural quegtiat arises next is whether
there exists a network configuration and demand allocatorwhich the generated
overhead is maximized. In this section we make a first attamptformally classify
such worst-case instances and then test our intuition gfrsimulations.

Let the topology be bipartite an@® be the set of all allocations realized by a
synchronized schedule of minimum periﬁd For any allocatiorr in v, et BN(T)

be the set of nodes that receive maximum utilizaffounderr.

BN(t)={n:arg max Tij }- (3.22)
N

We conjecture that maximum overhead will be generated iffdéHewing conditions
hold for a demand allocation™ in w(7) and at least one of the bottleneck nodes in

BN (rmex):

e P1:In addition to maximum utilization, the node has maximunk kitegree.
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e P2: The node is a S/S bridge.

e P3: AllocationT™* is such that the node is requested to allocate an equal number

of slots to its adjacent links.

A maximum utilization node will be considered at every itema of an overhead min-
imization algorithm. Also, since this is a node of maximungiée and acts as a S/S
bridge, it will visit the maximum possible number of timeeeénces B,,...) as slave. If
link demands are equal for this node, we can show that théneadrwill be maximized
under the worst ordering of link activations.

A maxmin fair allocation in a synchronized multi-channeteiess ad hoc network
maximizes utilization of the nodes with maximum link degf88, 89]. If at least one
of these nodes is also assigned as a S/S bridge then cosdtieR3 will hold.

Figure 3.10 compares the MIRROGRESS overhead resulting from a maxmin
fair reference schedule and the average MAROGRESS overhead ov&w0 arbitrary
schedules. (The algorithm in [88] is used to compute theeafse maxmin fair sched-
ules).

The average MINPROGRESS overhead decreases as the system period increases.
The overhead for the maxmin fair schedule however, does manige significantly—
in the order of80% for all cases. This indicates that the overhead can be vigty h
for the allocations we identified even if an overhead minatian algorithm such as
MIN _PROGRESS is used. Counterintuitively, the overhead remagisédven if the
reference period increases. Nevertheless, it is alwagsthes the upper bound given

by EQUIVALENT.
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Figure 3.10: MINPROGRESS overhead for maxmin fair allocations vs. average
MIN _PROGRESS overhead. For each reference period, both qeardie averaged

over all topologies considered in Figures 3.8 and 3.9

3.6 Summary

In this chapter, we addressed the problem of minimizing lowad in TDMA wireless
ad hoc networks that use multiple local time slot referenostead of a single global
time slot reference. This overhead arises due to slots dagten nodes synchronize
to the different local time slot references and manifestess of supported allocations
with respect to a perfectly synchronized system. The problas cast and addressed
using a generic framework; the results can be directly agdgi Bluetooth, a wireless
technology operating according to the asynchronous TDMAroanication paradigm.
It was demonstrated that the overhead can significantltaffe ability of a net-
work to allocate bandwidth if no measures are taken to menti We introduced two
scheduling algorithms that aim to minimize overhead whilsuging that the generated
overhead has an upper bound regardless of the network craatf@guor demand alloca-
tion at hand. The first algorithm reaches the optimal satukiot cannot be applied to

large problem sizes because it relies on exhaustive se&mhsuch cases an efficient
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heuristic was devised. We also identified and verified, thhosimulations, certain con-
ditions on demand allocations and network configurationsMaich the overhead can
be high even if an overhead minimization algorithm is runctlker investigation of the
exact nature of such conditions is an interesting researehtbn.

Both optimal and heuristic algorithms are centralized and @gerate in settings
where global information is available. More importantlyey can be used to provide
design insights and serve as a reference performance mdaswverhead-aware dis-

tributed approaches. Such an approach is considered im#ptars that follow.
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Chapter Appendix 3—Pseudocodes of EQUIVALENT and

MIN _PROGRESS algorithms

Procedure EQUI VALENT

) ~
= [Aﬂ(k:)L ™, T

input  :G(N,E), ® = [¢], 5"
output :S., =[S,], n € N: The asynchronous equivalent schedul@gp
T¢q: The period ofS.,.

local  :p=[pi’], f = [f(R)], K
Initialization:  f(0) =0,p% =0, Vn € N;

begin
for k =1to7 do

‘ AddLinkActivationSet(w, @, k, Axw), P, f(k), Seq);
end

T.q=£(T);
q=1
k=T+1;
repeat

AddLinkActivationSet(:, ®, k, A, P, f(k), Secq);

k=k+1;
¢g=q+1
until (p) = To,,¥n € N);

end
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Function AddLi nkActi vati onSet

Add a set of links to the asynchronous schedsile
input  :G(N,E), ®, k, LINKSET, p*-1), §
output :p®), f(k), S
local :ACTIVATED_NODES SET ={}
begin
1 | foreverylinklin LINKSET do
i = l.master, j = l.slave ;
Addiandjin ACTIVATED_NODES_SET
it (o' == 0 ANDp" ) == 0) then
/*(Er;is is EQE 1f)irst activatio?kf)or both nodes*/
pi =p;, +1 Silp;)=1;

® _ 0, a0+6) S, =1

P; p; T2 i
end
it (Si(p" ") == 1 AND 8;(p* V) == 1) then
[*Case A*/;
pz(k) _ Z(/H) Y
end
else
if (pﬁ’“) > p;k_l)) then
[*Case B*/;
p? = pl Y 1
end
else
[*Case C*/; ,
pgk) _ p§k—1) + ¢ —;bH-Z ;
end
end
i) =1;
for any unassigned ¢ pgk_l) +1, ...,pl(»k) —1do
‘ Si(t) =idle;
end
pyf) _ pgk) + <i>l(12+¢z) ;
Sj (pjk)) =1;
for any unassigned € p§k_1) +1,..., 5.’“) —1do
| Sit) =1
end
end
for every n not in ACTIVATED NODES SET do
p) =Y,
end
k).
(k) = max{plt));
end
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Function Get For war dPr ogr ess

Compute forward progress @due toLINKSET
input @, k, p*Y, LINKSET, §
local :f, p=[p),n=1,.,N,
ACTIVATED NODES_SET = { }
begin
1 | foreverylinklin LINKSET do
i = L.master, j = l.slave ;
Addiandjin ACTIVATED_.NODES_SET
it (o == 0 ANDp!" ") == 0) then

J
k-1

end

it (Si(p* ) == 1 AND §;(p" V) == 1) then

J
k-1
pFPE )+1;

end

else

if (" > 5" Y) then
p=p 41
end

else

pi= P§~k—1> +
end

end
p(’f) _ (k) + oi(14+¢1)

2 1

G- +2
2 1]

g
end

for every n not in ACTIVATED_NODES_SET do
(k-1) ,

Dn="Dn )

end

f = max{p};

retunf;

end
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Function Fi ndHper m

Phase | of MINPROGRESS that finds permutatiat

input  :®, S={M* X\ :a=1,MS)}, T
output :r: 7, (k) contains the activation set index

selected at iteratioh

local :U, currmin, f,p= [pgzk)]

S : dummy asynchronous schedule

Initialization: U = {M*, ..,M|M(§)|} ;
begin
1 | for k=1to|M(S)| do
currmin = 3|M(S)| ;
for every setV/9 € U do
f=GetForwardProgres®( k, p*~V, M9, S);
if (currmin < f) then

(k) =g,

currmin="f;
end
end

AddLinkActivationSetG, @, k, M™+*) p £ S);

U=U—-{M™®};
end
end
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ProcedureM N_PROGRESS

input  :G(N,E),®, § = {M> )}, T
output :S: The asynchronous schedule computed by the heuristic
local : ), permutation of the activation setg®

begin
1 [*Phase I*/;
Findeerm@,g', T, ™))
Form g(m) from S usingm, for the ordering
of setsM“ and activating the“ instances of
each sefl/“ in consecutive slots.;
[*Phase II*/;

EQUIVALENT(G, ® S, =, S):

end
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Chapter 4

A distributed asynchronous TDMA protocol

The main advantages of TDMA over random access are confietfransmissions
and strict bandwidth allocation guarantees. However, @mgnting TDMA in the dis-
tributed ad hoc network setting has been a notoriously ehgihg task. As a result most
TDMA protocols rely on one or more of the following global asgptions: network-
wide slot synchronization, universal slot enumeration priari knowledge of the num-
ber of nodes in the network. In addition, TDMA protocols podrg bandwidth alloca-
tion guarantees typically require knowledge the netwopotogy in its entirety.

In this chapter we introduce a TDMA protocol that does nof el any global as-
sumptions. The protocol is completely distributed, asyoobus and traffic adaptive:
in response to asynchronous local events such as traffipolagy changes, nodes re-
assign slots to their adjacent links using only local infatimn. The protocol can be
executed simultaneously in different parts of the netwdtlensures that the network
TDMA schedule remains free of transmission conflicts despié concurrent slot reas-
signments.

Being TDMA-based, the protocol can potentially be used toige rate guaran-

tees to the network links. This involves computation of a T®bsthedule that realizes
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a given set of link slot demands. The demands input to the TDivi#focol must be
feasible—there must exist a network TDMA schedule of letggls than the system pe-
riod that can realize them. As we saw in Chapter 3, feasibiléjermination of an
arbitrary demand allocation is a NP-complete problem, ef/gtobal information is
available. Our approach is based on the fundamental oliger\vhat, in practice, the
link demands will not be arbitrary but will be locally gentzd by bandwidth alloca-
tion algorithms running at the nodes. We are thereforeasted in a subset of feasible
allocations that can be characterized by a set of local tiondi The local conditions
give rise to the node QoS utilization parameter—a suffiarembber of slots each node
can provide as demands to its adjacent links in order foiljdig to be ensured at all
times. It turns out that the QoS utilization parameter dejgean both the existence (or
lack thereof) of slot synchronization and the degree of lmgpp control. This intro-
duces an interesting trade-off between topology restnstiand the fraction of feasible
allocations that can be captured by the local conditions.

The rest of the chapter is organized as follows: Section Eiges an overview
of state of the art distributed TDMA protocols for ad hoc netks and identifies the
most important issues involved in their design. Sectionirdduces the multi-channel
TDMA access architecture and control structure used by igtelsuited TDMA proto-
col. The protocol is presented and analyzed in Section 4e8ti& 4.4 introduces the
dynamic link scheduling problem and elaborates on the aetation of local feasibility

conditions in various settings. Section 4.5 concludes.
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4.1 Related work

Early efforts for traffic-aware TDMA protocols aimed to riegal a given set of slot de-
mands on nodes or links. Since the problem of computing tinémaim-length schedule
realizing the demands is NP-complete, these protocolsorellyeuristics that compute
sub-optimal schedules [53][54][84][55]. These heurstiequire global knowledge of
network topology and traffic requirements. They can be iporated in a TDMA pro-
tocol for a (slot-synchronized) wireless ad hoc networkadiedvs: every node sends its
connectivity or link demand changes to a central control@emsequently, the controller
computes and distributes the new TDMA schedule back to tidesioln absence of a
central controller each node can broadcast the locallyrebdechanges to the entire
network. Each node then uses an identical copy of the ceddahlgorithm to compute
a TDMA schedule for the new demand allocation and then conmate on the part
of the schedule that corresponds to its own locality. Theaitvas utilized in [90] to
produce such a "distributized” version of the centralizedinstic in [54].

Two drawbacks are associated with centralized TDMA prd®icoad hoc networks.
First, an often unnecessarily high communication and cdatjmn overhead are in-
curred: a single change in topology or demand triggers mé&twade broadcasts and
global schedule recomputation from scratch. Second, théAProtocol uses a vari-
able system period—equal to the computed schedule lengthdodemands at hahd
Hence, each time a change occurs, communications in therietmust be suspended
until the new system period and TDMA schedule are determirgath problems be-
come more acute as the network size increases and as chaugeseomore frequent:

If network dynamics occur too fast for the system to reactréseilt is excessive com-

1if a fixed system period dlsystem Slots were used, the system should support an abort meatanis

in case the computed schedule length excé@éds..., slots.
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munication overhead and extended network downtime.

A parallel line of research focuses on TDMA protocols wherfexad system pe-
riod is used and nodes coordinate transmissions using dotyahview of the network.
These distributed protocols do not attempt to realize $ipdcaffic demands. Instead,
emphasis is placed on constructing a conflict-free netwd@KA schedule. This is a
challenging task because nodes have access to local irfformaad may independently
assign conflicting slots during this process. Equally @rajing to the schedule con-
struction is the maintenance of its conflict-free propentthie face of topology changes.

One of the first distributed protocols in this family is thenkiActivation Algorithm
(LAA) [91] developed for link scheduling in multi-channed &oc networks. LAA is ex-
ecuted in twaV-slot control frames: during slatof the first frame, nodéconstructs its
own conflict-free link schedule by taking into account theestules previously broad-
cast by lower indexed nodes within range; it then broadd¢agschedule to its neigh-
bors. During the second/-slot frame the nodes resolve any scheduling conflicts that
occurred when they set up their schedules independentiggltire first frame. LAA
is simple fast and robust but rather inflexible—the esthbtisschedule depends only on
the relative order of node identities in the network. A mooplssticated algorithm
was later proposed in [92] where the nodes periodicallygauize the TDMA schedule
based on local traffic observations. Traffic-adaptive iisted TDMA protocols have
also been proposed for single-channel systems for bothstihkeduling [93] as well as
broadcast (node) scheduling [94][62].

Keeping the network TDMA schedule free of transmission gotsflmay result in
excessive control overhead. Chlamtac and Farago [95] andd)uig96] relax on the
conflict-free requirement and develop TDMA protocols thag tpology-transparent.

Each node uses a precomputed TDMA node schedule of p&fiad,, slots (I, siem <
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N). The schedule of each node is unique to the node’s identttyhas been computed
using estimates on the maximum projected number of one-k@hbors per node as
well as number of nodes in the network. Although conflictsalewed, the schedule
computation guarantees a node to transmit conflict-fred teaat one slot within a pe-
riod of Ty, Slots regardless of the current topology structure. Siheesthedules
are precomputed, no control overhead exists for scheduietenance. However, the
achieved throughput is sensitive to the choice of paraméteaximum node degree and
maximum number of nodes) and can be very low for certain se@nal he performance
of the TDMA protocol in [95] (called Time Spread Multiple Aess (TSMA)) was ex-
perimentally compared to Carrier Sense Multiple Access (C3MAO7]. Interestingly,
CSMA, a pure random access protocol, outperformed TSMA mgesf both through-
put and delay in most tested scenarios. This gives an indictitat topology transparent
TDMA protocols are not necessarily better than pure randoress protocols.

All the TDMA protocols mentioned above assume a mechanisah riintains
network-wide slot synchronization. The emergence of Blo#tdased ad hoc networks
(termed "scatternets”) created the need for distribute®fADink scheduling protocols
that do not rely on this assumption. The approaches foresoatt scheduling can be
categorized into hard and soft coordination protocols.drtaordination protocols [81]
attempt to establish perfectly conflict-free link schedul@he advantage is that they
can provide strict bandwidth allocation guarantees sireé&ansmission conflicts ex-
ist. However, maintenance of the conflict-free property roagne at the expense of
communication overhead when there are dynamic changes imetiwvork. On the other
hand, soft coordination schemes [79][80] are the link sahiegd analog of the topology-
transparent protocols in [95] and [96]: they trade off pettieconflict-free transmissions

for lower complexity. The downside: occasional transnoissionflicts and lack of abil-
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ity to provide strict bandwidth allocation guarantees;deloss of the main advantages
of TDMA over random access.
The above discussion provides some practical guidelinedesign of TDMA pro-

tocols for ad hoc networks:
e To avoid network downtime, the period of the TDMA schedulestrhe fixed.

e Since our goal is provision of QoS guarantees, the networldABchedule must
be free of transmission conflicts. In this case, care mustkentto ensure the

control overhead for schedule maintenance is minimized.

e Itis desirable for the protocol to not require global knodge including network-
wide slot synchronization, universal slot enumeration priari knowledge of the

number of nodes in the network.

e During protocol operation nodes should have access to ool Information.

4.2 TDMA architecture

4.2.1 Signaling and local TDMA schedule structure

The system uses multiple channels for communication and/ansal channel for neigh-
borhood discovery. Each channel can be implemented as iaatlifiequency band
or spread spectrum code (Frequency Hopping (FH) sequereemnt Sequence (DS)
code).

Since neighborhood discovery is not communication-intense will assume it is

implemented using a simple random access protocol (e.g.H¥)®n a separate low-
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cost transceivér Hence, each wireless node has two transceivers: one tedlita
neighborhood discovery; the other to communications.

When two nodes within range discover each other they may ddoigstablish a
communication link. This decision can be the result of a $&mpwlicy (e.g. estab-
lishment of every discovered link or establishment of upgtq,. links per node) or
the result of a distributed topology control protocol thaseres certain global network
topology properties (e.g. bipartite or tree structures).

When established, links must be assigned communicatiomelsasuch that no sec-
ondary conflicts exist in the network. One way to achieveithie associate every node
with a unique channel; if each link is assigned the channehefof the node endpoints,
then, all transmissions satisfying the primary interfeeenonstraints will occur in dif-
ferent channels. Bluetooth implements this method usingagpspectrum signaling.
Each node is associated with a unique frequency hopping $Etllence derived from
its unigue MAC address. Upon link establishment, one of taerendpoints is assigned
as master and the other as slave. The link is assigned the dit¢rsee of the master.
Although not orthogonal, Bluetooth FH sequences have beanrsto perform well in
practice [45]. Interference can be further mitigated uslisgributed assignment mech-
anisms that minimize the number of FH channels per loca@i8}[p4][25]. Secondary
interference can also be avoided if nodes within two wirelesps of each other are
assigned orthogonal channelsff, ... is an upper bound on the intended adjacent links
per node, a total A D, ., (Dynaz — 1) + 1 (instead of V) channels are needed [23]. Ref-
erences [23][46] propose distributed dynamic algorithe$grming such assignments.

Although secondary interference can be avoided using otteeaibove techniques,

2Alternatively, the discovery and communication functicas be integrated using a single transceiver

at the expense of increased scheduling complexity.
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primary interference is always present: since each wisalesle has a single communi-
cation transceiver it can transmit or receive to only a grajlannel and link at a time.
Each node uses a loc8l,..,-slot periodic schedule to coordinate transmissions on its
adjacent links. The system supports both slot-synchrdranel asynchronous modes of
operation. In the synchronized mode all local scheduleparkectly slot-aligned using
either additional hardware (e.g. GPS clocks) or a separateqol (e.g. the Network
Time Protocol (NTP) [61]). In the asynchronous mode thellschedules are not slot
aligned; time slot reference for communication on a linkrisvided upon link establish-
ment by the master node endpoint. Each communication st&igts of two mini-slots
that support that support full-duplex transfer—one for teag-slave transmission and
the other from slave-to-master transmission.

The nodes use a distributed TDMA protocol to reassign stotkdir adjacent links
in response to locally observed asynchronous events suttaages in topology or traf-
fic requirements. Due to asynchronous nature of the eveasrtitocol can be executed
simultaneously in different parts of the network. Since tlogles decide to reassign
slots based on only local information, the protocol needs)tocoordinate initiation of
slot reassignments on a link by both node endpoints and 2yetise network TDMA
schedule remains conflict-free despite the simultaneaisehssignments. The proto-
col is also used to assign an initial number of conflict-frissto a link that has just

been discovered and needs to be established.

4.2.2 Exchanging control information

When nodes execute the protocol they must exchange contsdages to keep their
local schedules consistent and hence preserve the cdrécproperty of the entire

TDMA schedule. According to the previous section, the preith@nt method for ex-
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changing control information is by splitting the TDMA schael of 7, .., slots into
control and data parts @i..,...o; andT ., Slots, respectively.

Apart from the issues regarding global slot synchronizatind universal slot enu-
meration mentioned in Chapter 1, deciding on the relativiegiaf the control and data
parts is not trivial. Clearly, setting@.,..,. = N and using TDMA on the control part
does not scale with network size. Alternatively,,...., < N and the control part is
shared using random acce$s,,.:... must be chosen large enough to minimize the con-
trol overhead and small enough to ensure timely deliveryooittol messages. This
design problem has been considered in [62].

Note that these approaches aim at each node sending cor&éatnly a single con-
trol packet during the control part. If the coordinationfol! requires multiple control
messages per link rate adjustment, multiple system pendtbe required. This in-
creases the protocol response to network dynamics.

An alternative approach to splitting the TDMA communicatigchedule in control
and data part is to use a separate transceiver and channetlless a simple access
mechanism (e.g. ALOHA) for the exchange of control inforimat[99]. However,
random access cannot guarantee packet delivery in a timahen—the protocol may
respond very slowly to the network dynamics.

According to our approach, each node uses its current Id@MA communication
schedule for the exchange of control information. Howetleg, local schedule is not
split in a control and data part. Instead any slot can be umemiadnsmission of either a
control packet or a data packet. To speed up the scheduldioadidin process, control

packets are given transmission priority over data packets.
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4.3 The distributed TDMA protocol

4.3.1 Overview

The protocol allows each node to be involved in at most onle diot reassignment
at a time. A node conveys its busy status to its neighborgyusilocal one-bit vari-
able, called BUSYBIT. The current value of BUSMBIT is copied to the corresponding
field of every outgoing control or data packet. In additiontsoown BUSY BIT, each
node maintains the BUS®BIT of its neighbors using a local variable, called NEIGH-
BOR BBIT_VEC.

Rate adjustment on a linkcan be initiated when none of its node endpoints is
currently busy on a rate adjustment of other links. Uponatin, both endpoints set
their BUSY.BIT variables. Then, they exchange their current local salesdusing
SC.INFO control packets. This information aids one of the en{sato determine the
new set of slot positions to be assigned to this link.

Each endpoint stores the new slots for lirik a variable called LOCKEC. Some
of these slots may be currently assigned to other links adjaio the node endpoints
and need to be canceled.

Each endpoint signals schedule modifications to all itscédfg neighbors using
SC.UPD packets. A SQJPD packet transmitted on a link contains the new slot posi-
tions to refresh the old ones for this link in the recipieidsal schedule. The recipient
of a SCUPD packet updates its local schedule accordingly and adkdges with a
SC.UPD_ACK packet.

After all affected neighbors acknowledge their scheduldifitations, the endpoints
update their own local schedules by assigning the new slsitipos (stored in their

LOCK_VEC variables) to link. Finally, the endpoints become available for rate adjust-
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ment on other links by clearing their BUSBIT and LOCK VEC variables.

4.3.2 Detailed operation

Consider a node that receives a request for rate adjustment for link (u,v). Such
a request can be triggered either by a timer expiration orrbgxplicit higher layer
notification.

First, nodeu sets its BUSYBIT and becomes unavailable for rate adjustment on
other adjacent links. Then, it inspects NEIGHB®BIT _VEC(/) (constantly updated
by incoming packets from). If NEIGHBOR_BBIT_VEC(/)=1, thenwv is currently en-
gaged on a rate adjustment on another of its own adjacerst IM&dex must wait until

that rate adjustment ends. Then, the following steps afenpeed:

1. Nodeu computes arate estimate (in # of slots) for ljnkv) and sends a SINFO

packet to node containing its rate estimate and current local schedule.

2. Upon reception of the SONFO packet, node sets its own BUSYBIT and com-
putes its own rate estimate for the link. It then uses a lolegition rule to deter-
mine whether it will be the ASSIGNER or ASSIGNEE for this rai@ustment.
The local rule can be based on the rate estimates of thiN&O packets, the end-
point addresses, or even the parent-child relationshipeo&éhdpoints (in the case
of a tree topology). If node determines itself to be the ASSIGNEE, it replies
with a SCINFO packet to node:; otherwise it performs the ASSIGNER action

described next.

3. Using the information in the SONFO packet of the ASSIGNEE, the ASSIGNER

node a) decides the new rate for lifi, v) and b) performs &lot assignment
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algorithm that determines the new slot positions for lifik v) in the endpoints’

local schedules that will realize the new rate .

. The ASSIGNER stores the new slot positions in its LOZEC. Since the lo-
cal schedules of the node endpoints are not generally whatasonized, the AS-
SIGNER computes a set of time-overlapping slot positionth wéspect to the
slot offset of the ASSIGNEE. It then sends the translatetl gbsitions to the

ASSIGNEE via a SAJPD packet and waits for acknowledgement.

. Upon reception of the SOPD packet from the ASSIGNER, the ASSIGNEE
stores the new slot positions in its own LOCKEC. Some of the new positions
may indicate that certain slots currently assigned to aldgacent links must now
be assigned to linkin the local schedule of the ASSIGNEE. In this case, the AS-
SIGNEE sends S@PD packets on the affected links and waits for acknowledge-
ments. Finally, the ASSIGNEE replies to the ASSIGNER with@G$3PD_ACK

packet.

. Uponreception of the SOPD_ACK packet from the ASSIGNEE, the ASSIGNER
sends SAJPD packets to its own affected neighbors (the ASSIGNEEushed)

and waits for acknowledgements.

. For each S@QJPD_ACK packet received by an affected neighbor, each endpoint
sets the corresponding slots as idle in its own local scleedWithout loss of
generality, let: be the first node endpoint of linl, v) that receives all acknowl-
edgements from its affected neighbors. Nadegends a COMMITREQ packet to

nodev and waits for acknowledgment.

. When node’ receives the COMMITREQ packet, as well aall SCUPD_ACK

packets from its affected neighbors:
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(a) it assigns the new slot positions (stored.iNC K _V EC) to link (u, v),
(b) it sends a COMMITACK packet to node:, and

(c) waits for acknowledgement.

9. Upon reception of the COMMITACK packet, node: assigns to linku, v) the
new slot positions (stored in its owrtOC KV EC'), and sends a COMMIACK
packet tov. Then, it clears its BUSYBIT and LOCKVEC variables, thus be-

coming available for rate adjustment on other adjacenslink

10. Upon reception of the COMMIRCK packet fromu, nodewv clears its own
BUSY_BIT and LOCK VEC variables and becomes available for rate adjustment

on other adjacent links.

11. Rate adjustment of linfu, v) is complete.

4.3.3 Properties

The protocol has the following properties:

Property 4.3.1 The network TDMA schedule is always free of transmission ctsfli

despite the simultaneous rate adjustments.

Proof We define a link abusywith respect to rate adjustment if both its node endpoints
are currently busy for rate adjustment on this link. Accogdio the protocol, each node
can be busy at only one adjacent link at a time. In additioa,BbSY BIT precludes
the neighbors of each endpoint to initiate a rate adjustimeatnon-busy link. Hence, at
any time no busy links have common node endpoints—the seisyflimks is a matching

on the network topology graph.
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Let B® be the set of busy links in the network at tirhand N B®) be the set of
non-busy links adjacent to the node endpoints of the link3{th Depending on the slot
reassignments, the rate of each link3ff) may either increase (by assigning additional
slots to the current link slot allocation) or decrease (bycedling slots of the current
link slot allocation); however, the rates of the links B can never increase—they
may either remain intact or decrease due to their slots lreeggigned to their adjacent
busy links.

Hence, during protocol execution, any simultaneous rgassents of concurrent
slots can only occur on the set of busy links. Since the bumkg lare a matching in the
network topology graph, the network TDMA schedule confliee property is main-
tained.

Note that it is possible for a nodecurrently busy on linKu, v) to receive a SGJPD
packet cancelling slots on a non-busy link =) due to a rate adjustment on another link
(x,y) (bothz,y # v). Since a slot cancellation request on a non-busy link doesafr
fect slot re-assignments on busy lifkk v), nodeu sets these slots idle in its local sched-
ule and responds to nodewith a SCUPD_ACK packet. In addition, upon reception of
a SCUPD_ACK on a non-busy link it has requested slot cancellationy imeglez can
immediately set these slots as idle in its local schedulere8tin the LOCKVEC of z,
these slots will be re-assigned to busy link y) once its rate adjustment is complete.

Finally, according to the protocol, the node endpointssiggisslots on their busy
link only after having received acknowledgements from héit affected neighbors.
Thus, itis ensured that all local schedules affected byltteeassignments on the busy

link will be conflict-free and consistent after the update. [ ]

Property 4.3.2 If the maximum node degree in the networkjs,. links, the maximum

number of control packets needed for each link rate adjustisé + 2D, ...
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Proof On the busy link2 SC.INFO packets? packets for the S@WPD-SCUPD_ACK
packet exchangd, COMMIT _REQ packet, and COMMIT _ACK packets are needed.

If both node endpoints have degrék,.. and if all their neighbors are affected by the
slot assignments on the busy link, a totakoD,,,,. — 1) additional packets are needed
for the SCUPD-SCUPD_ACK packet exchanges on the non-busy links. The property

follows. n

Property 4.3.3 If no packets are lost due to channel errors, the maximumtcnaf a

link rate adjustment i$ - T, e, Slots.

Proof We focus on a busy linku, v) and its one-hop neighborhood as shown in Figure

4.1. Without loss of generality, let the system be slot-fyanized. We assume that slot

Figure 4.1: The busy linku, v) and its one-hop neighborhood. The one-hop neighbors
of v andv are denoted by (u) and N(v), respectively. Arrows denote master-slave

relationships.

reassignments are such that each link is always assignedsitdne slot in the local
schedules of its node endpoints. This condition can be reiaied because, during each
link rate adjustment, the ASSIGNER is aware of the local dateeof the ASSIGNEE
when it determines the new slot positions for the busy link. dérive the maximum
duration of the link rate adjustment, we assume that eaghidimassigned exactly one

slot in the local periodic schedules of its node endpoints.
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Without loss of generality, let the busy link, v) be assigned sldi and the rest
of its adjacent links be assigned subsequent slots (onesaldt) within the TDMA
schedule period. Recall that each slot in the TDMA scheduiellisluplex—in the first
part the master polls; in the second part the slave respdimgsduration of the link rate
adjustment will depend on the master-slave role assignoetite busy link(u,v) as
well as the master-slave role assignments on the non-tlsydidjacent to nodesand
V.

The rate adjustment starts when the first IBSIEO packet is sent on the busy link
and terminates when the last COMMBCK packet is received on the busy link. We
derive the maximum duration by constructing a scenario thatimizes the delay of
each stage of the protocol execution. Since we have assuraeéddch link is assigned
one slot within a system period, the protocol execution vatjuire multiple TDMA
cycles:

Cycle 1: Letu initiate the link rate adjustment by sending the first BEO packet
at slot0. If u is master on linku, v), the SCINFO packet will be sent in the first half
of slot 0 andv will reply in the second half; it: is master on linKu, v), v will reply in
the the first part of slob of the next cycle. Hence, to maximize delay, we will assume
thatw is slave on link(u, v).

Cycle 2: Having received the SAINFO packet from node:;, nodev determines
its ASSIGNEE or ASSIGNER role. In the first case, it will dedég the ASSIGNER
responsibility to node: by replying with a SCINFO packet; in the second case, it will
act as ASSIGNER and initiate the slot reassignments. Claagyfirst case maximizes
delay and will be assumed in the steps that follow. Upon wegithe SCINFO packet
in the first half of slot0, (slave) node: will act as ASSIGNER and send a S@PD

packet tov in the second half of sldi.
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Whenwv receives the S@PD packet, it will notify the set of its affected one-hop
neighborsA(v) (A(v) € N(v)) about the schedule changes using 3D packets. If
v is master taall its affected adjacent links, it will receive all acknowledgnts within
this cycle. Ifv is slave in at least one affected link, all acknowledgemetitsarrive by
the next TDMA cycle. Since we seek the maximum delay, we vgditane that node
is slave to at least one link and this link has been affectethbyslot reassignment on
busy link (u, v).

Cycle 3: Nodew replies to node: with a SCUPD_ACK packet. Then, node sends
SC.UPD packets to all its affected neighbors. To maximize deldlyalso assume that
nodeu is slave to at least one link and this link has been affectatiéglot reassignment
on busy link(u,v). In addition, nodev receives all SQJPD_ACK packets from its
affected neighbors by the end of this cycle.

Cycle 4: Nodewv sends a COMMITREQ packet ta: at slot0. In addition, node:
receives all SQJPD_ACK packets from its affected neighbors by the end of thiseycl

Cycle 5: Once the COMMITREQ and all SQUPD_ACK packets have been re-
ceived, node: sends a COMMITACK packet tov at the second half of slét

Cycle 6: Nodev completes the rate adjustment by sending a COMMOK packet
to nodeu at the first half of slob.

In the above scenario, the rate adjustment starts at theddadf of slotO of cycle
1 and terminates at the first-half of slotof cycle 6. Hence, the overall delay equals
5 - Tsystem SlOts. The delay is maximum because the scenario was cotesiroy con-

sidering the maximum delay case at every stage of the priotaegution. [ ]

110



slot 0 slots 195y sem — 1
cycle#| v—>u u— >0 N@w)—>v | v—>N() | N(u)— >u | u— > N(u)
1 SCINFO
2 SCINFO SCUPD SCUPD
3 SCACK SCACK SCUPD
4 | COMREQ SCACK
5 COM_ACK
6 COM_ACK

Figure 4.2: Scenario that maximizes the delay of link rajastthent.
4.3.4 Design considerations
Storage requirements

Let D,,.. be the maximum number of adjacent links per node. Gigp,., a node can
distinguish its adjacent links usindogs D,...| bits. Hence, the local schedule can be
encoded usinglogs D,naz | - Tsystem bits. In addition to the local schedule, BUSMT,
NEIGHBORBBIT_VEC and LOCKVEC requirel, D,,,;, andTg,q ., bits, respec-

tively. Hence, the total storage for local variables reggiby the protocol is:

Bstorage =1 + Dmaa: + (I_ZOQQDmax-I + 1) : Tsystem bits (41)

SinceD,,,,, is typically much less thai, ..., the storage requirement increases linearly
With Tyystem. Both Dy, andTy, ..., are design parameters that depend on the technol-
ogy at hand. For example, in the case of Bluetodtf),, = 7 and each full-duplex slot
has a duration equal tb25ms. A maximum inter-frame delay af25ms would require
Tsystem = 100 slots. According to eq. (4.1) the protocol storage requaetmwould only

be 208 bits in this case.
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Communication requirements

Each half-duplex mini-slot can be used by either a data otrebpacket. Hence, each
packet has a header that includes the packet type (DATAINGD, SCUPD, COM-
MIT _REQ, COMMIT_ACK) and the BUSYBIT state of the sender node. This infor-
mation can be encoded usiddpits.

A SC.INFO control packet contains the local schedule and the eatgnate of
the sender node. The rate estimate rang@,ig;,s:..,| slots and can be encoded by
[logaTsystem | Dits. Hence, the total size of a SBFO packet iSlsystem « [10g2 Dimas | +
[l0g2Tsystem | DItS.

A SC_UPD control packet sent over linkindicates the new slot positions to be
assigned to this link in the recipient’s local schedule.sTihformation can be encoded
using Tsysiem bits. The rest of the control packets (PD_ACK, COMMIT _REQ,
COMMIT _ACK, CANCEL_REQ) contain no extra information other than their type.

If we include the4 bits of the common header, the number of li#s,....; required

per control packet is determined by the size of thelSEO packets:
Bcontrol =4 + [ZOQQTsystem—l + [ZOQQDmax—I : Tsystem bits (42)

Since a slot can carry either a data or control packet, e@) é&ts the minimum
half-duplex mini-slot size in the system or equivalentlye tmaximum system period

Tsystem that can be supported given a fixed system slot duration.

4.4 Link-level Quality of Service (QoS)

At any time instant the distributed TDMA protocol guarargtéeat the network operates
according to a conflict-free TDMA schedule. Being confli@erthis schedule realizes

a link slot allocation in the network. In order to provide Qofs a link-level basis we
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must be able to compute a TDMA schedule that realizes a gigemadd allocation on
the network links. We are interested in a dynamic versiorhf problem where link
demands may change at asynchronous time instants due thex lager process. This
process can be a higher-layer bandwidth allocation meshaar even mobility—in this
case link failure is viewed as transition to zero link demand link establishment as a
transition from zero to positive demand.

We assume that the higher-layer process alternates betweestates: an active
state where the link demands change and a quiescent state mdehanges occur. The
end of each active state corresponds to a link demand athocat be realized by a
network TDMA schedule. The challenge: nodes must reach awsthedule starting
from the current TDMA schedule and using only local inforioat

The alternating states model is necessary for the definitiaonvergence. It im-
plies that network topology and traffic dynamics must renstale for a sufficient time
period to allow realization of the desired allocation. Hues the nodes are not aware
which of the two states the network is currently in. They catyaetect the demand
changes on their adjacent links. Once the link demandsliggbihe nodes use the

distributed TDMA protocol converge to a TDMA schedule reig these demands.

4.4.1 Local feasibility conditions

In order for convergence to occur, the distributed TDMA poati must always be pro-
vided with feasible link demands. Recall that a link dematatationT = (7, ..., 7, ..., 7))
is feasible if a conflict-free TDMA schedule exists that cHocater; conflict-free slots

to every link! without exceeding the system peridd, (.., slots). In Chapter 3 we saw
that determining feasibility of an arbitrary set of linkeatin a slotted multi-channel ad

hoc network is an NP-complete problem. However, in practice higher layer pro-
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cess changing the link demands will not be global but, in, et result of higher-layer
bandwidth allocation or hand-off mechanisms executedllipty the nodes. We are
therefore interested in identifying certain instances neHeasibility can be character-
ized by a set of local conditions.

Let us first assume that global slot synchronization is stpgoin the network.
In this case local conditions would require the demand surtheflinks adjacent to
each node to not excedd, .., slots. Due to link scheduling interdependence, these
local conditions cannot alone guarantee feasibility (Sge #.3 for an example). The
additional non-local conditions require that, for evendotde subse) (|Q| > 1) in
the topology graph, the sum of the demands of all links adjeiwethe nodes i) must
not exceed (|Q| — 1)/2 - Tsystem | Slots [100].

Figure 4.3: Without loss of generality, assume that all scale slot-synchronized and
Tsystem 1S €veNn. No schedule exists that can allodatg.., /2 conflict-free slots to each
link, even if the local conditions; + 7 < Tyysem, 71 + T3 < Toystem @aNdTe + 73 <
Tsystem fOr nodesA, B, C, respectively allow this allocation. The non-local corutfit

71 + T2 + T3 < Tsysiem 1S alSO required here.

There are two ways to guarantee feasibility using only lgoalditions: restrict the
network topology or underutilize the network. If the netwéopology is bipartite, the
entire set of feasible allocations can be captured only bglloonditions. Topology
control is inherent in multi-channel systems due to the neeaksign channels to the

discovered links before communication takes place. Attevely, in absence of a topol-
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ogy control mechanism, feasibility can be ensured by @stg the maximum number

of slots each node provides to its adjacent links. For statsronized multi-channel ad

hoc networks feasibility is guaranteed by requiring the sairfink demands on every

node be less thaj2/3 - Tyystem | Slots at any time [101]. Local conditions of this form
are sufficient: they guarantee feasibility but only captrfeaction of the entire set of

feasible allocations. Hence, the network is underutilizeithis case.

In an asynchronous TDMA system the region of feasible ratdgrther restricted.
Due to the additional slots needed in the slaves’ local sdlesdthe minimum period
L....(7) realizing a demand allocationin an asynchronous system is greater than the
minimum periodLj%{{ﬁf"(r) had the system been perfectly synchronized. Since feasibil
ity is characterized by comparing the minimum scheduletletizat can realize- to the
system period,.,, certain allocations feasible by a synchronized systerimetibe
feasible when asynchronicity is present.

In Chapter 3, we derived the feasibility corrollary 3.3.6.eTdorollary states, that,
for any given topology and demand allocationL,,,;,, (1) < 2 - L**""(+) [74]. Con-
sequently, a set of sufficient local feasibility conditiomsuld allow for nodes to offer
half the slots they would offer in the corresponding synaimed system: For bipar-
tite topologies, feasibility is guaranteed if every nodieis|1/2 - Ty stem | SlOts while
for arbitrary topologieg 1/3 - Ty | Slots. These conditions imply further network
underutilization+/2 and2/3 of the total capacity of bipartite and arbitrary topologies
respectively cannot be used for QoS provision.

A lower bound on the minimum periof,,;,,(7) of an asynchronous TDMA sched-

ule realizing a demand allocatian= (7, ..., 73, ..., 7)) is given by:

LB(t) =max > (7 + J™) (4.3)
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whereL(u) is the set of links adjacent to nodeand,

(w) 1 if wis slave on linkl
= (4.4)
0 otherwise

The termr; in the sum of the RHS of (4.3) exists because each node can coicate
to only a single link at every slot of its local schedule. TemtJl(“) represents the need
for (at least) an additional slot for time-slot referencgm@inent on every link a node
acts as slave. The lower bound on the minimum period is nbt bgt can be used to
identify instances where the entire set of feasible allooatcan be captured by a set of

local conditions. This is summarized by the following prejion:

Proposition 4.4.1 Consider an asynchronous TDMA ad hoc netw6ikV, £). If for
every demand slot allocation, L,,;,(7) = LB(7), then,all feasible allocations for
G(N, E) can be captured by the following set of local conditions:
Yo n< Tystem — Y S VueN (4.5)
l€L(u) l€L(u)
Proof We use contradiction. Let* be a demand allocation satisfying the local condi-
tions of eq. (4.5) but is not feasible. Sine& is not feasible, the minimum period for
realizing it must be strictly greater thadi, e, SIOtS: Ly, (7*) > Tsystem- The demand
allocationT* obeys the local conditions of eq. (4.5):
N7 (1 + JY) < Toystem, Yu € N =
leL(u)

max (Tl* + JZ(U)) < Tsystem =

LB(T*) S Tsystem

Since L, () = LB(1), VT € G(N, E), we reach the conclusion that,;,(7*) <

Tsystem, 1.€. T is feasible. This contradicts our initial hypothesis. [
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Proposition 4.4.1 states that classes of topologies orfgp&apologies for which
Lyin(T) = LB(7) for all 7, can be fully utilized by distributed algorithms. In the hex

section we show the class of tree topologies satisfies tbjsepty.

4.4.2 Optimal link scheduling for tree networks

Let the ad hoc network topolog¥(N, E) be a tree. Without loss of generality, assume
that an arbitrary node in the tree is designated as root. ddteprovides a reference for
parent-child relationships between the node endpointserfydink in the network. The
parent-child relationship between the node endpointsdependent of their master-
slave relationship. We define thevel of a noddo be its hop distance from the root
(the root has a level equal to zero). Tlegel of a linkequals the level of its child node
endpoint.

Let  be a demand allocation. Given every node is equipped with a local schedule
of periodTs,s:, = LB(7) slots (eq. (4.3)). The slot positions in each local schedule
are indexed fron) to 7., — 1. A set of consecutively assigned slots to link the
local periodic scheduls,, of nodeu, forms a (circular) windowV," = [s{"), &!")]:

(u) (u) () (u)
[s(u) e(u)] ) s if s, <e (4.6)
I ™ - .
sf“), 0, ..., el(“) otherwise

wheresl(“) andel(“) are the start and end slot positions assigned tollinkS,,, respec-
tively. The number of slots irWl(“) is denoted a$W,(“)|. Modulo-T, s, addition and
subtraction are denoted byp” and "&”, respectively.

We now describe the operation of CENTRAIREE, a link scheduling algorithm
that realizesr using a period ofL. B(7) slots. Initially, all local schedules are empty.
Links are scheduled in a breadth-first manner. In the firsttiien, the root node starts

from slot0 in its local schedules,. and schedules its children links (level-1 links) until

117



their total demand is satisfied. The links are scheduledpreamptively in successive
windows: For each child link= (r, ¢), r allocates inS, a window ofr; + Jl(’") consec-
utive slots, immediately succeeding the window of the presly scheduled child link.
After | has been scheduled 8., the child node: assignsr, + Jl(c) time-overlapping
slots to link! in its own local schedul§..

In the next iteration, the root children (level-1 nodes)estile their own children
links (level-2 links). For each such nodeits parent linkl, has already been satisfied

by awindowW,i“) = [sl(:), el(:)] in S, during the previous iteration. Nodestarts from
(w)

lp

slot positione, ” & 1 and schedules its children links non-preemptively in sasive

windows by filling S, towards slot positiorsl(:) in a circular fashion. For each link
[ = (r,c) scheduled inS,,, the child node endpointassigns time-overlapping slots in
S..

The scheduling process is repeated recursively until thedst-level links have been

scheduled and the leaf nodes have updated their local delsedu

Theorem 4.4.2 If the network topology is a tree, any demand allocatrooan be real-

ized by algorithm CENTRALREE using a period ot B(7) slots.

Proof SinceTy, . is set toLB(T) slots, it suffices to show that no node runs out of
slots in its local schedule during the algorithm executidfe use induction on the link
levels over the tree.

Level 1: Starting at slob in its local scheduleS,., the rootr schedule$ ;) 7t +
Jl(” slots which, by definition, is less than or equalli® (7). In addition, each child
nodec on child link [ allocatesr, + J time-overlapping slots in its local schedule,
which does not exceetlB(T).

Level k-1: Assume that no node has run out of slots after all Iével1 links have

been scheduled. Due to the breadth-first recursion, eadiedétvelt — 1 nodes that
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are children of the same (levél— 2) parent has been assigned a single window, the
windows of such nodes being mutually exclusive.

Therefore, without loss of generality, we can consider ladjrof level k — 1 and its
child nodew in isolation. During the previous iteratianhas been allocated, + Jl(:)
consecutive slots iy,.

Let C'H (u) be the set of children links of node Nodeu will need ;¢ (7 +
Jl(“)) slots inS, to schedule its children links in mutually exclusive window hus node
u will have assigned a total O, ., (T + I ) + Jl(:) = D ienw(m + JM)
slots at the end of iteratioh, which, by definition does not excedd3(r). Also, for
each linkl = (u, c) € CH(u), the child node: will allocater; + Jl(c) in S, which does
not exceed. B(T). Therefore no node runs out of slots at the end of iteratioffhe
induction step is complete. [ ]

Algorithm CENTRAL TREE cannot be used in practice because it requires global
information and a priori knowledge of a static demand aliiecefor which it computes
an optimal schedule. Its importance lies in establishirgj the entire set of feasible
allocations for tree topologies can be captured by locatlitmms, even for the case of

asynchronous TDMA.

4.4.3 Some practical considerations

To summarize our results on local feasibility conditionsaganteeing feasibility of the
global link demand allocation requires each nad® provide at most'? slots as de-

mands on its adjacent links:

> n<Tf (4.7)
)

leL(u

where the maximum value &% is given by the table in Figure 4.4. According to our

previous discussiofi’* depends on whether or not the network is slot-synchronired a
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whether a distributed protocol for enforcing bipartite r@et topologies exists.

Topology
Arbitrary | Bipartite Tree
SynChronized L%Tsystem Tsystem Tsystem

2
Asynchronous | Lt | || Tagen | 7,0, — 5 Y
leL(u)

Figure 4.4: Maximum known values (in # of slots) for the Qozstion parametef '’
ensuring feasibility under various assumptions on topplogntrol and slot synchro-

nization.

In a multi-channel system such as the one considered heaatitke topologies can
be easily enforced using local information: every node aotg as master or slave to
all its adjacent links and the channel assigned to eachdinlerived from the (unique)
address of the master node endpoint. In practice, bipaoiitelogies arise in clustered
architectures [35][36]. In these architectures each etustdefined and controlled by
a clusterhead node. Inter-cluster communication is peréorby non-clusterhead gate-
way nodes that participate in multiple clusters.

Tree topologies can be enforced using existing algoritronslynamic tree forma-
tion and maintenance [29][31][77]. Trees manifest in vasiad hoc networking appli-
cations. Existing topology construction algorithms for &ooth ad hoc networks gener-
ate tree topologies [25] [29][31][102]. According to theaser network communication
paradigm, sensors report data back to a single source ovee attucture [103][104].
Tree topologies are also used for energy-efficient broaithcpf21][105]. Several non-
tree ad hoc networks use a certain subset of nodes as a tidaohadfor facilitating
administrative purposes such as routing.

When nodeu joins the network it queries its neighbors about existerfcglabal
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synchronization or topology control protocol and setsifsaccording to the table in
Figure 4.4. The table demonstrates that more restricteoldgges allow for greater
node utilization. Trees allow for maximum utilization inthasynchronized and asyn-
chronous systems; in addition, the entire set of feasitbbeaiions is captured only by
local conditions.

We would like to emphasize that the terms "feasibility” anahderutilization” are
with respect to provision of QoS guarantees, i.e. when nad@sto realize a link
demand allocation in the network. The QoS utilization paemindicates a sufficient
number of slots each node can provide for QoS traffic. Howekerremaining slots in
the nodes’ local schedules need not be idle—they are alwaylalale for other purposes

including control or best-effort traffic.

4.5 Summary

We introduced a distributed TDMA protocol for multi-chah@& hoc networks that
operates with no global assumptions such as network-wadeghchronization, knowl-
edge of number of nodes in the network or universal slot ematio&. The protocol
reacts locally to topology or traffic changes, adjustings liates by means of conflict-
free slot reassignments. The TDMA nature of the protocavesl provision of QoS
guarantees—a set of link rates realized by a TDMA schedukeid@htified local feasi-
bility conditions that depend on existence or not of netwogology control and global
slot synchronization mechanisms. These conditions captwubset of feasible alloca-
tions but ensure that a distributed algorithm will be ablestach a schedule that realizes
them. The definition as well as distributed algorithms fdoecement of QoS objectives

within this subset of feasible allocations is the subjedheffollowing chapters.

121



Chapter 5

Link-level max-min fairness

In this chapter we focus on distributed bandwidth allogatitechanisms that operate in
the subset of feasible allocations defined in chapind aim at generating and enforc-
ing link demands for the realization of various QoS objexgiv

One possible QoS objective is for users to impose specifidsimands on the net-
work links. This would require additional mechanisms fomaskion control and re-
source provisioning that might be costly in the mobile ad hetwork setting. Another
QoS model might be for users to specify a utility that expesedbeir satisfaction level
as a function of the bandwidth they receive. Given the uskydunctions the network
tries to allocate bandwidth accordingly. Since it is notaaeasy to characterize a user
satisfaction in terms of bandwidth, defining utility furantis that are meaningful is gen-
erally difficult. Max-min fairness is an intuitive and desdite objective in application
scenarios where no explicit knowledge exists about the Wl requirements of the
users in the network. A max-min fair allocation tries to alite an equal amount of
bandwidth to all users. If a user cannot utilize all the bawidwbecause of a constraint,
then the residual bandwidth is distributed to less consdausers. Among any feasi-

ble bandwidth allocations, a max-min fair allocation eesuthat the most constrained
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users are allotted the maximum possible bandwidth. This fafrfairness has also been
shown to be a good trade-off between maximizing networkzation and providing fair
access to the network users.

In this chapter, our focus is at the medium access layer; [d96][107][108] [109],
we address max-min fairness for the case where the "usersimagle-hop flows (links)
instead of multi-hop sessions. Two reasons motivate thpsogeh. First, maintenance
of state for end-to-end sessions may not be possible inwigiight mobile nodes nor
even desirable in a highly mobile network. Still, transnaes must be coordinated
such that robust and balanced access is provided to therhiytees. Second, provision
of fairness on a multi-hop session basis can be viewed astlaogonal objective. Re-
cently, two distributed algorithms have been proposed 19]&nd [60] for end-to-end
utility-based fairness and max-min fairness, respegtiv€lperating at a higher layer,
these algorithms compute the fair session rates, but theyotlenforce these rates—a
distributed medium access mechanism is needed.

We first introduce a fluid model that captures only the bantwallocation con-
straints without taking into account the conflict-free negoent. In this model we
propose a distributed algorithm that starts from an inrigéé allocation and eventually
converges to the max-min fair solution after a series of elsgonous link rate adjust-
ments. The slotted version of the algorithm uses the digtib TDMA protocol and
attempts to emulate the one of the fluid model with the bagierdnce that whenever
it adjusts the rate of a link it does so by re-assigning trassion slots directly on the
network schedule without violating the conflict constrainSince the fluid algorithm
converges to the max-min fair rates under asynchronoushdistd operation, the slot-
ted one is expected to have similar properties.

Max-min fairness in slotted multi-channel wireless systemas first addressed in
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[109]. The authors provide an on-line scheduling policy @nove analytically that
it converges to the max-min fair solution. However, the ppluses global network
information to compute the conflict-free link schedule aherefore, cannot be imple-
mented in practice. The slotted version of the distributigdrdhm proposed here is
implementable but no analytical proof exists for its examtwergence as in the fluid
case. Through extensive simulations in static and dynaetiwarks we show that the
algorithm possesses very good tracking properties of themma fair rate allocation.
The rest of the chapter is organized as follows: Section Ee$gnts the network
model and definition of max-min fairness. Section 5.2 intceb the fluid part of the
asynchronous algorithm that computes the amount of ratesedents. Section 5.3
describes the scheduling technique that enforces theseadfstments by means of
conflict-free slot reallocations. The algorithm perforroars evaluated in Section 5.4.
A traffic-adaptive extension of the basic algorithm is pr¢ed in section 5.4.4. We

discuss related work in Section 5.5. Section 5.6 concludes.

5.1 Network Communication Model

We consider a multi-channel ad hoc network represented eespa @' (N, L) where ver-
tices correspond to wireless nodes and edges corresposthtdighed communication
links. The nodes use the TDMA architecture and protocol éefim Chapter: each
node to coordinate transmissions on its adjacent linksguaiperiodic local schedule
of Tyysiem full-duplex slots; both asynchronous and globally slatefyronized modes
are supported. Since only primary interference exists,sgtyf links that do not have
a common node endpoint can transmit simultaneously withonflict. Figure 5.1 il-

lustrates a multi-channel ad hoc network using a slot-syorthed TDMA schedule.
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Figure 5.1: A multi-channel slot-synchronized wirelesad network using a TDMA
link schedule off,,.,, = 14 slots. Each slot in a local schedu, indicates the link

assigned by node.

We use two models to represent bandwidth allocation. Irstbemodelthe band-
width allocated to a linK is expressed as the number of slgten a (synchronized or
asynchronous) TDMA schedule of peri@g,s:.., slots. Thefluid modeldoes not refer
to a slotted system. The bandwidth allocated to aliiskexpressed as a normalized rate
r; and is the time fraction the node endpoints spend commumgcadnflict-free on this
link.

Given link slot allocationr = (7, ...,7z|) in the slot model, the corresponding
normalized rate allocation in the fluid model equals: /T, s.n. Conversely, the slot
allocation in &l ..,-periodic system corresponding to rate allocatios (11, ..., 7|L|)
isT = |7 Tyystem]-

The two models serve different purposes: the fluid model irergeneral and intu-

itive and can be used to describe bandwidth sharing as wettaens such as feasibility
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and max-min fairness. On the other hand, a real system usskotied model—it always

works in the discrete domain using a TDMA schedule of pefigg.,, slots.

5.1.1 Rate feasibility and max-min fairness

Under the fluid model, theffective capacity’, of a nodeu is defined as the maximum
rate it provides to its adjacent linkis(u) for communication. IfC, is less than unity
then the node is partially utilized and remains idle for th&t of the time.

Alink rate allocationr = (74, ..., 7, ..., 7|1|) is feasibleif there exists a conflict-free
(not necessarily periodic) TDMA schedule that allocatesvery link/ a long term rate
equal tor;. Since each node cannot communicate on different adjacent links simulta-
neously the sum of the rates of all links irfw) must be less tha€’,. A node effective
capacity of unity guarantees feasible rate allocationsvthe network topology is bi-
partite [83]. For arbitrary topologies, the feasibilitygren cannot be characterized only
by these local conditions. The additional non-local candg require that, for every odd
node subsef) (|| > 1) in the topology graph, the sum of the rates of all links a€ljac
to the nodes i) must not exceed Q| — 1)/2. Alternatively, an effective node capac-
ity of 2/3 provides with a sufficient (albeit not necessary) char@aéon of feasibility

[83]. Hence, we will use the following local capacity comstits for the fluid model:

1 if G(N, L) is bipartite
Z r < Cy, Yué€ N ,whereC, =
1€L(u) 2/3 otherwise

If a link [ has a long-term arrival ratB; we also need demand constrairn its maxi-

mum allowable rate:

r < B (5.1)

Here, we implicitly assume the thg, are such that feasibility is maintained: for every

link I, B, < 1 and for every node, >, ;,, B: < C.. These conditions hold because,
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in practice, theB, are estimated online with respect to the node effectiveappaNe
will outline such an estimation procedure in section 5.4.4.

A feasible rate allocation imax-min fair (MMF)if the rate allocated to a link cannot
be increased without decreasing the rates of other comgdks having equal or less

rate. More formally, we define a rate allocationo be MMF if:

1. Itis feasible i.e. satisfies the capacity and demand in&t given by equations

(5.1) and (5.1).

2. It is lexicographically greater than any other feasilalie rallocation vector’. In
other words, if we sort botlr and+’ in increasing order of their rates and start
comparing the rates of the respective permuted veetarsdr’ starting from the
lowest index, then after a possible set of equal rates th#rbevan index! such

thatr,” < 7).

Intuitively, if all links have equal access right, the mosnhstrained links are provided
the maximum possible bandwidth.

Nodew is defined as #&ottleneck nod¢o an adjacent link € L(u) if it is fully
utilized with respect t@’, and the rate of link is greater than or equal to the rate of all
other links inL(«). The definition of bottleneck node gives rise to a distridutgterion

to determine whether a given allocation is MMF or not:

Theorem 5.1.1 MMF criterion: A bandwidth allocation is MMF if and only if every

link [ in the network satisfies at least one of the following condgion
e The bandwidth allocated to linkequals its long-term arrival rate,.

e The link! has at least one bottleneck node.
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A similar criterion has been used for determining MMF allomas of end-to-end ses-
sions sharing wireline networks; the proof of theorem 5dafh be derived from the
proof of the wireline criterion [111].

The link MMF rates can be computed using an iterative, ofélcentralized algo-
rithm. During each iteration, each node equally dividesaitailable bandwidth to its
adjacent links. The bottlenecks are the nodes for whichdivision is minimum; the
minimum ratio is the MMF rate for this iteration and is allte@to the links adjacent to
the bottleneck nodes. We then remove the bottleneck nodabhain adjacent links from
the network and reduce the available bandwidth of the remgimodes by the amount
consumed by the removed links. Any node whose availablevaltiol becomes zero
is also removed. In the next iteration, we consider the reduetwork, determine the
(next-level) bottleneck nodes and repeat the procedure.pfdcess continues until all
links have been allocated their rates. Upon terminatiois, dlgorithm yields the link
MMF rates because the links removed in each iteration haveaat one bottleneck
node. The centralized algorithm is similar in spirit to tHgasithm of Bertsekas and
Gallager [111] that computes MMF rates for end-to-end sasssharing the links of a
wireline network—in our case, the shared resources aredithesrather than wired links
and the entities sharing resource bandwidth are the wiéldss rather than end-to-end
sessions.

Figure 5.2 is an example of the centralized algorithm perfog the MMF rate
computation. The topology is bipartite and all links areuassd backloggedi;, = 1).
The algorithm pseudocode in Figure 5.13 in Chapter Appendiiiacludes the case
where demand constraints are taken into account.

The centralized algorithm demonstrates that max-min éasrfor wireless links is a

global objective—the optimal allocation is dependent @htire topology. Since nodes
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Figure 5.2: (a) Initialization: All nodes set their effaaicapacities to 1 (bipartite topol-

ogy). (b) Iteration 1: Bottleneck node is—-over all nodes, it provides the minimum fair

share of 1/4 to its adjacent links. (c) Iteration 2: Bottldneode isB (MMF rate is

1/3). (d) Iteration 3: Bottleneck node @s (MMF rate is 5/12). (e) Iteration 4: Bottle-

neck node i), MMF rate is 7/12. (f) The MMF link rate allocation and compesiding

node utilizations.
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have access to only local information, they never know theRvtistes of their adjacent
links. We seek an asynchronous distributed algorithm whedes incrementally reach
the global MMF link rate allocation through local rate adjuents. Such an algorithm
would allow convergence to the MMF solution provided thedlogy remains stable for
a sufficient amount of time. A second challenge (not addcessen by the centralized
algorithm) is for the nodes to reach a TDMA schedule that mef®these rates.
We first introduce an algorithm that computes the MMF rat@sgusnly local infor-

mation. This algorithm is then used in the slotted systemuidegslot re-assignments
for rate adjustments. We thus aim for rate computation aridreement to occur in

parallel. Our approach will be presented in detail in théofeing sections.

5.2 Distributed algorithm—Fluid model

In this section we introduce an asynchronous distributgdrahm for the fluid model

that works in the feasible rates region and eventually cgaseto the MMF allocation.

5.2.1 Fairness deficit

A central component of the distributed algorithm is flagness deficit computation
(FDC), performed by a node with respect to an adjacent lirk= (u, v): nodeu starts
from the current allocatiom, = {r, : [ € L(u)} on its adjacent links and computes a
new allocationr!, where it is a bottleneck far. Then, thefairness deficit of node for
link [ is defined ag'd" = 7| — r,.

The FDC can be implemented by the following iterative aldoni: Initially, 7, = ;.
The rate of linkl is increased by the excess capadity= C, — >, 7 of nodeu.

Then, at each iteration we consider the sét/ ) of maximum rates in/,. If 7 is not in
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max_
step rate
0 |005| 017 | 0.25 | 0.25 | 0.23 | 0.05 | 0.25

010 0.17 | 025 | 0.25 [ 0.23 | 0.00 | 0.25
0.20| 0.17 | 0.20 | 0.20 | 0.23 | 0.00 | 0.23
0.215{ 0.17 | 0.20 | 0.20 [0.215| 0.00 | 0.215

W | N

Figure 5.3: The FDC algorithm for link at nodeA (C'y = 1.0, B; = 1.0). The shaded
entries during each iteratiandenoteM ). The last row isr,; the fairness deficit is

Fd™ =0.215 — 0.05 = 0.165.

M®, the total bandwidth of/®) plusr is equally distributed to the links in/*) and
link 1. This operation decreases the rates of link84ff and increases the rate of link
[; it also determines the maximum rate set of the next itemafldne process is repeated
until 7} is in the maximum rate set.

The above description assumes thet a greedy link (demand constraiBf = 1).
If B, < 1 the iterations stop when eithef is in the maximum rate set or when
becomes greater than or equalBp. In this case, the excess bandwidth— B; is
equally distributed to the links in the maximum rate set @fldwst iteration and, is set
to B;. The FDC steps are described by the pseudocode in FigureFdute 5.3 is a

representative example of the FDC operation.
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5.2.2 Fluid distributed algorithm

The distributed fluid algorithm starts from an arbitrary disde link rate allocation.
Links are continuously activated for rate adjustment anelkyonous time instants.
When a linkl = (u,v) is activated for rate adjustment, the algorithm seeks tcease
its rate such that one of the node endpoints becomes a lemtkidar this link. More

specifically, the following actions take place:

1. Nodesu andwv perform the FDC for link and exchange their fairness deficits.

Thelink fairess deficits fd, = min{fd", fd\"'}.

2. If the link fairness deficit is zero, then no rate adjusthtakes place, steps 3 and

4 are not executed and no further action is taken.
3. If both deficits are non-zero, then the rate of link increased by d;.

4. Nodesu andv adjust the rates of the rest of their adjacent links accgtgin
The new link rate allocation!, for the minimum deficit node: has already been
computed by the FDC in stdp For the maximum deficit node any new link rate
allocationr! where the sum of rates does not excégdand link! has rate equal
tor; = r;+ fd,, is acceptable. For example, such an allocation can beedaich

applies again the FDC on linkwith an upper bound equal tein{ B;,r; + fd;}.

Note that in order to perform the above adjustments we ordyl e reduce the rates of

certain links adjacent to nodesandv except linkl, the rate of which is increased by
fdi.

Theorem 5.2.1 (Convergence Theoremiiven a static topology and an arbitrary ini-
tial feasible link rate allocation, the distributed fluidgarithm converges to the network

MMF allocation after a finite number of link activations faate adjustment.
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Proof We assume that every link in the network will be asynchrohoastivated
for rate adjustment infinitely often. In other words, links dot stop attempting to
perform rate adjustments and intervals in-between comisectate adjustments of a
specific link are finite. For simplicity, we assume that atlké are backlogged (i.e.
B, = 1Vl € G(N, L)). The proof under demand constraints (< 1) follows a similar
reasoning.

Let the link rate adjustment process start at timeConsider the set of most con-

strained node&/ (), for which the ratioCy, /| L(k)| is equal and minimum:
NO = {y:u=arg mi]%{C’w/|L(w)|}}.
we
When a link! adjacent to a node in N© is activated for rate adjustment:

e Nodeu is always the bottleneck node fbbecause it offers the minimum deficit.

e According to the FDC algorithm af, link / will belong to the maximum rate set
of the new rate allocation’,. Also, the cardinality of the new maximum rate set

of nodewu increases by one link.

When all adjacent links of have been activated for rate adjustment, its maximum rate
set will have|L(u)| links, each link allocated rat€, /| L(«)|. From that point on, when
alink ! € L(u) is activated for rate adjustment,will be giving it a fairness deficit
of zero, and no further rate adjustment will take place farhsa link. Since links are
activated infinitely often for rate adjustment, there widl b pointt; > ¢, where all
adjacent links to all nodesin N© have been allocated a rate@f/|L(u)|.

Let L(© be the set of all links adjacent to the nodes\Nif?) and consider the algo-
rithm operation after time, .

Nodes inN© will never adjust the rates of their adjacent links. When aened

in N — N© executes the FDC algorithm for an adjacent linkot in L, it may
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decrease the rates of other adjacent links except thds@irthese links have the global
minimum rate in the network and will never belong to the maxinrate set during the
FDC computation of:. This is equivalent to saying that links ii®) and the bandwidth
they consume have been "removed” from the network; the niod&s- N ©) redistribute
their remaining capacity to their adjacent, non-saturaids.

After time t,, denote byN") the set of the next most constrained nodes in the net-

work:

NO ={u:u=arg min {(Co— > m)/|L(w)}}.

weN=N® ke(L(w)NL©)
When a linkl = (u,v) adjacent to a node € N is activated for a rate adjustment:
e If the other endpoint node is in N, no rate reallocation takes place because

the link fairness deficit is zero.

e Otherwise, node: is the bottleneck node for this link. Now if there is another
link in L(u) for which the endpoint node # v is in N, then its rate cannot
be decreased further by the FDC algorithmudfecause it has already established

the minimum possible fair share in the netwo€K, (/| L(w)|).

e The cardinality of the new maximum rate set of nediacreases by one link.

Now lett, > t; be the time instant where all adjacent links to all nod@s N ") (except

the linksk € L(©) will have been allocated their fair rate€,— > r5)/[L(w)]).
ke(L(u)NL)
It is straightforward to show by induction that there exafature finite time instartt, , |

until every set of constrained nodes

N® = {u:u=arg min {(Cy — Z i) /| L(w)[}}

EN-NOy. . .UNM®)
v ke L(w)N(LOy...uL®)

will saturate its remaining links. It follows that the alggom converges to the MMF

allocation in a finite number of steps. n
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The algorithm is self-terminating—no explicit messagedsde be sent to the entire
network to signal convergence. When a link is activated foossible rate adjustment,
adjustment occurs only if the link fairness deficit is nomezeUpon convergence, all
links will have at least one bottleneck node—the link fagshdeficit will be zero for all

links in the network.

5.3 Distributed algorithm-Slot model

The fluid algorithm guarantees convergence to the MMF ratésdbes not yield a
conflict-free schedule that realizes these rates. Thisdause the fluid model does not
refer to a slotted system but is mainly concerned with hovetlistribute the bandwidth.

The slotted algorithm emulates the fluid algorithm: it athuke rate of a link by
re-assigning transmission slots directly on the netwoHedale without violating the
conflict constraints. Since the fluid algorithm convergeth®oMMF rates under asyn-
chronous distributed operation, the slotted algorithm alve similar properties, pro-
vided it yields a conflict-free schedule after each rate stdjent.

Next, we describe the three components needed to use theafgodthm in the
slotted system: 1) a modification in the local conditionsi® slotted FDC and 3) the

slot assignment algorithm.

5.3.1 Local conditions

When the fluid algorithm is applied to the slotted system sratidl be quantized to slots.
In order for the resulting slot demands to be feasible, wel teeestrict the fluid model

local conditions to fit the corresponding slotted system:

TR
Y n<Cy Cu=7"—, VueN (5.2)

T,
leL(u) system
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whereT'’ depends on the topology control algorithm and the existefinetwork-wide
slot synchronization and its maximum allowed value is gibgrnhe Table in Figure 4.4
of Chapter 4.

The capacity conditions (eq. (5.2)) allow the fluid algamitho operate over both
asynchronous and synchronized TDMA systems. For easestrdition through the rest
of the chapter we will describe the mapping of the fluid altjoni to a slot-synchronized

ad hoc network.

5.3.2 Slotted FDC

The number of conflict-free slots each nad&ansmits on its adjacent links in its local
scheduleS,, determines its slot allocation,. In the slotted FDC node uses the fluid
FDC to reach from the initial slot allocation, to a new slot allocatior’,; the slotted
FDC outputs the difference vectat, = 7/, — 7,. An example of the slotted FDC

u

operation at nodél in Figure 5.1 is shown in Figure 5.4.

5.3.3 Slot assignment algorithm

Givenx,, a positive (or negative) elemeny, indicates the rate of link must be in-
creased (or decreased) byslots. A zero element indicates no change in the rate of the
corresponding link. The set of surplus links (i.e. the linKected by the rate adjustment
onlink?) is X, = {k : z; < 0}. Also z; is positive and equal to the fairness deficit
amount of slots that must be assigned to link

The slot assignment algorithm decides for each surplusiimkich z;, out of the
7 current slot positions will be re-assigned to lihk The slot assignment algorithm
consists of two phases. Phase | nodewu takes into account the local link schedule

S, of the other node endpoint and assigns slot positions to lirikin the following
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step Link1l | Link2 | Link3 | rem Actions
0 | T4 2 6 6 0 Tsystem = 14
1 |r,| 2/14 | 6/14 | 6/14 | 0/14 ra = Ta/Tsystem
2 | r,| 0.333]| 0.333 | 0.333 | 0.000 Fluid FDC
3 |7 4 4 4 2 Ta= "4 Tsystem]
4 |7y 6 4 4 0 Give remainder slots to link 1
5 | x4 +4 -2 -2 0 TA=T)—Ta

Figure 5.4: The slotted FDC for nodéon link 1 in the network of Figure 5.1: 1) slots
are converted to rates. 2) fluid FDC is applied to rates. 3) Reguates are quantized to
slots. 4) Excess slots due to the quantization of step 3 sem¢o link1. (5) Difference

vectorz 4—the discrete fairness deficit for lirkis 4 slots.
prioritized manner:

1. First, link{ is assigned slot positions that are currently assignedndbeth local

scheduless, andS.,, if such positions exist.

2. If step 1 did not find enough matching slot positions, link assigned slot po-
sitions that are currently assigned to surplus link S, and idle inS,, if such

positions exist.

The number of slot positions that matched during Phase | nildpe less than the
required deficit for linkl. For each surplus link that Phase | selected only,. out of
x}, Slots,Phase Ilrandomly selects extra, — m, slot positions that are still assigned
to k£ in S, and reassigns them to lirik The algorithm outputs a list indicating the extra
slot positions that should be assigned to link

Figure 5.15 in Chapter Appendix 5.A contains the pseudocbtteslot assignment
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algorithm. As an example, after the FDC of Figure 5.4, ndde called to decide on the
extra slot positions that will be assigned to lihkbased on its own and nod#s local
schedules (see Figure 5.5). The rate difference vector frowFigure 5.4) indicates
that links2 and3 must give away two slots each and lihkhould be assigned four extra
slots. By matching the idle slots &, nodeA reassigns slot positions, 12} from 2

and{11, 13} (selected randomly frorf0, 11, 13}) from 3 to link 1.

Slot|0/1]2|3|4|5/6|7(8|9]10|11|12]13

S, 1322132322121 |2]|2]3

Sg |-14|4|4|4/4/4|-12/4|12 |- )|-]|-

Figure 5.5: The matching slot positions in local schedules and Sz are
{0,7,11,12,13}: In S 4 they are assigned to surplus linksand 3, while in Sz they
are assigned idle. Taking this information into accountjend eventually selects slot

positions{7, 11, 12,13} for link 1.

5.3.4 Slotted distributed algorithm

The ad hoc network operates according to a TDMA scheduleradgé;, ..., slots. At
asynchronous time instants, nodes use the TDMA protocol afphn 4 to adjust the
rates of their adjacent links through local slot reassigmsieMore specifically, when a

link I = (u,v) is activated for rate adjustment, the following actionstplace:

1. Endpoint nodes andv perform the slotted FDC for linkand exchange their dis-

crete fairness deficitﬁdl(“) and fdl(”). The link fairness deficitigd; = min{ fdl(“), fdl(”)}.

2. If the link fairness deficit is zero, then no rate adjusthtakes place, steps 3 and

4 are not executed and no further action is taken.
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3. If both deficits are non-zero, linkmust be assignefld; additional slots in con-

current positions of both endpoint local schedules.

4. The minimum deficit node endpoint operates as ASSIGNEReaedutes the slot

assignment algorithm.

5. The ASSIGNER transmits the new slot positions to the oéma; the TDMA
protocol in Chapter 4 ensures that the modified local schedfléhe endpoints

and their one-hop neighbors will be free of transmissiorflazis.

The slotted distributed algorithm does not enjoy analytcamvergence properties
like the fluid couterpart that guides the slot reassignmemes will evaluate its perfor-

mance using simulations in large networks and variouscsaaii dynamic scenarios.

5.4 Performance evaluation

5.4.1 Experimental model and setting

We have implemented a packet-level simulator environnre@tti+ to evaluate the algo-
rithm performance. The simulator includes the generatfarmaoous static and dynamic
topology scenarios as well as an implementation of the me@@rotocol.

Topology dynamics are modeled by having links going up andndn a static
baseline topology [112]. This model captures the way mighii manifested in multi-
channel systems without delving into the details of the dempand-off and link estab-
lishment protocols that should be used by a multi-channgkesy when nodes actually
move. While important, such protocols are beyond our scopeo this model allows
for explicit control of parameters that affect the protopetformance such as topology

density and frequency of topology changes.
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Each link in the baseline topology cycles independentlywben an ACTIVE ("link
up”) and INACTIVE ("link down”) state. A link remains ACTIVE foa geometrically
distributed number of slots with medn...,... Since all links alternate between the two
states independently, the long-term fraction of tipreelink is ACTIVE equals the aver-
age percentage of active links in the baseline topology wtiare. In addition, certain
multi-channel technologies impose a limit on the numbertofgical links a wireless
node can maintain simultaneously. This restricts the maminmode degree t®,,,,.
(e.g. in BluetoothD,,,. is 7). The parametéer, ;.. is used to tune the rate of topology
changes whiles and D,,,,, affect the average network density. The frequency of rate
adjustments is controlled by the protocol paramétgy, ;. After a link rate adjustment,
the endpoint nodes agree on a random rate adjustment timaseghuniformly between
0 and 7,4, Slots. The timer decreases on each future time slot the $inised for
transmissions. When the timer expires, the link is actividedate adjustment.

We use two metrics to evaluate performance:

e Relative computation error: If the MMF rate of a link/ at timet¢ is r*¥ ()
and the computed rate ig(t), the relative computation error for linkat timet
is |1 — ry(t)/rMME(t)|. For each slot, we consider the maximum and average
relative computation error over all currently ACTIVE link&fter each topology
change, the reference link MMF rates are computed off-lgiegithe centralized

algorithm.

e Control Overhead: During network operation, a slot can be idle, used for trans
mission of a DATA packet or for exchange of control inforneaticonveyed by
the control packets of the TDMA protocol. The control ovexties the ratio of
control packets over the total number of packets transthdtging a simulation

run.
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In the experiments we consider a slot-synchronized netweeksetl'? = Ty, g em
(C, = 1) for every node node and consider bipartite topologies—in this case the entire
feasibility region can be captured by the local conditidfs:. arbitrary topologies, nodes
can set their QoS utilization parameters/{d = |2/3 - Tyysiem | @and the algorithm will
target for MMF allocations with respect to this fractionapacity. We use aiv = 100
node bipartite baseline topology wih nodes per bipartite set. This yields a rich set of
N?/4 = 2500 possible links in the baseline topology that can be ACTIVENACTIVE
at any time. In terms of traffic demands, all links are assub@aklogged (no demand

constraints) when ACTIVE.

5.4.2 Experiments on static networks

Given the baseline topology, the paramejeandD,, .. are used to derive static topolo-
gies of various density and maximum degree characteri&igs Figure 5.6). All simu-

lations in static topologies were run fa00000 slots.

Figure 5.6: A sampléV = 100(50/50) bipartite topology ofp = 0.1 and D, = 7

derived from the baseline topology graph. Only ACTIVE linke ahown.

In Figures 5.7 and 5.8 we spt= 1.0 so that every node has a degreel®f,,..
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The target MMF rate every link in the network must reach i®,,.. (approximated
bY Tsystem/ Dmaz SlOtS). Figure 5.7 shows the effect of the schedule péefigg.,,, and
maximum degree constraii?,,,, on the average and maximum relative errors. For a
fixed D,,.., both errors decrease &s., increases. One reason to explain this is that a

larger period provides a better approximation to the refeedcontinuous) MMF rates.

0.35
\ ‘Average Relative Error‘
0.3

0.25
\ —e— Dmax=7
0.2 —=&— Dmax=10

—&— Dmax=14

~ ‘ . 4\\35_

T
32 64 56 512 1024

128 2
T (slots)

(a) Average relative error

1.1 4

1 - A lMaximum Relative Errorl
—e—D
0.9 \ \ —m— D=10
0.8
07 = S
0.6
0.5
on o \.\ \\
0.3 i
02 \\ \
- \-
0.1 <
0 I, -
32 64 128 256 512 1024
T(slots)

(b) Maximum relative error

Figure 5.7: (a) Average and (b) Maximum Relative Errors fotadic network of N =
100 p = 1.0 and 7,4+ = 512 slots for various choices df;,s,,, and D,,,,,. The
average and maximum relative errors are computed over tatedinks at the last slot

of each simulation run.
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For example a period df;,.., = 64 cannot provide enough granularity fo,,,, =
14; the resulting errors are very high. The other reason istkager’, ., offers more
transmission slots to a link per period. This incurs morguent expirations of the rate
adjustment timer and, hence, more overall activationsifrfate adjustment. This is
also the explanation for the increase in the control ovethe#&igure 5.8 as the period

Tsystem iNCreases. The maximum node degigg,, has a more pronounced effect both

—&— Dmax=7
—=— Dmax=10
—&— Dmax=14

/—_/
w

32 64 128 256 512 1024
T (slots)

0.2 4

=]
N
(&}

Control Overhead

o
o
a

Figure 5.8: Control Overhead for a static networkMof= 100, p = 1.0 and 7,4, =

512 slots for various choices af; e, and D, 4.

in the amount of error and control overhead. This is illustleby the distance between
the curves in both Figures 5.7 and 5.8. In the error curvesgtiect ofD,,,. decreases
as the period.., increases. Aftefl,, ., = 1024 slots, the average relative error
becomes less thai{t and the maximum error less thaa% for all cases. However,
in terms of control overhead, the difference between theesudoes not decrease with
Tsystem- Thus for Ty, s, = 1024, a D,,q, = 7 spends only3% of transmissions in
exchange of control packets whilela,,,., = 14 spendsl7%. To keep the control
overhead low, we need to reduce the frequency of rate adigsnthat is controlled by
the 7,4, parameter.

Figure 5.9(a) illustrates the effect @fguse ON @ system = 1024, Dyper = 14)
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Figure 5.9: Effect of the frequency of link rate adjustméfilg, .. (for p = 1.0) and (b)
topology densityp (for 7,4« = 512 slots) on the average and maximum link MMF
errors and the control overhead (= 100 nodes, T, = 200 slots, D, = 14

links.)
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system. By increasing,;..: (hence decreasing the frequency of link rate adjustments)
the control overhead decreases without any noticeableteffehe resulting maximum
and average discrepancy from the MMF solution.ZA\;,s; = 16384 slots, the control
overhead becomes negligible. Still, decreasing the fregyuef link activations leads
to a slower convergence. This will become obvious in the Bxpnts of the dynamic
topologies.

Figure 5.9(b) shows the effect of the topology density patam on the three met-
rics of interest. As the density decreases, less nodes peestdblish the maximum
number of linksD,,,... and this leads to a reduction of both errors and control @asth

in the network.

5.4.3 Experiments on dynamic networks

The parameter controlling the network dynamicsIis,;,. for the rate of topology
changes. To see how the time scale of topology dynamicstaftee algorithm per-
formance, we use the system technology parameters of Blhet®luetooth supports a
raw transmission rate @t,, = 1Mbps and a maximum number of simultaneously active
links D,,,,, = 7. The system slot duration is25ms. We use a period df ..., = 200
slots, which is the maximum that can be supported by the ouBRietooth specifica-
tiont. All simulations were run fo500000 slots. We consider the pdf distribution of the
average relative error during the 1480000 slots.

Figure 5.10 illustrates the effect of mobility and netwoendity on the error dis-

1Half duplex mini-slots in our model correspond to singlet&luetooth baseband ACL packets. The
payload size of these packets is limitectt) bits. If we exclude the higher layer headers and the CRC,
only 216 bits are left for the protocol information (DH1 packets). WHeEC is added (DM1 packets),
the available space goes down to 136 bits. Using equati@n@hapter 4), we can see that the maximum

periodT,sem for DH1 packets i200 slots and for DM1 packeti22 slots.
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tribution. The bell-shaped curves indicate that the MMIe @iscrepancy experienced
by an average link generally oscillates around a mean vdluéigure 5.10a, we let

a link spend an equal average amount of time in the ACTIVE orCNIVE state, by
settingp = 0.5. The average timé, ;.. a link alternates between the two states varies
from 32min (1536000 slots) to1min (48000 slots). As the rate of topology changes
increases, both error mean and variance increase. Thisissrated by a right-shift
and "spreading” of the error distribution curves as the pest@r7, ;.. decreases. For

a quasi-static networKl{....,. = 32min), the M M F' discrepancy of an average link is
centered ab.7% and varies betweein2% and4%. ForT,...,. = 1min the peak consists
of a range of error valued % — 6%) and the overall error dynamic range2i& — 10%.

For the same rate of topology changes, the mean and variétieeaverage relative
error increase with topology density (Figure 5.10b). Thesom is that a denser topol-
ogy allows for less simultaneous conflict-free transmissiper period and hence less
frequent expirations of the rate adjustment timer per liftkerefore rate adjustments are
happening at a slower rate and this affects the ability oftgerithm to track topology
changes. Still, even in the most dense topolagy= 0.9) and high rate of topology
changes off,..;,.. = 1min (48000 slots), an average link will achieve abos@ of its
target MMF rate.

Figure 5.11 shows the effect of the rate adjustment pararigig,s; in the most
dynamic case where links form and fail evargninute ¢8000 slots) on the average. As
Thdgjust Varies froms.12s (4096 slots) tol160ms (128 slots), the error mean and variance
decrease slightly (Figure 5.11a) but the control overheareases (Figure 5.11b). For
Tugjust = 160ms (128 slots), the error is centered2it of the M M F rate but the control
overhead needed to sustain it amount&7g of the overall number of transmissions. A

Thajust 9reater thar40ms (512 slots) keeps the overhead bel6% but the error mean
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Figure 5.10: Effect of (a) rate of topology changés... (for p = 0.5) and (b) topology
densityp (for T,..;,,e = 48000 slots) on the distribution of the average link MMF error

(N = 100 nodesTysem = 200 slots, D, = 7 links, T;,4,s: = 512 slots.).
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and variance will gracefully increase according to Figudela.

Figure 5.12 illustrates how topology dynamics and dendfgcathe algorithm per-
formance had the reference technology specification atldlee a largerD,,,.... The
curve trends are the same as in Figure 5.10 but the error na@angriances increase
with D,,..... This shows the algorithm performance degradation forteldgies using a
certain radio transmission rate and wish to support a largetimum number of MMF
links per node in a dynamic network.

Technologies supporting higher transmission rates resudt better performance
because they can use a shorter slot duration. For examplg. it= 2Mbps in the
reference system, the system slot duratiof.&5ms instead of1.25ms and there-
fore " T, .ive = 2min” in Figure 5.10a will now correspond to the error distribotf
Toctive = 192000 instead of the one af6000 slots. As we double the transmission rate,
we can see the corresponding performance improvement bingmowne error distribu-
tion curve to the leftin Figures 5.10a, 5.11a, 5.12a and anédxhe left in Figure 5.11b

for the control overhead.

5.4.4 Traffic adaptation

In the previous section we considered backlogged links tasme the algorithm ability
to track the MMF allocation subject to topology changes. Rasjveness to traffic
dynamics can be incorporated using the upper baind

For each adjacent link, each node measures the fraction of allocated slots that
were actually utilized for transmission over a measurenme@tval T, sure (Tmeasure >
Tyystem)- Letp(n) be the estimated rate of lirdkat the beginning of the,, measurement
interval, andp;(n) be the measured utilization after thg, measurement interval. The

estimated ratey,(n + 1) for link [ during then + 1,, measurement interval can be
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Figure 5.11: Effect of frequency of link activatioffs,,.: on (a) the distribution of the
average link MMF error and (b) control overheadV & 100 nodes, Ty e, = 200
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Figure 5.12: Effect of (a) rate of topology chandgs;.. (» = 0.5) and (b) topology
densityp (T, = 48000 slots) on the distribution of the average link MMF error

(N =100 nodes Ty = 200 slots,D,,,, = 14 links, Ti,45,s: = 512 slots.).
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computed using exponential averaging:
pi(n+1) = ap(n) + (1 — a)p(n) (5.3)

The parametery (0 < o < 1) is the weight given to the history of previous samples.
This parameter can be set a priori depending on the desigrda@lef network adaptivity

to traffic dynamics. Recall that provision of a robust view lte higher layers (more
static TDMA schedule) and traffic adaptivity (more dynamRMA schedule) are two
conflicting objectives. A high value af should be preferred in the first case; a low in
the second. Alternativelyy can be computed online based on the observed traffic. An
excellent treatment of this topic can be found in [113].

The estimated value ¢f(n + 1) is used to set the upper bound paraméteof the
link. More specifically, ifp;(n + 1) is greater than a thresholtl(5 should typically be
greater thari.9), the link is considered backlogged aigis set to 1. Otherwise; is
set top;(n + 1). The updated value aB; is then passed to the MMF link scheduling
algorithm. We are currently experimenting with this tecjug for various topology and

traffic dynamics.

5.5 Related work

The max-min fairness objective has been addressed for bajle £hannel and multi-
channel ad hoc networks. Fairness is defined and addregsssiddte-hop flows in all
cases. Single channel systems are considered in [106]1108]] The work in [106]
uses a weighted fairness scheme to first allocate a minimurbgadwidth to the net-
work flows and then maximize the system utilization subjecthis allocation. This
approach can reach the MMF allocation using appropriate Weights. However, the

weight computation would require knowledge of the MMF rat@sis in turn would
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require a global network MMF rate pre-computation phaseffecdit task in a large
dynamic network. Nandagopal et al. [108] define fairnesgsims of maximizing total
logarithmic user utility functions and implement proportal fairness within this frame-
work. Max-min fairness is mentioned as a asymptotic caskigiitility fairness model.
A centralized and a distributed algorithm specifically &tegl for max-min fairness are
proposed in [107]. The centralized algorithm reaches anceqopate solution for large
networks because it relies on the computation of the cliqupus of a graph, which is
a NP-complete problem. In the distributed algorithm a nodéntains a subset of the
contention graph and heuristically computes a coarsecatitan.

It should be noted that in [106][107][108], the distributaldorithms that approx-
imate the fairness models are implemented using a randoasa®tAC protocol and
attempt to achieve the desired rates by setting a per-flok-bfitimer according to the
fair weight of the flow. Since random access cannot suppact sandwidth allocation
guarantees, fairness can be achieved only in a probab#stise in this case (very large
time scales).

The work in [109] defines the max-min fairness objective imoéted multi-channel
system using scheduled access and provides a scheduliog thait achieves max-min
fair allocation of flows. At each slot, a node first assignsrappate weights to each
of its adjacent flows by using a round robin token generatahresie. Then the flows
that constitute a maximum weighted matching on the netwglseheduled to transmit
conflict-free. This step makes this approach unsuitablaligtributed implementation
because it requires global topology information for the mmam weighted matching
computation.

DSSA [81], a distributed TDMA scheduling algorithm for Bloeth scatternets,

cannot be applied to the max-min fairness objective. In D3®Aes start with an
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knowledge of demands on their adjacent links and try to reacbnflict-free sched-
ule of short length that satisfies these demands. Howevermnmafairness is a global
objective. Hence, to use this algorithm one must first prejqoate the MMF rates and
then provide them as local traffic demands to every node im#teork—this is not
practical.

Distributed algorithms for MMF rate computation for multdp sessions have also
been studied extensively in the wireline networks contg&g#][115]. Our algorithm is
similar because it is asynchronous, distributed and tarmgeix-min fairness. The differ-
ence is that these algorithms perform only the fluid modeligor they only compute
the MMF rates but do not specify how to enforce them. Rate eafoent is treated sepa-
rately by using end-to-end or hop-by-hop link scheduledsteeific shapers [116][117].
This separation is perfectly justified due to the link scHiegLindependence in wireline
networks. In the wireless case, rate adjustment on a linkahasffect on the rates of
links adjacent to both endpoint nodes; the problems of r@tepeitation (fairness deficit
computation) and rate enforcement (conflict-free slotgasaent) must be addressed

jointly.

5.6 Conclusions

Future deployment of wireless ad hoc networks calls for dizabzed techniques that
efficiently allocate the scarce wireless medium to mobilersis We presented a dis-
tributed asynchronous algorithm of low complexity aimiog fmax-min fairness. Band-
width allocations are realized by conflict-free periodiklschedules. This implies both
short-term (with respect t6;,,.,,) and long-term fairness properties.

A unique feature of the distributed scheduling techniguihad it does not assume
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any initial knowledge about the (global) MMF objective. tead, the rate computation
and enforcement occur simultaneously by means of local meréinental conflict-free
schedule updates. This incremental property allows fonrahtdaptation to network
dynamics without the need to suspend communications amartréise schedule com-
putation from scratch. The scheduling mechanism is drivetthk rate computation
algorithm, which converges to the MMF solution under thedflmodel. Still, when em-
ulating the fluid algorithm in the slotted world the convarge is not exact and there are
restrictions and trade-offs a designer has to take intowadcdo this end, we provide
an analysis of the algorithm communication requirementsiemneffect on the design
choices of a technology supporting it.

The algorithm was extensively tested under various tedyyothoices and topol-
ogy dynamics. For static networks it demonstrated excelitenvergence properties
especially as the schedule peridy,.,, increases. For dynamic scenarios, an aver-
age link typically experiences a certain mean MMF discrepamith a finite variance.
Performance gracefully degrades with the increase in tieeofdopology changes, net-
work density and desired maximum number of physical linkspsuted by a wireless
node. In highly dynamic scenarios and stringent technolomystraints (modesk;,
and highD,,...), the incremental nature of the algorithm allows the nekwiorbe rea-
sonably close to the MMF solution most of the time. In additithe frequency of link
rate adjustments can be fine tuned to achieve acceptabparice for low control

overhead.
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Chapter Appendix 5.A—Pseudocodes of Centralized MMF, FDC
and slot assignment algorithms

ProcedureCent ral i zedConput eMVF
Computing the MMF rates using global information
input  :G(N,L),{0< B <1,}
output - MMF vectorr = (ry,..., 7, .., 7p)

Intialization: i=1,U0=0¥ne N1 =0Yf €L, L' =L, N' =N

[ 1 ifG(N,L)bipartite

Cn = { 2/3 otherwise nen

repeat
1 | fi=#oflinksin " adjacent to node;
. (Cu=U! : i-1
2 | K;=min : ,ngmm(Bf—rf );
~ neNi fr feFi
3 | dr'=min(Ky, Ky);

4 | B'=<{m:m=argmin , ;
nEN? ffl

~i . f =argmin B-—TH> if K; > K
g = ()} KK
{ f: fisadjacent toeveryn € BZ} otherwise

6 r} :rjfl +dr',Vf € FY;

7| U= Z r};
. f adjacent ton '
8 | Ntl={n:C,-U! >0}
o | Fitl=F
0] i=i+1;
until (F" is empty)

Figure 5.13: Centralized algorithm for computing the link Mvates
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Procedure FDC

The fairness deficit computation algorithm

input 7, [, B

output : 7/, fd"

Intialization: ¢ =0, v, =r, B, = C, — Z -
keL(u)

1 r; =1, + E, I*Increase by the available node bandwidth*/

2 Tmazr = Max 1y ;
keL(u)

3 while (7] < 742) @and (r; < B;) do

t=t+1,;
Tmar = Max T ;
ke F(u)—{l}

t o= =7 = ;
M() = {kl, ,km : Tkl = ... = Tkm - Tma:ﬂ}!
m=|M®|;
L Ty e A
Thy = o =T, =11 = — g

end

4 if (r; > B;) I*"Demand constraint less than the fair sharetien

T’;ZBZ;

v =7+ 2 vk e MO ;
end

5 fdl(“) =r—r;

Figure 5.14: FDC pseudocode
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ProcedureAssi gnSl ot s

The slot assignment algorithm
inpUt STy, l7 Sua Sva Tsystem
output : S, d,
Intialization: S}, = S, dy(s) =0, Vs =0, ..., Tyystem — 1;
begin
*Phase I: Assign td the slots inS,, that are concurrent to idle slots 8,*/;
1| Ip={s:8S,(s)=idleand S, (s) = idle};
repeat
Select a random slot positionfrom setl ;
S!(s) =1, dy(s) = 1 /*Assign slot positions to link [ in S’ */;
y=x-1,Ig=I-{s};
until (z; == 0 ORI is empty)

if (z; == 0) then
‘ Stop and exit procedure;
end

2 | Formthe set of surplus link&, = {k: z; < 0};

for Every linkk € X, do

I ={s:S.(s) = idleand S| (s) = idle};

repeat
Select a random slot positionfrom setl ;
S!(s)=1,d,(s) = 1 /*Assign slot positions to link [ in S’ */;
ml:xl—l,lk:Ik—{s};

until (zy == 0 ORI} is empty)

if (z; == 0) then

‘ Stop and exit procedure;

end

end

[*Phase Il starts here*/

3 | for Everylinkk € X, do

if zx < 0then

Fflink k has still slots to provide after Phase I*/

Select randony, positions and fornd, = {s : S,(s)};

for every slot positions € I, do
S =1, d,(s) =1 *Assign slots to link [ in S’ */;

end

end

end

end

Figure 5.15: The slot assignment algorithm
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Chapter 6

End-to-end rate guarantees

In this chapter we present a framework for provision of baidthwguarantees to multi-
hop sessions sharing the ad hoc network. Guided by locaibfetysconditions the
sessions are dynamically offered bandwidth, further teded to link slot demands.
Using the distributed TDMA protocol, nodes adapt to the desnehanges on their
adjacent links by local, conflict-free slot reassignmeAtssoon as the demand changes
stabilize the nodes must incrementally converge to a TDM#edale that enforces the
global link (and session) demand allocation. Therefore fthmework consists of two
processes that operate in parallel: an end-to-end algofibh computing session rates
according to a QoS objective and a dynamic link scheduliggrithm for enforcing
these rates.

The dynamic link scheduling problem was partially addrdgeeChapter 5 for the
enforcement of MMF link rates. The resulting slot assigntagorithm operated for
arbitrary topologies but is specific to slot synchronizestegns. In addition, though it
demonstrated excellent properties through simulatiodslinot possess analytical con-
vergence guarantees. In this chapter we solve the dynamkis¢heduling problem for

tree topologies. The link scheduling algorithm does nouimegslot synchronization,
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realizes all feasible rates for trees and guarantees aggwee within a finite time pe-
riod. An upper bound on the convergence delay is also cordpiitee topologies arise
in several ad hoc networking applications such as Bluetocditternets [25] [29][31]

[102], sensor networks [103][104], power-aware multicag{21] [105] or backbone

structures used for administrative purposes such as mp[8#j.

Dynamic link scheduling focuses on converging to a TDMA shilie realizing the
link demands and is agnostic of the specifics of the higharlalgorithm that allocates
bandwidth to the end-to-end sessions. This allows defmdiad realization of various
models for end-to-end Quality of Service provision. We ¢desboth Constant Bit Rate
(CBR) and Available Bit Rate (ABR) services.

End-to-end CBR service is implemented by QoS routing algmsth Current ap-
proaches for QoS routing in ad hoc networks either focus ohilitoand do not take
medium access into account [58][36] or use complex admssamtrol tightly coupled
with the underlying TDMA protocol [57][56]. Both approachessult in network un-
derutilization. We show that admission control within oxarhework is far simpler than
[57][56] bearing a similar formulation to wireline netwarkFor tree topologies it yields
maximum network utilization.

According to ABR, sessions do not have specific bandwidth reqents—they re-
guest from the network the maximum available bandwidth. his setting, network
resources must be shared to the sessions in a fair mann&BRyithe preferred notion
of fairness is MMF. In [60], Sarkar and Tassiulas introduceaakpressure/window-
based flow control algorithm for computing the session MMfesa However, the
slotted TDMA scheme that enforces these rates requiresgtopology information
and network-wide slot synchronization. We introduce amakyonous distributed rate-

based algorithm for MMF rate computation, similar to apptess used in wireline ATM
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networks. Being rate-based, this algorithm can be combingdandistributed TDMA
link scheduling protocol to enforce the computed MMF rates.

Finally, we present the implementation of our frameworkrdskietooth. The in-
teraction of the end-to-end MMF rate computation and tnele sicheduling algorithm
are investigated through extensive simulations—bothralgos demonstrate excellent
performance in practice.

The chapter is structured as follows: In Section 6.1 we prietbes distributed dy-
namic scheduling algorithm for trees. Section 6.2 elalesran the integration of link
scheduling with end-to-end bandwidth allocation. Sec@dhpresents the detailed im-
plementation of the bandwidth allocation framework overedbwth. Section 6.4 con-

cludes.

6.1 Distributed dynamic link scheduling for tree-based

ad hoc networks

6.1.1 Network architecture, assumptions and definitions

The ad hoc network uses the multi-channel distributed TDIvihidecture and protocol
of Chapter 4. Each node uses a local periodic scheslyief 7,,.,., slots to coordinate
transmissions on its adjacent links. We will consider ther@grgeneral) asynchronous
mode, where the local schedules are not slot aligned andstohesference for commu-
nication on each link is provided by the master node endpdihte network topology
is a tree. If the network is mobile, we assume a distributg@altmgy control protocol
maintains the tree structure [29][31][77]. The nodes reithaintain a global view of

the network nor know their level within the tree—they areyoalvare of parent-child
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relationships with their one-hop neighbors.
In Chapter 4 we established that feasibility is guaranteezh@h node: uses the
following local conditions for the demands on its adjacénits:
Z Ti S Tf; Tf S Tsystem - Z JZ(U) (61)
leL(u) leL(u)

where,

() 1 if asynchronous mode and u is slave on link [
J = (6.2)
0 otherwise

If the QoS utilization parametér” equals the upper bound, the local conditions capture
the entire set of feasible allocations. Without loss of gality we will assume this is
the case here, i.e. all network capacity is used for QoSdraffi

Nodes reassign slots in response to demand changes ondjsiest links. The
distributed TDMA protocol ensures that the network is algvrge of transmission con-
flicts. The distributed link scheduling algorithm runs op wf this protocol and deter-
mines which slot positions should be modified during eack late adjustment so that
eventually nodes converge to the global TDMA schedule zemgjithe current link de-
mand allocation. Before presenting the algorithm we intoedilne notions o$atisfied
andstablelinks. Letr; be the current demand for lirlk= (u, v), andtl(“) be the number

of conflict-free slots currently assigneditm the local schedul&, of nodeu.

Definition 1: Nodeuw calls its child linkl. satisfiedf the following conditions hold:
STF1: The link is scheduled in a single windd"”’ = [s{"), /"] in S,,.

STF2: The current demand is exactly satisfied by the current asggh tl(j‘) =7+

J,

c

161



WhereJl(”) is given by eq. (6.2).

Let the parent link, = (u, p) of nodeu be satisfied by awindO\Wli“) = [sl(:), el(:)]
in S.,. Also, let the children link$. = (u, ¢) of u be assigned distinct prioritigs., .

A child link [. of u is stableif 1) it is satisfied and 2) the position of window
WZ(C“) = [s,(f), el(f)] in S, provides enough room for scheduling all links of lower pitipr

according to their current demands. More formally, this barexpressed as follows:

Definition 2: Nodew calls its child linki. stable if the following conditions hold:
STBL1: Link /. is satisfied.

sTBL2: [ el sP el Y (4 )

ZP
keCH (u):pr<pi,
whereC'H (u) is the set of children links ofi and "»” and "&” are ModuloT e

addition and subtraction, respectively.

6.1.2 The distributed algorithm

Central to the algorithm operation is procedure SampleResd&@. This procedure
is asynchronously triggered for execution at a node eitheenathe higher layer pro-
cess changes the demand of an adjacent link or after an atljadeis rescheduled.
When either of these events occurs, a non-root nogeoceeds in execution of Sam-
pleReschedule() only if its parent link is satisfied; the root proceeds in execution
unconditionally.

During execution of SampleReschedule() at nadbe following actions are per-

formed:
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1) Let Wli”) = [sl(:), el(:)] be the window inS,, satisfying the parent link, of nodeu.
First, » assigns decreasing priorities to its children links in ttiec(lar) order that they
currently appear ir§,,, starting at slote,(:) and ending at;l(:). (The root node assigns
priorities usingd and7, ., — 1 as start and end slots, respectively).

2) By inspectingS.,, nodeu samples its children in decreasing priority for violation
of the stability conditions. If all links are found stablear8pleReschedule() terminates
and no further action takes place. Otherwise, the highéstifgrunstable child linki..
needs to be rescheduled and stabilized.

3) Nodew initiates rate adjustment dp by exchanging SAGNFO packets with the
child endpointc. After the exchangey erases fron, all slots currently allocated to
l. and considers a fresh allocation for a windy, of 7;, + Jl(c“) slots. The position of

Wi, in S, is determined as follows:

e First,u computes the closest slot positionsfg) for which the stability conditions

for [, will hold:
Simar = sl(:) = Z (T + J,S,u)) (6.3)
kECH (u):pr<pi,

Let /,, be the (stable) link of immediately higher priority thdn If [. is the
highest priority child link,/,, is defined to be the parent link. In either case,
link 1,,, is satisfied. LeM/’lEff) = [sl(:i), el(fi)] be the window satisfying the demand
of [, in S,. Link [, will be stable if windowlV;, is scheduled within the window

Wl — [e(u) @1, Snaz © 1]

Im

e Nodeu decides on the position (WI(C“) within W,,,... The new position oWl(C“)
may cancel slots of lower-priority children links Bi,. Also, the position ofV,"’
will be enforced to the local schedule of the child nadand may cancel slots

on some of the children links @f Using the local schedule ef(provided in the
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SC.INFO packet) the position deVlE“) is selected withii¥/,,,,, such that the total

number of affected links at both node endpoints is minimized

4) Onceu determines the position (Wl(“) it issuesSC' _U PD packets to its affected
neighbors using the TDMA protocol of Chapter 4. The protoecdwges that the local
schedules of endpoint nodesand ¢, as well as the local schedules of their affected
neighbors, will be free of transmission conflicts after tpelate.

After [. has been scheduled, nodenust restart sampling from the highest priority
child link for violation of the stability conditions. Thisibecause the demands of links
of higher priority than, may have changed while the rate adjustment was taking place.
If the demands stop changing, repetitive invocation of pduce SampleReschedule()
will reschedule and stabilize the unstable links in dedrgppriority. The sampling-
rescheduling loop terminates when all child links are foatable.

An example of SampleReschedule() is shown in Fig. 6.1. Acdngrtb the ini-
tial local scheduleS,, (Fig. 6.1(c)), the allocations on adjacent links of nadare
(tl(:),tg“), ..,tfl“)) = (2,2,3,4,3) and corresponding demands &g, 71, ..., 71) = (2,2,2,3,3).
In Fig. 6.1(b) the demand of lin& changes frons to 6 slots. Since the parent link
is satisfied QZ) =7, + Jl(:) = 4), nodeuw initiates SampleReschedule(). Using the
window [0, 1] assigned to its parent link, « assigns decreasing priorities to its children
links in the cyclic order they appear 8},, starting from slot towards slot. The links
in decreasing priority are, 1,4, 3. Figures 6.1(c)-(f) illustrate a sequence of steps and
modifications ofS,, that stabilize the links.

The above description corresponds to the desired operattiBampleReschedule()
at a nodeu. However, the fact that nodes may be busy at any time makegshi
more complicated. For example, when the highest prioritstaivie child link is sam-

pled, it may be currently busy scheduling a child of its owml,atherefore, unavail-
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1 1 2 4 5 6 7 8 9 10 11 12 13 17 18
Sur-e_lplD 2|2|-|-|-|1|1|4-33|3|--|44_|OD_\

18 1 2 3 4 5 6 7 8 9 10 11 12 13 17 18
Sulafi, T, B2 2 [1[2]-[- |- [« BIS[3[3]- - [4]4 1]
0

s [

iy ]

18] O 1 2 3 4 5 6 7 8 9 10 11 12 13 4 16 17 18
Su[3[L [, BH2T2Ta]a]-Talala]- 3[3[3[3][3]3]l,
®

Figure 6.1: (a) Arrows denote master-slave relationshigsrad slots denote switch-
ing slots of links where is slave. (b) Demand of linB changes fron8 to 6. (c)
The highest priority child link %) is satisfied and the distance of sltto slot 18
(I[5, 18]| = 14) is greater than the current demand sum of the lower prigtitid links
((2+0)+(6+1)+(3+0)=12)—link is stable. The next priority link is satisfied but not sta-
ble ([10,18]| =9 < (6 + 1) + (3+ 0) = 10). To satisfy conditiorSTBL2, window 7,
(1 + Jl(“) = 240 = 2 slots) must be withiV,,,.,. = [5, 8]. (d) S, after link 1 has been
rescheduled. The position was decided after executingEMdA protocol with noder,
for link (u, c1) and consulting withS,,. Link 4 is not satisfied$TF1 does not hold); it
needs to be rescheduled withi,,,, = [7, 11] to become stable. (&4, after link 1 has
been rescheduled. Lirikis not satisfied; it can be rescheduled withif,,, = [11, 18].

(f) All links are now stable—the sampling-reschedulingda® complete.
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able for re-scheduling. Hence, a need exists for coordiggtiarent and children to
allow proper operation of the sampling re-scheduling lodjis is accomplished by
the STABLEREQ/STABLE ACK packet exchange. Before executing SampleResched-
ule() nodeu sends a STABLEREQ packet to its parent. The parent will respond in one
of two possible ways: either 1) it replies with a STABLACK packet as permission
for nodewu to continue sampling and rescheduling its children or 2jitiates a rate
adjustment on this link via a SONFO packet.

In the example of Fig. 6.1, nodemust perform a STABLEREQ/STABLEACK
handshake with its pareptfor every child link it reschedules. If, meanwhile, lidk
becomes unstable, the parent will respond to STAREQ with an SCINFO packet
and linkl, will be rescheduled. Based on the new stable winfgjowodeu will reassign
priorities and resume the sampling-rescheduling loop. détailed operation of the
asynchronous protocol, called STABLEREE, is described in Figure 6.9, in Chapter
Appendix 6.A.

Theorem 6.1.1 (Convergence TheoremLonsider an initial tree topology and network
TDMA schedule. Assume that a set of arbitrary demand anddgpahanges occur
that eventually stabilize to a new tree topology and demdlwtation = obeying the
capacity condition of eq. (6.1). The asynchronous distatwalgorithm will converge

to a new TDMA schedule realizingin a finite number of link rate adjustments.

Proof In general, nodes may re-assign slots using SampleReselfeddien their
adjacent links are detected unsatisfied. We will show thesa@n as the changes in
link demands stabilize, convergence is guaranteed to guogressively from the root
downward.

We assume that changes on a link demand are detected by badghendpoints

(not necessarily at the same time instant) and that conteskages are not lost due to
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channel errors. Mobility can be treated as a special caselofléemand changes with a
link failure being a transition to zero demand and a link leisdament being a transition
from zero to a positive demand satisfying the local feaiybilonditions.

We define the level of a node to be its hop distance from the (root has zero
level). In addition, we define the level of a link to be equad tavel of its child node
endpoint. Given an arbitrary set of demand or topology ckartigat have stabilized, let
K,.:» be the link level such that all links of levéd,,.;,, or less have not been affected by
the changes. We will prove convergence by induction on tiielevelsk > K,,;, that
have been affected by the changes. We distinguish two casés,f,,:

Case AK,,;, = 0: At least one of the child links of the root has been affected by
the changes.

Level 1: Link level 1 includes the root and its children. Upon detection of any
unsatisfied link, the root will run SampleReschedule() ohityis not busy or after it has
finished scheduling its current link. Létthe highest-priority unstable child link. We
distinguish two cases for the child node endpeiof /..

Case 1:Nodec not busy: the root initiates schedulinglpby sending asC' _I N FO
packet tac (line SR-4, Fig. 6.8, Chapter Appendix 6.A).

Case 2:Nodec currently busy: the root exits SampleReschedule(). When node
completes scheduling, it will send a STABLEEQ packet to the root (line E1-3, Fig.
6.9, Chapter Appendix 6.A). It also becomes unavailabledscheduling its own chil-
dren until it receives a response from the root (line E1-8, .9, Chapter Appendix
6.A). Upon reception of the STABLIREQ packet, the root executes SampleResched-
ule(). Since the link demand changes have stopped, the stigherity child will be
again node—it is guaranteed not to be busy this time (due to line E1-3ign 6.8,

Chapter Appendix 6.A, node will not enter SampleReschedule() upon reception of
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STABLE_REQ packets from its children.). Next the root initiates stthimg onli. (line
SR-4, Fig. 6.8, Chapter Appendix 6.A). In a similar fashiorge thot will eventually
schedule all level-1 unstable links in decreasing ordeheifr tpriority.

Level k: Assume that all links up to and including levelhave been scheduled
and stabilized. We will show that all levél+ 1 unstable links will be scheduled and
stabilized in a finite number of iterations .

Since every levek nodew has been independently assigned a stable parent link
window W, = [start;,, end, ], it suffices to consider one such node in isolation. Each
time nodeu needs to execute SampleReschedule(), it asks permissionitsgarent
nodep by sending a STABLEREQ packet. Sincg, is stable, the parentwill always
reply with a STABLEACK packet (line E2-1, Fig. 6.9, Chapter Appendix 6.A).

As soon ag: receives permission to run SampleReschedule(), we havaitine case
of the root node and the level-1 links. Therefore, all unistalildren links of node:
will eventually be re-scheduled and stabilized. Since wils happen for all levelk
nodes and their levél + 1 children links, the induction step is complete.

Case BK,,;,, > 0: This case can be proven using as initial inductive siep
K,..n- The initial step holds since it is similar to the Levelnductive step of the case
K,in = 0. For levelk > K,,;, to k + 1, a similar argument to the one used in case A is
applicable. |

The convergence delay of STABLEREE depends on the tree depth and the system
periodTy,... FOr a worst-case analysis, assume that all links have becosatisfied
due to the link demand changes. Since convergence is gaathfiom the root down-
ward, in the worst-case scenario, all links will need to lseheduled in this order. Also,
the worst tree topology is a line starting at the root nodekis case all y — 1) links

will be scheduled sequentially in time.
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According to the distributed protocol analysis in Chaptethé, maximum duration
of a link rate adjustment i57,.., slots (Property 3). Hence, when a node samples
the highest priority unstable link, it will wait at mosft’, .., slots in case the child
node is busy. Thus, each link on the line will be scheduled im@st107, .., slots.
We conclude that once link demands have stabilized, STABREE converges within
10(N — 1)Tsystem Slots.

The worst-case analysis assumes all links become unsaisfaerescheduling will
happen in the order that guarantees convergence—staxdmglie root downward. Since
nodes continuously detect changes and reassign slot$ylooahvergence may occur
faster in practice. In addition, demands may be changingllipat lower tree levels;
only part of the tree will need to be rescheduled in this cdsesting tree topology
control algorithms strive to maintain balanced structurés this case, even if links
will need to be scheduled from the root downwards, multipikd will be scheduled in
parallel. Also, during a link rate adjustment, not all ndigts are always affected and
acknowledgements may arrive in less tHap..., slots. The convergence behavior of
STABLE_TREE in practice will be investigated in Section 6.3 togethih end-to-end

bandwidth allocation mechanisms (addressed next).

6.2 End-to-end rate guarantees

We now introduce a framework for integrating link schedglinith end-to-end band-
width allocation. The asynchronous TDMA ad hoc network @reld by a set of unicast
multi-hop sessions. Without loss of generality, we assuma¢ half-duplex parts of a
slot have equal duration’),,;) and are used by the same session. Although bidirec-

tional transfer is supported over a path, we assume thafldatsiin a single direction.
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Each node can transmit at a maximum rateRobps on a link. To support a rate
of p;(< R) bps for session over a path, the network must be able to allocate-
[(pi/R) - Tsystem | cONflict-free slots foi to all links in the path.

Since each slot assigned to a link can be used only by a siegkas, the total

bandwidth consumed by the sessidf(s) sharing node: must obey the local feasibility

conditions:
> oW n <TE YueN (6.4)
1€F (u)
where
(w) 1 if wis source or destination of session i
2 otherwise

The term5§“) indicates that, in order to support allocatigrfor sessiori, an interme-
diate nodeu must be able to communicate for slots on both upstream and down-
stream links of the session. The maximum value@r—given in Figure 4.4, Chapter
4—depends on existence or not of global slot synchronizatial the topology control
used in the network (if any).

The integrated framework provides end-to-end bandwidtiranutees using three

independent components:

e End-to-end rate allocation: Sessions are allocated (feasible) rates according to

eq. (6.4).
e Link scheduling: The session rates are translated to (feasible) link demands

Y mi=m,VI€E (6.5)
ieS(l)
whereS(l) is the set of sessions crossing lihkThe link demands are realized
by a distributed dynamic link scheduling algorithm. STABOREE is such an

algorithm for tree topologies.
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e Session packet schedulin@nce link scheduling converges, every link has been
allocated enough bandwidth (conflict-free slots) to supfi@ session demands.
The slots allocated to each link can be shared to its sesamwwding to their
demands, using Weighted Round Robin (WRR), Weighted Fair QuéWk{)
[116] or other single-server queuing disciplines. Since DDMA architecture
uses slots of fixed-size, WRR would be a reasonable choice.h&npbssibility
is to combine First-Come-First-Serve (FCFS) queuing at iméeliate links with
explicit control of the transmission rates at the sourceesodThe choice will

depend on the target environment and application requinesne

Decoupling session rate allocation from link scheduliigves definition and real-
ization of various end-to-end QoS objectives. In the follayvsections we introduce
end-to-end rate allocation mechanisms for Constant Bit Rate (@BR)Available Bit

Rate (ABR) services.

6.2.1 Constant Bit Rate (CBR) Service

According to the CBR service model, sessions have fixed rateresgents that need to
be satisfied by the network. A typical application is packedivoice. For each session
arriving at a source node, a path supporting the requestetorthe destination must be
determined.

Session: with rate demandg; bps can be admitted on a path, us, ..., u, if the
corresponding demand allocation= [(p;/R) - Tsystem | do€s not exceed the minimum
available node capacity over the path. Therefore, segssoadmitted if:

7, < min
kel,...p

(ur)
LTJ}C — 2 jer) % TJ‘J

e (6.6)

A similar admission control rule is used in wireline netwsrkl he difference here
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is that the shared resources over the path are nodes indtéiaklso The rule in eq.
(6.6) admits sessions without taking into account the gearent of slots in the cur-
rent TDMA schedule. This is possible due to the underlyingadyic link scheduling
algorithm. If sessiorn is admitted, the demands of all links on the selected patimare
creased by; slots. As soon as the nodes in the path detect the demandeshangheir
adjacent links, they use the link scheduling algorithm t@ssign transmission slots
and converge to a new TDMA schedule realizing the new linkl @md-to-end) demand
allocation. In case the session is admissible by multiptagaa path selection crite-
rion similar to ones used for wireline networks can be usee (418] and references
therein). The admission control rule over a single path &edotaith selection criterion
together constitute a QoS routing algorithm.

TDMA-based QoS routing in ad hoc networks has also been deresd in [57] for
multi-channel systems and [56] for single-channel systeifise main difference of
these algorithms with our approach is that they do not allmvreassignments to ac-
commodate incoming sessions. Instead, they keep the skitgwad to existing sessions
fixed and seek to allocate available slots to incoming sasssuibject to the current
state of the TDMA schedule. Finding the maximum number oflalke slots on a path
subject to the slot positions of the existing sessions is acdiRplete problem, even if
global topology information is available. The authors e@ distributed heuristics for
available path bandwidth calculation and slot assignment.

In exchange for the more complex admission control, [57]&erate in arbitrary
topologies, while our approach currently supports ratereeiment for tree topologies.
However, [57][56] assume global slot synchronization. Du¢he heuristic nature of
the available path bandwidth calculation in [57][56], $ess that could be accepted

are blocked, i.e. the network is underutilized. Underzdition is also unpredictable:
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given a set of session arrivals, the number of admitted @esslepends on the order
of arrivals. For tree topologies, our approach will admé thaximum possible number
of sessions irrespective of the order of session arrivalswéy¥er, the ability to admit
more sessions comes with the penalty that some existingpesssay not receive their
requested service while the TDMA schedule is reorganizexttmmmodate incoming
sessions. Hence, provision @dntinuousCBR service requires a detailed experimental
study of convergence delay under various traffic loads.

Although it would be interesting to experimentally comp#re two approaches in
terms of their strengths and weaknesses we will insteadsfoouend-to-end ABR-a
service not currently supported for multi-hop wirelesswaaks. According to ABR,
arriving sessions do not have specific bandwidth requirésrart agree to comply with
what is available by the network. Such a setting necessifatavision of fair access.
The approach of [57][56] cannot be applied in this case bexdus specific to the path

bandwidth calculation mechanism which is dependent ondhect TDMA schedule.

6.2.2 Available Bit Rate (ABR) service

In the ABR framework, optimality is understood as allocatrandwidth to sessions
in a max-min fair manner. For convenience and ease of ilitistn, we will use the
fluid model to represent the sharing of bandwidth to the endrid sessions. A session
normalized rate allocation = (ry, .., is feasiblg if for every session, each link

in the pathL(:) can support; = [r; - Tsystem | SlOts, that is, the induced demand slot
allocation on the network links is feasible. A feasible ral®cation ismax-min fair
(MMF), if the rate of a session cannot be increased without deorgete rate of another
session of equal or lower rate. More formally, a feasible adlocation(ry, .., 7 ) is

MMF if it satisfies the following property with respect to @her feasible rate allocation

173



(ry,s .y T|/F|>: if there exists a sessiarsuch that; < 7, then there exists asuch that
r; < andr; < 1.

Determining feasibility of a session demand allocatiorumexs determining feasi-
bility of the corresponding link slot allocation. Accordjrio [52] this problem is NP
complete for arbitrary topologies. Since MMF allocatioms &y definition feasible,
finding or detecting them for arbitrary topologies becomesbfgmatic. We will thus
assume that only part of the overall network capacity iszad for ABR, and seek the
MMF rates with respect to this fraction. The fraction depend the degree of topol-
ogy control and is determined by the local feasibility caiadis (written in terms of
normalized rates by dividing both sides of (6.4) Withc,):

> 6 <COF YueN (6.7)
)

i€F(u

whereClt = TR/T,, ... Note that, for tree topologies, it is possible to compute th

absolute MMF rates—eq. (6.7) captures the entire set oiblleaalocations in this case.
We define node to be abottlenecKor session, if 1) « is fully utilized (with respect

to C*) and 2) sessionhas been allocated maximum rate over all sessitag sharing

u. The definition of a bottleneck node yields a criterion fotedmining whether a given

session allocation is MMF:

MMF criterion: A session rate allocation = (ry,...,7;,...,7p) iS MMF if and

only if every session has at least one bottleneck node.

The session MMF rates can be computed using an iterativdineftentralized al-
gorithm similar to the algorithm of Bertsekas and Gallagemioeline networks [111].
The modification must take into account that, in our caserdgbeurces are nodes instead

of links and that sessions in intermediate nodes need tauoom$wice the bandwidth
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Figure 6.2: For ease of illustration, we compute the MMF isesgates with respect

to fractional capacitie€’? = ¢ = 1 — —2—. The MMF rate in the first iteration is

Tsystem

C'/5 (bottlenecks aré? andC'). Sessions 1,2,3,4 are allocated C/5 and they are removed

from the network, along with bottleneck nodes B,C. Node A is asmoved since all
sessions crossing it have been removed. The bottleneck iseitond iteration is node
D providing all its remaining bandwidtie(5 - C) to sessiorb. The session MMF

normalized rates are-, o, 73, 74,75) = (1/5,1/5,1/5,1/5,2/5) - C

than their allocated rate due to the slots needed at botimimgpand outgoing links.

During each iteration of the centralized algorithm, eactendivides its available
bandwidth equally over the total number of sessions crgsisgnadjacent links. The
bottlenecks of the current iteration are the nodes for whheh division is minimum;
the minimum ratio is the MMF rate for this iteration and isoakted to the sessions
crossing the bottleneck nodes. We then remove the bot#amsaes and their sessions
from the network and reduce the available bandwidth of tmeairing nodes by the
amount consumed by the removed sessions (for each inteateede in the path of
each removed session, we must subtract twice the MMF rate fin@ node available
bandwidth). Any node whose available bandwidth becomes isegilso removed. We
then consider the next level bottleneck nodes of the redneddork and repeat the
procedure. We continue until all sessions have been allddaeir rates. The algorithm
operation is described in Fig. 6.2.

We have implemented an asynchronous distributed versitimeatentralized algo-

rithm. The distributed algorithm is similar in spirit to @gthms proposed for wireline

175



ATM networks [114][115][119]. This is a rate-based appto&ar flow control where
each source adjusts its transmission rate based on vakresseturning control pack-
ets, previously injected and circulated over the sessitin @de returning values are the
most recent estimates of the session MMF rate as computeld tgdes in the session

path.

Procedure MVF_Updat eSt at e
Update algorithm at node for a control packep of session to be forwarded on link

1 r; = min(¢y, p.rate) [*update the session rate*/;
7 = |73 - Tsystem] ;
2 7 =) ;es0) T; [*update demand of link/;
if (61(“) == 2) [*u is intermediate node af/ then
‘ Ty = ZjeF(k) 7; I*update demand of the other lirkkadjacent ta: where sessionbelongs*/,
end
3 if (¢ < p.rate) then
‘ p.rate = ¢y; p.constrained = 1;
end
if (¢, > p.rate) then
‘ FC(u) = FC(u) | J{i};
end
4 if (|FC(u)| == |F(u)|) then
bu = CE - ZjeF(u) rj + MaXjep(u) T
else

¢u =

end

5 if existsj in F'C'(u) such thatr; > ¢,, then

for all j in FC(u) such that; > ¢, do
| FC)=FC(u){j};

end

repeat step 4,

end

CE=Y jerow) 5]@"3' )
(u)?

(u) u
Zj€F(7A,) 6] 7szFC(u) 6J

Figure 6.3: Update algorithm for session rate, link demamtsMMF rate estimate,,.

Every node: maintains a subsétC'(u) of its sessiong’(u), currently seen as "con-
strained” by other nodes. It also maintains an estimatir the MMF rate it currently

provides to its unconstrained sessions. The MMF rate etimais updated locally
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by procedure MMBUpdateState(). The source or an intermediate node of aosessi
invokes MMF UpdateState() when a control packet is about to be sent tddha-
stream link (forward direction); the destination node ke® MMF UpdateState() when
a session control packet is about to be sent to the upstre&nfréverse direction). In
each case, when a control packedf session is about to be sent on link procedure
MMF _UpdateState() at nodeinvolves the following actions (Fig. 6.3):

Step 1: Nodewu updates the rate of session as the minimum o#, and the value
in the rate field of packet.

Step 2: The demand of link is updated to reflect the changeqin If « is an
intermediate node of sessionthe demand of the other adjacent lihkshared byi is
updated in a simlilar fashion. The new link demand(s) ars@@so the link scheduling
algorithm.

Step 3:If ¢, is less than or equal to the value carried by the packet, bsec to
the packet rate field. In addition, a bit in the packet is sehtlicate that the session
is constrained by a node in the path. Otherwise, sessiomadded toF'C'(u) and the
packet contents are not modified.

Step 4: Nodewu updates the MMF estimatg, by subtracting the bandwidth taken
by the currently constrained sessions and equally divithegrest of the bandwidth to
the unconstrained sessions.

Step 5: The rates of some sessionsAid'(u) may be greater than the neyy. If this
is the case, these sessions are removed ffantu) and stepl is repeated. After the
second iteration, it is guaranteed that no sessiors(ifu) will have rate greater than
Pu.

Upon return of a control packet, the source adjusts the mmesson rate according

to the packet rate field. If the field indicates a valueothe source adjusts its sending
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rate tor; - R bps, whereR is the maximum transmission rate of the radio in bps. The
new control packets for sessiomre sent out with the packet rate field sett@and the
constrained bit field set to zero.

Using arguments similar to those in [114], it can be provet the asynchronous
distributed algorithm converges in a finite number of itienag to the end-to-end MMF
rate values. This holds for any topology form, given the appate fractional capacities
CI that ensure feasibility in each case. The main differen¢be@listributed algorithm
with the wireline versions lies in the update of the MMF estied rate that divides
available rate of each node to its session parts (insteadssians) and in thavery
node in the path—including the source and destination Redest update the MMF
rate estimate. According to Step 2 of MMBpdateState() (Fig. 6.3), the demands of
adjacent links are updated and passed to the link schedaliogthm. Viewed globally,
the end-to-end computation and link scheduling processesran parallel. The link
scheduling is not aware of whether the end-to-end processiplete; it simply reacts
to the link demand updates. As soon as the end-to-end batidalldcation converges
to the MMF rates, the link demands stabilize, allowing tiné Echeduling algorithm to

converge.

6.3 Bluetooth Implementation

6.3.1 Design

Bluetooth [15] is a multi-channel asynchronous TDMA systeitin\& special constraint
that a node can be master to at most seven adjacent links. €bama implemented as
frequency hopping sequences, ternpgzbnets A Bluetooth ad hoc network is termed

as ascatternet
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Figure 6.4 depicts the implementation of the end-to-enditadifth allocation algo-
rithm, the link scheduling algorithm and the coordinatioeamanism over the Bluetooth
protocol stack. The Bluetooth Baseband layer operates dogaial the asynchronous
TDMA scheme presented in Chapter 3. The Bluetooth Link ManBRgatiocol (LMP) is
used for exchange of baseband control packets. Idealliinthecheduling protocol and
coordination mechanism would be implemented in the Basewdéthdhe control pack-
ets being LMP messages. The current Bluetooth specificates dot offer periodic
scheduling at the Baseband layer. We have therefore impkechéime link scheduling
and coordination mechanisms in software, at the applicddger.

We use the Bluetooth "sniff mode” to instruct the Basebanddagmit according
to the schedule maintained at the application layer. "Sndtle” is a low power mode
where a slave can listen to a master for only a windowNgf; s astempt SlOts within
a period ofTy,;;; slots. Before entering sniff mode the nodes must agree onta slo
offset within the period where they will commmunicate. The&both Host Controller
Interface (HCI) exports a function where a node (either masteslave) can initiate
sniff mode on a link. We can thus mdp, .., directly toT,,;;s. Each node will impose
different non-overlapping sniff windows to its neighbovghen, during the execution of
the coordination mechanism, the local schedule of a nodedifrad at the application
layer, we instruct the hardware to start sniff mode on lirdkn that offset by setting
Noniffattempt = n+Jl(”). Sniff mode has also been used in other approaches spdgifical
targeted for scatternet scheduling [120][80].

The Bluetooth L2CAP layer provides connection-oriented amhectionless ser-
vices to upper layer protocols. It can support both unidioe@l and bidirectional logi-
cal channels between two nodes. For the exchange of thedimklimation mechanism

control packets we use a bidirectional L2ZCAP channel. Eas$i@e consists of multiple

179



L2CAP bidirectional channels, one for each link in the pathug, a session at an inter-
mediate node is mapped on two L2CAP bidirectional channaksi@the upstream link
and the other to the downstream link. Session data packetsnirol packets flowing
in the forward direction are sent on the downstream L2CAP eotion while session

control packets returning to the source to the upstream L2€ARection.

Link |
Network Layer " User-level
Demands
E2E Traffic EEBW ——> Link scheduler
Generator Allocation

iL Slot Positions

Bbit I&' Local Schedule
Coordination T I
Mechanism — Tsystem .,
"""""""""" L {Eﬁ

L2CAP (NsniffAttempt, Tsniff) |
L 1

» Host controller Interface (HCI)

LMP
Baseband
Radio

Bluetooth Host

Figure 6.4: Implementation of the end-to-end bandwidtbcation framework over the

Bluetooth stack

When a source receives feedback control packet with norethteter;, it adjusts its
transmission rate ta - B/ Dy, bits/sec, wheré3/ D, is the ratio of maximum payload
bits per direction over the duration of a full-duplex slohelBluetooth baseband layer
supports half-duplex slots of duratior625ms. Each half-duplex slot can support up to

B = 216 bits for payload data (Bluetooth DH1 packets). Slots can lmebooed in full
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duplex configurations dft, 1), (1, 3), (1, 5) half duplex slots. In the experiments we use
(1,1) configuration. Thus, a full-duplex slot has a duration eqoal- D, = 1.25ms
and a maximum rate d® = B /2Dy, = 172.8 Kbps per direction can be supported.

In addition to rate adjustment at the sources, performamenhanced by the use
of a packet scheduler on every linko select the type of packet that will be transmit-
ted on a conflict-free slot. To expedite convergence of thie sicheduling algorithm,
link control packets are given highest priority. When the laontrol packet queue is
empty, Weighted Round Robin (WRR) is used to share the bandwidtimgithe out-
going sessions on this link. When the demand of lihanges during the end-to-end
algorithm execution (step 2 of MMBpdateState() in Fig. 6.3), the WRR weidht(t)
for each session in the set of outgoing sessiold®/7'S(() of this link is updated as

Wi(t) = — M Anew WRR cycle is then constructed that will schedule ses-
~min_7;(1)
JEOUTS(I)
sions in proportion to their new relative weights. All WRR wietig stabilize when all
link demands stabilize; however, the target rates will akkyibe enforced when the link

scheduling algorithm converges to the desired network TOMKschedule.

6.3.2 Experiments

To test the system in complex configurations we use BlueHdg[1Re IBM Bluetooth
extensions to the NS simulator [122]. We have further ex¢ednBlueHoc to support
scatternets and the sniff mode. The link scheduling algaritthe end-to-end MMF
algorithm and the coordination mechanism have been impledes separate modules.
We have performed experiments on various topology and@essinfigurations. Here,
we present and analyze a representative case.

We consider the configuration shown in Fig. 6.5. A period gf;.,, = 50 slots is

used. Nodes start with an arbitrary conflict-free TDMA saliedThis initial schedule is
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Figure 6.5: Arrows on links denote master-slave relatigrshltalicized numbers on

each node: denotel’? = T.,em — Z J™ whereT,,q.., = 50 slots. The normal-
leL(u)
ized capacities ar€® = T2 /Ty, sem; the (normalized) MMF rates ares,, .., rs,) =

(0.125,0.125,0.125,0.208,0.315, 0.208,0.125). These rates correspond to a slot allo-

cation of(rg,, .., 7s,) = (6,6, 6, 10, 15, 10, 6) slots withinT, ., = 50 slots.

constructed when endpoints execute the link coordinatiechranism to assign arbitrary
slots on a newly established link; all sources start tratisrgiat maximum rate (172.8
Kbps) and subsequently adjust it based on the values of teévezl end-to-end control
packets. Time is measured with respect to the time sloteeéer of the root node. Each
simulation runs foR20000 slots (0r20000 x 1.25ms = 25sec).

Convergence delay is determined by, the time until the link demands stabilize
due to the end-to-end algorithm convergence, &ndthe additional delay needed by
the distributed link scheduling algorithm to converge to @RMA schedule realizing
these demands.

The table in Fig. 6.6 include®s and D;, that resulted from different choices of
the root node. Both delay components depend on the locatitimeafoot and the or-

der with which the end-to-end algorithm satisfies the sessim increasing order of
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MMF rates. According to Fig. 6.5, sessiofig, 5S>, S3 and .S first receive the lowest
MMF rate (0.125) due to the first-level bottleneck noleThen the MMF rates of;
(0.315) andS,,Ss (0.208) will be allocated by the second-level bottlenec#est- and

B, respectively.

Convergence Delay (slots) and Overhead (%)

Root Dg Dy | Ds+ Dy, Os(%) OL(%)

A | 1523]| 469 1992 11.5 9.7

3145| 178 | 3323 8.5 7.2

1995| 282 | 2277 17.05 11.80

1718 | 733| 2451 12.54 10.2

2529|196 | 2725 15.8 8.78

2765| 327 | 3092 11.25 10.3

2836| 392 | 3228 8.74 7.05

I  G|m|m|0O|O || @

1943 | 436| 2379 12.56 9.9

I 1982 | 361 | 2343 16.31 11.86

J | 2225|543 | 2768 15.44 9.2

Figure 6.6: Convergence delay and control overhead in thiggeoation of Fig. 6.5 for

different choices of the root node.

In addition to the location of the root, the delay componént depends on the
transient states of the TDMA schedule. During the TDMA schednodifications,
some links may be occasionally allocated a few slots. Sitate are shared by link
control packets, as well as control and data packets of waigessions, this may delay
the circulation of the control packets of some sessions emasequently, increase the

convergence delay of the end-to-end algorithm. This phemam was observed in the
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case of maximumDg (3145 slots) where nod® is the root. Link3 was allocated

5 slots or less until slo904; links 4 and 8 were constantly being rescheduled at the
expense of link3 during this period. Link3 is in the control path of sessiort§ and
Sy, which belong to the set of sessions whose MMF rates must in@uted first; this
slowed down the end-to-end algorithm convergence. Thisawehdid not arise for all
other root choices. The minimums (1523 slots) was observed when the first-level
bottleneck nodel was selected as the root.

The delay componen®; depends on the order in which link demands have stabi-
lized and the location of the root with respect to this ordére link demands stabilize
in the order they are "removed” (along with bottleneck noded sessions) during the
end-to-end algorithm execution. In Fig. 6.5, the first dedsato stabilize will be of
links 1-4 because these links are crossed by the first-level sesSjossS; andS; (and
only those sessions). Then links9 will follow, due to the second-level sessiofs-

Se. This reasoning provides the order for demand stabilinagimong groups of links.
The order within a group depends on the specific experimant According to Fig.
6.6, maximumD,, (733 slots) occurred when node was selected as root. In this run,
the last demand to stabilize (at slby = 1718) was link 9, the only link adjacent to
the root. We observed that, although at slot the link demands at lower tree levels
had already been stabilized and satisfied, the entire tregasaheduled from the root
downward. This worst-case global rescheduling did not ptmusimilar scenarios; for
example, when nodé was selected as root, it was adjacent to the slowest comgergi
demand (link6 at slotDgs = 1982) but in this run the tree was partially re-scheduled and
convergence occurred withit 1 slots. Incidentally, the minimun;, was observed for
the root being node3, the case that yielded maximumys. In all experimentsD;, is

less thanlO(N — 1)Tyqem = 4500 slots, the delay bound of the tree link scheduling
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algorithm.

Another quantity of interest during convergence is the mverhead, expressed
as the fraction of slots used for control packet transmigsioThe control overhead
consists of the overhead due to the link coordination mesha(SCINFO, SCUPD,
SCUPD_ACK, STABLE_REQ and STABLEACK packets) and the overhead due to
the circulating end-to-end control packets. Accordingitp .6, the link control over-
head is greater durinps (maximumOgs = 17.05%) because the link demands change
constantly during this period. After the link demands dtabj the link control over-
headO/, is in the order of 10% on average. Link control overhead isidataed by the
STABLE_REQ/STABLE ACK packet exchanges: a node must request permission from
its parent for each unstable child link it needs to rescheddimilar to ATM networks,
the end-to-end control overhead is regulated at the soyrseriling 1 control for every
P data packets. The parametercan be adjusted to trade-off increased speed of con-
vergence for increased overhead. In the experiments wé usd 9; this yields a fixed
overhead of 5%.

After convergence, only end-to-end control overhead sXistause the sources are
never aware that the MMF rates have been reached. Constardffeowd-to-end control
packets is needed for dynamic recomputation of the sessMf kates in presence of
network dynamics (session additions and removals). Fig.dépicts session through-
put and goodput as well as average delay between data padketsameasured at the
session destination after convergence. The throughpodfmd) of a session in bps is
the number of bits due to data plus control packets (datagtadaly) the destination
receives for this session from the time of convergerige ¢ D) until the end of the
simulation run. The session throughputs exactly match the#-Mates; as expected, the

goodput of every session is approximately 5% less than toegiput on account of the
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Rates (Kbps) and Delay (ms)
Root| MMF | T G | Day | do
S 20.73 | 20.73| 19.69| 10.65| £1.25
So 20.73 | 20.73| 19.66| 10.71| £1.22
S 20.73 | 20.73| 19.66| 10.69| +=1.20
Sy 34.56 | 34.56| 32.83| 6.54 | £0.73
Ss 51.84 | 51.84| 49.24| 4.284| +=0.78
Se 34.56 | 34.56| 32.83| 6.54 | £0.73
Sy 20.73 | 20.73| 19.68| 10.63| £1.21

Figure 6.7: Session throughpuf’), goodput(:) and average delay\,,,) with 95%

confidence intervalsdfs) for the configuration in Fig. 6.5, measured at each session

destination after convergence.

end-to-end control overhead. Sessions within the same Mid&pgexperience similar
average delay{,,,) within a small 95% confidence intervaly); this is due to the

TDMA schedule periodicity and the WRR link schedulers emptbgeer each session

path.

6.4 Conclusions

We presented a framework where end-to-end bandwidth gikecalgorithms currently
available for wireline networks can be used with certain ifications for wireless ad
hoc networks if we can find a set of appropriate local feasjabnditions as well as an
underlying distributed, self-stabilizing link scheddimalgorithm. The link scheduling

is based on an asynchronous TDMA protocol that does not retylabal slot synchro-
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nization nor knowledge of the number of nodes in the network.

Using this framework, we proposed an algorithm for prowvisod end-to-end ABR
service to multi-hop sessions. This algorithm can operatariy topology and compute
the session MMF rates with respect to a fraction of the ndkwapacity provided by the
local feasibility conditions. We showed that, in the cas&reé topologies, the network
can be fully utilized and a link scheduling algorithm thah @nforce the computed end-
to-end rates exists. We presented an implementation ofrimgework over Bluetooth,
an existing asynchronous TDMA wireless technology.

A natural extension for the link scheduling component offthenework is the design
of converging algorithms that provide rate enforcement arergeneral topologies than
trees (at the inevitable expense of reduced utilizationghSalgorithms are the subject

of our future research efforts.
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Chapter Appendix 6.A—Pseudocodes of Procedure SampleResched-
ule() and algorithm STABLETREE

Procedure Sanpl eReschedul e
begin
SR-1 PrioritizeLinks();
SR-2 l. = GetMaxUnstableChildLink();
if (I. #—1) then
if (busybit==0 AND BusyBit(v)==0)then
SR-3 busybit=1;
SR-4 send SCINFO packet tov;
end
end
end

ProcedurePrioriti zeLi nks
Assign priorities to children links in order of appearanﬁerzslotel(:‘)
local : CH = set of children links, LINKSET, p, slot
begin
p =|CH|; LINKSET = CH; slot =¢{") & 1;
repeat
l. = localschedule[slot];
if . € LINKSFET) then
pi, = p I*set the priority ofl. to p*/;
p=p-1;
LINKSET = LINKSET - {l.} ;
end
slot = slot® 1;
until LINKSET is empty
end

Function Get MaxUnst abl eChi | dLi nk
Return the maximum priority unstable child link or -1 othésev
local : CH = set of my children links/;. equals 1 if | am slave on child link and zero otherwise
begin
for p=|C H| down to 1do
. = the child link of priority p;
if (not satisfied()) then
| returni;
else
Ipsum = Zke()H:m-,<m (T + Jk)s
if (lpsum > |[e;, @ 1,5, © 1]])) then
| returni,;
end
end
end
return -1;
end

Figure 6.8: Procedure SampleReschedule()
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Algorithm 1: STABLETREE

Data :Asynchronous events at nodeParent node(link):p(l,) (or none if root), Child node
(link): ¢ (1)

Result : Corresponding actions

E1 Events: el: Any adjacent link becomes non-satisfied

OR e2: Scheduling of a link just completed

begin

if (event e2 occuredhen

E1-1 | busybit =0;

end

if (busybit==0) then

if (I am root)then

| SampleReschedule();

else
if (wait.parent==0)) then

E1-2 wait_parent=1;

E1-3 send STABLEREQ packet to parent,
end

end

end

end

E2 Event: STABLE REQ packet received from child¢;

begin

if (I am root OR satisfiedy()) then

if (stable(.)) then
E2-1 | send STABLEACK packet to child c;
else
if (busybit==0 AND wait parent==0) then
E2-2 | SampleReschedule();
end
end
end
end
E3 Event: STABLE ACK packet received from parent p;
begin

E3-1 wait_parent=0;

E3-2 SampleReschedule();

end

e4 Event: SC_INFO packet received from nodev;

begin

if (I am child ofv) then

E4-1 busybit=1;

E4-2 wait_parent=0;

E4-3 send SCINFO packet tov;

else

E4-4 AssignSilotst,) /*Determine new slot positions fdg*/ ;
E4-5 Initiate distributed coordination mechanism by updatingand affected neighbors with
SC UPD packets.

end

end

Figure 6.9: The asynchronous distributed link scheduliggrithm
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Chapter 7

Summary and extensions

The goal of this dissertation was to address two fundamessiaés that arise in wireless
ad hoc networks: topology organization and transmissitwedcgling for provision of
QoS guarantees. Both were viewed as resource allocatioteptshvhere nodes need
to reach a global optimality objective using only local infation.

In the topology organization problem, topology control veasiressed jointly with
neighborhood discovery. The symmetric link establishnpeatocol provided insights
for neighborhood discovery mechanics in frequency hopgysjems in general and
Bluetooth in particular. The channel participation cornstsain topology control and
the incorporation of network formation delay as an addalgoerformance objective,
were unigue contributions of this dissertation.

In the transmission scheduling problem we introduced a Indigéributed TDMA
framework for the realization of various link-level and etedend QoS objectives. The
fundamental starting point was the recognition that linkndads will be generated lo-
cally by the nodes. This led to the need for capturing a sutfdée (globally) feasible
allocations using local conditions. The general bound fbitaary topologies and the

optimal bound for trees on the asynchronicity overheadyeeérin Chapters 3 and 4,
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respectively, allowed asynchronous TDMA to be naturallyomporated in this frame-
work.

Another fundamental contribution was the fluid distribugégbrithm that operates in
this well-defined subset of feasible allocations and gustt#seassignments towards the
desired objective. Although we could not analytically prakat application of the fluid
algorithm to the slotted system converges to the optimal FD8dhedule, simulations
for both static and mobile networks demonstrated exceflerformance.

The local feasibility conditions and the fluid model allowadwing the provision
of end-to-end QoS as interaction of two separate mechartlgmhsperate in parallel: a
QoS-aware end-to-end bandwidth allocation algorithm atoey at the fluid level and
computing the optimal session rates and a dynamic link sdimedalgorithm that re-
ceives feasible link demands and attempts to converge a TBdMdule realizing the
computed rates. This logical separation allows realipatibvarious end-to-end QoS
objectives by modiying existing algorithms for wirelinetwerks. The dynamic link
scheduling problem was solved for tree networks; howewerend-to-end algorithms
can compute the optimal rates for any topology when coupléutive identified feasi-
bility conditions.

Finally, an important common feature of both topology oigation and transmis-
sion scheduling approaches is that, due to their low contglexd lack of restrictive
assumptions, they can be implemented even in current lawereless technologies
such as Bluetooth.

The next section, outlines the contributions of this diggem. Section 7.2 discusses

some open problems for further study.
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7.1 Contributions

Chapter 2:

e A randomized protocol for symmetric discovery and link bsshment in fre-

guency hopping systems (two-node case).

e Adistributed topology construction protocol for multiamel frequency hopping

systems with channel participation constraints (multipbele case).
Chapter 3:
¢ Introduction of the asynchronous TDMA communication model

e A scheduling algorithm that minimizes asynchronicity dwead for a specific or-
dering of link activations in the reference synchronizeldestule. The overhead

of this algorithm never exceeds the period of the referenbedule.
e A heuristic approach to find the minimum-overhead orderihiin& activations.
Chapter 4:

e A distributed asynchronous TDMA protocol for multi-chahaée hoc networks
that does not rely on any assumptions such as network-wadesghchroniza-

tion/enumeration or global topology knowledge.

e Derivation of sufficient local feasibility conditions thdepend on existence (or

lack thereof) of a topology control algorithm and globaltsgnchronization.

e An algorithm for optimal scheduling in asynchronous TDMA&drnetworks: in

this case, the entire set of feasible allocations can beieghby local conditions.

Chapter 5:
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e A distributed fluid algorithm for computing link MMF rates an ad hoc network

and a slot assignment algorithm aiming their enforcement.

e Extensive performance evaluation for large networks irmltsdatic and dynamic

settings.
Chapter 6:
e A two-stage framework for provision of end-to-end rate gurdees:

— Fluid-based end-to-end bandwidth allocation algorithrmpates optimal
session rates according to a QoS objective.
— Distributed link scheduling algorithm computing a TDMA sdhule realiz-

ing these rates.

e Distributed admission control mechanism and MMF rate cdmipan algorithm

for realizing CBR and ABR end-to-end QoS objectives, respelgtiv

e Adistributed dynamic link scheduling algorithm for enforg any set of link rates

in tree-structured asynchronous TDMA ad hoc networks.

e Implementation and performance evaluation of the transonsscheduling frame-

work over Bluetooth.

7.2 Suggestions for future work

Throughout the dissertation, we have tried to provide dimes toward which our work
can be extended. In this section, we will elaborate on a fevbe@leve are most inter-

esting.
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7.2.1 Topology organization

In the topology organization problem, the lack of initiabgimmity information necessi-
tates approaches that are incremental in addition to bastghdited. While we ad-
dressed this complexity when all nodes are initially withémge of each other, the
problem needs to be studied extensively for the multi-hagecan addition, adjust-
ing transmission powers in addition to channel assignmiemtperforming topology

control is another interesting research direction to peirsu

7.2.2 Transmission scheduling

In the transmission scheduling problem, it was evident thatization of both link-
level or end-to-end QoS objectives relies on the solutioa dfnamic link scheduling
problem. While this problem was solved for the case of treeltapes, a converging
algorithm for arbitrary topologies remains an open issuepoasible approach would
be to aim for an approximate solution and use an extensidmedtuid MMF algorithm
of Chapter 5 to guide the slot reassignments. Such an algogtiuld be realized in
the context of a generalized link-level MMF model that irdes minimum rate require-
ments for each link. In this model, link demands generatetthbynd-to-end algorithm
would be viewed as minimum link rate requirements; the ramagi bandwidth would
be shared to the links in a MMF manner. In addition to the galiesd link MMF
fluid model, various algorithms for the decisions of slotsssgnments during a link rate
adjustment should be investigated for both synchronizeldaagnchronous TDMA net-
works. For example, a slot assignment algorithm that useshop information might
yield better convergence properties at the expense ofasetecomplexity.

Our approach for the transmission scheduling problem casubenarized by the

following steps:
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1. Find the minimum or an upper bound on the TDMA scheduletlemgalizing
a set of local slot demands in the network. This bound wiledeine the local

feasibility conditions.

2. Define a (link-level or end-to-end) QoS objective and fimtis&ributed fluid band-

width allocation algorithm.

3. Find a dynamic TDMA scheduling algorithm that realizes filcal slot demands

resulting from the fluid algorithm.

4. Design a distributed TDMA protocol that keeps the netwiogke of transmission

conflicts during the slot reassignments.

While these steps were applied to a single-transceiverAthdinnel ad hoc network
carrying point-to-point traffic, they also provide a flexaldramework for a systematic

treatment of distributed transmission scheduling in a walgety of wireless settings:

e Single-channel systemsSingle-channel systems carrying point-to-point traffic
suffer from secondary interference. A typical example is bidden-terminal
problem that arises in 802.11-based wireless ad hoc neswo8imilar to the
multi-channel case, finding the minimum length TDMA link edle is a NP-
complete problem [51]; contrary to the multi-channel caseknown upper bounds
on the schedule length translatable to local conditionst gaven for slot-synchronized
systems. However, for asynchronous TDMA, our general baumdhe asyn-

chronicity overhead holds irrespective of interferencestints.

e Multi-transceiver systems: Network throughput can be increased if each node
is equipped with multiple communication transceivers. uiclsa system, each

nodewu can simultaneously communicate (transmit or receive) wittumber of
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neighbors equal te(u), its transceiver count. In absence of secondary interfer-
ence (multi-channel system), Choi and Hakimi have estadadighat if a(u) is
even for every node, the minimum schedule length for a given link demand nor-
malized rate allocation is L,,;,(r) = max Z r;/a(u) [123]. Hence, the fluid
local feasibility conditions in a multi-chari;g(lq;)muItMsceiver system with even
number of transceivers per node will bE r; < a(u). Given these conditions,
the fluid model developed in this dissleerLtgt)ion can be usedodifrad to compute
optimal rates for any link-level or end-to-end QoS objextiHowever, enforc-
ing the optimal rates using a slotted schedule will requicgensophisticated slot

assignment mechanisms.

Multicast traffic model: In many envisioned applications an ad hoc network is
spontaneously formed when a need for collaborative actt@ie Such higher-
layer group communications can be captured by the multicaiic model where
each packet transmission is destined to a subset of neghBontrary to point-
to-point traffic, here the broadcast nature of the wirelesdiom is needed to in-
crease performance—while multicasting can be implemeauget) multiple point-
to-point transmissions, multicast scheduling can achilegesame allocations us-
ing fewer transmissions. For the multicast traffic modeithse NP-completeness
of the optimal scheduling problem nor any upper bounds orsthedule length

are known to date.

Summarizing, in the single-channel system and the mutticaf§ic model cases, op-

timal centralized offline scheduling (step 1) has yet to lfresked; in multi-transceiver

ad hoc networks appropriate bounds on the schedule lengtRigiounder certain con-

ditions. In every case, if local feasibility conditions atetermined from step 1, steps

2-4 can be used to generate distributed online schedulgayitims aiming for various
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QoS objectives.

7.2.3 Transmission scheduling and topology discovery

Our distributed TDMA architecture assumes that neighbodhaiscovery is performed
using a separate transceiver and channel. In single-aesnetworks a node will need
to coordinate transmissions in the discovery and commtiaicghannels. Hence dis-
covery can be seen as part of the transmission schedulicggsavhere discovery and
communication become conflicting objectives: if many s&otsassigned for discovery,
communication throughput decreases. On the other hanke ifliscovery channel is
used only a very small fraction of time, then topology disagvmay not be effective.

The investigation of this trade-off in a mobile network sejtis another challenging

open research issue.
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