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ABSTRACT :

In this paper, we propose a parametrized algorithm to decompose a
manufacturing system into manufacturing cells. The objective is to minimize the
inter-cell traffic. '

The algorithm is based on a proximity index defined between any two machines
and which is conversely proportional to the intensity of the traffic between these
machines. We compute a density for each machine. This density is defined as the
number of machines close to the considered machine in the sense of the previous
index. We then group into cells the machines which are in the same high density
domains. We finally associate a family of parts to each of the previous cells.

A numerical example illustrates this approach.

KEYWORDS : Group Technology, Manufacturing Cells, Part Families, Cross-
Decomposition, Traffic Minimization, Layout.



L INTRODUCTION

We consider a job-shop »osed of machines and the set of part types this job-
shop manufactures. A wei: 18 associated to each part type. It represents the
proportion of parts of this t;;.¢ which have te F~ manufactured. Many works have-
been done to group the machines into cells and i1.= parts into part families in order
to impi'ove the production management by splitting scheduling problems into
smaller scheduling sub-problems or to reduce the production cost by designing an
effective production system layout. Some examples of these improvements can be
found in particular in [11, (4], [5], [6], [7], (9], [10], [11], [12].

The problem of partitioning the set of machines into a set of cells and,
simultaneously, the set of parts into a set of part families is known as a cross-
decomposition process. Various approaches, involving more or less human
expertise, are available in particular in [2], [3], [8]. Some of them are only supports
to human decision and do not take into account criteria. Amongst the approaches
which aim to optimize some quantitative criteria, let us refer in particular to [2] and
[3]. In these papers, authors aim to solve the cross-decomposition problem and to
establish a one-to-one relationship between the set of cells and the set of part families
in order to both maximize the number of operations performed on the parts inside
the related cell and to minimize the number df operations performed on the parts
outside the related cell. The goal of this approach is not to minimize the inter-cell
traffic, but usually leads to a quite small value of this parameter, depending on the
number of cells obtained.

Approaches which try to directly minimize the inter-cell traffic seem to be more
convenient. In particular, [10] proposes a twofold heuristic algorithm which works
as follows : the first step is a bottom-up aggregation procedure which minimizes the
inter-cell traffic while the second step is an improvement procedure in which the
significance of a machine to a cell is validated.

The following algorithm also tries to minimize the inter-cell traffic, but uses a
totally different procedure to reach this goal.

The paper is organized as follows. In section 2, we provide the definitions.
Section 3 is devoted to the presentation of the cell formation algorithm and to the
discussion concerning the expected results and the convergence. Section 4 provides
a second algorithm to compute the part families. This algorithm is based on the
machine cells obtained just before. In section 5, we remember some criteria usually
used to evaluate the cross-decomposition. Section 5 proposes some numerical
examples which are discussed.



2. DEFINITIONS

We call o = (M, M, ..., M} the set of machines which compose the job-shop
and ?= (Py, ..., P,] the set of part types which have to be manufactured using the job-
shop. oy, 1 = 1, ..., p, is the proportion of parts type P; to be manufactured. Thus,
0y + Og + ... + &, =1. Each part type P; is specified by its manufacturing process,
which is the sequence of machines each part has to visit to be completed along with

the time it spends on each machine of the sequence. Because times are useless in
this approach, we restrict the definition of the manufacturing process of P; to the

sequence of machines it has to visit to be completed :

G (P;) = (M}, My, ..M

where

M; e Mfors=1,2,..,k
The traffic between M, € ¢ and M, € M is defined as follows :

P
tM, M) = Doumy ' )

i=1

where n; is the number of times the sub-sequences (M,, M,) or (M,, M) are included
in G (P;). We assume that :
t(M;,M)=+e fors=1,..,p
To illustrate this definition, we consider figure 1 which represents a job-shop
composed of three machines and able to manufacture three types of parts P;, P and
P4 respectively in proportions 30 %, 20 % and 50 %.

-
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Figure 1 : An example of inter-machine traffic



Applying relation (1), we obtain :

t(M;, Mp)=03x1 + 05x1 = 0.8
t(Ml,M3)=0.2X1
. t(Mg,M3)=O.3X2 4+ 05x1 =11

Oi)sewe that traffic is a symetric measure, i.e. :

t(M;, My) = t(M,, M)
t(M;, My) = t(Ms M)
t(Mz, M3) = t(Mg, Mz)

Starting from the traffic between M, € M and M, € M, we define the proximity

index between these machines as :

IM, M))=1/[1+t (Mg M,)] (2)

Note that :
a. I (M, M) =1if t (M, M,) =0 : the maximal value of the proximity index

is obtained when there is no traffic between the considered machines.
b. I (M,, M,) = 0if t (Mg, M,) = + e : the higher the traffic, the closer the

machines in the sense of the proximity index which is not a distance.
In particular : ,
IM,M)=0 fors=1,..p

We finally introduce a density 3, assigned to each machine of #4. It is defined

as follows :

Let M* € M. The density of M*, called Bﬂ (M*), is the number of
machines M ¢ #f such that I (M, M*) <11. 1 > 0 is a parameter which value
is provided by the users. 3)

Because I (M*, M*) = 0 for M*e o, 8,] (M*) =2 1.

3. THE ALGORITHM

This section is devoted to the presentation of the algorithm, to the proof of its
convergence, and to some remarks about the parameters controlling the algorithm.
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- 3.1. Presentation of the algorithm

We have to define a supplementary integer parameter h, called partitioning
parameter. The definition of the cells of machines is based on this parameter. The
value of h lies between the maximal and the minimal values of the densities, i.e. :

{
Min 8, (M) < h < Max &, (M)

Me M Me M

Starting from the previous definitions, the algorithm used to define the cells is
the following :

1. Introduce n.
2. Compute &, (M) for all M e a1 (see relations (1), (2) and (3)).

3. Compute :

min = Min 5,] (0.%9)
Me af

max = Max 8, (M)
Me M :

4. Choose h € [min, max]. ‘
5.Compute R={M/Me Mand 5, (M)>h].
6. Set r =0,

7.While R # @ do

T1l.r=r+1.
7.2. MM = Max 811 (M)

MeR

7.3.R=R\ (Myl.
74.C, = Myl
75.E Mpy) = (M/Me R andI(M,My) <1l
7.6. WhileE M) # @ do
7.6.1. Choose M, e E (My) at random.
7.6.2.R =R\ (Mgl
7.6.3.C, = C,u (M)
764 FEMp= {M/MeR andI (M, M,) <n).
765 FE My =(FE M) UE M) \ (M)



8. Done.

As outputs of the algorithm we obtain :
- the number of machine cells which is the value of r,
- the machine cells C;,i=1,2, .., 1,
-the set H of machines which do not belong to a cell, i.e.
r
H=aM\y G
i=1

3.2. Convergence

The following result holds.
RE T
The algorithm presented in section 3.1. converges.

PROQF ;

a. At each step of the loop controlled by E (My,) (innerloop), card (R) decreases
from one unit. Furthermore, E (M)y) is always included in R. As a consequence,
E (Myy) becomes empty after a finite number of steps and the innerloop ends.

[ ]

b. We now consider the loop controlled by R (external loop). At each step,
card (R) decreases at least from one unit. Then, R becomes empty after a finite
number of steps and the external loop ends after a finite number of steps.

E.0.Q.

3.3. Remarks

The result obtained by applying the previous algorithm strongly depends on
parameters n and h,

When h increases the set of machines which do not belong to a cell increase.
The number of cells tends to increase with h. If h is equal to its maximal value, all
the machines remain unclassified. If h is equal to its minimal value, all the
machines, except the ones with the minimal density, are grouped into cells.

The choice of 11 is determinant for the quality of the solution.

Ifnislessthan min I(M,M,) wherer #s, then §; (M) =1 whatever M e ¢

M,M, e &

may be.

In that case, h = min = max and all the machines remain unclassified.

Ifn > max 1 (M, M), then §, (M) = card (M) whatever M e #fmay be.

M, M, € ar
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In that case, the result is the same than the previous one. Thus 1 has to be
carefully chosen between the minimal and the maximal value of the index.

4. COMPUTATION OF PART FAMILIES

At this point of the process, we have some machine cells Cy, ..., C, as well as a

set of‘ unclassified machines called R. In the following, R will be considered as the
(r + 1)-th cell and denoted C, , ;. We want to find r + 1 part families Dy, Dy, ..., D, ,;

and a one-to-one relationship b‘etween the set of cells and the set of part families
such that the number of operations performed inside C; on the parts of D; is
maximal and the operations performed outside C; on the same part is minimal.

Let A = [aij], i=1,..,,m ; j=1,.. pa matrix such that a;; is the number of
operations performed on a Pj-type part using M;. We assume that A is normalized,
i.e. all the elements of A have been divided by the greatest of them. Thus 0 < a;; <1 for

i=1,..,m; j=1,..,p.

For each part type P;, we compute, for k=1,2,..,r +1

Wi®) = & 3 b+ @AM 3 (I-by @
ie Cy ie O |
where A € [0, 1] is chosen by the user.
Let:

Wie (P) = Max W, (P)
k=1,.,r+1

We assign the part type P; to Dys.
At the end of the process, it is possible to find that some of the part families
Dy, Dy, ..., D, ,, are empty. This kind of approach has already been used in

particular in [2] and [3].
5. EVALUATION

The cross-decomposition approach presented in this paper is twofold. It first
leads to machine cells, and this first stage is based on the minimization of the inter-
cell traffic. Starting from the set of machine cells, the second stage provides part
families by minimizing the sum of the number of operations performed on the part
types inside their related cell and the number of machines belonging to their non-
related cells and which are not used to manufacture the part types. Thus, two
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different criteria are used successively, and we need some global criteria to evaluate
the cross-decomposition.
We use the three global criteria proposed in [10] :

a. Global Efficiency (GL.I.)
It,is the ratio of the total number of operations that are performed within
related cells to the global number of operations in the system.

According to the previous notations :

m p‘
GL.E. = z aij /z zaij

G,j)e E =l =1

where E={(i,j) / Mje Cy, P; eDy forke (1,2,..r+1)}
The closer GL.E. is to 1, the better the result.

b._Group Efficiency (GR.E.)
It is the ratio of :

- the difference between the maximal number of non-related cells that
could be visited and the total number of non-related cells that are actually visited by
the parts ;

and
- the maximal number of non-related cells that could be visited.
The closer GR.E. is to 1, the better the result.

c._Gr Technol i T
It is the ratio of :
- the difference between the maximal amount of inter-cells traffic and the

amount of actual inter-cell traffics ;
and

- the maximal amount of inter-cell traffic.
If k; is the length of a P; type part manufacturing process, the maximal

amount of inter-cell traffic is kj -1.
The closer G.T.E. to 1, the better the result.

Remark:

It is possible to generalize these criteria by taking into account some weights
attached to the part types. For instance, the weight attached to P; could be the ratio of

P; type parts we have to manufacture on the average.

These criteria will be used in the numerical example presented in the next



6. AN EXAMPLE

To illustrate the previous approach, we use the same example as the one
introduced in [10].
The manufacturing processes are given in table 1.

1
MACHINES
0o 0 000 00 0 01 1 1 1 1 11 1 112
1 2 3 45 6 7.8 9 0 1 2 3 4 5 6 7 8 9 0

01 2 . . . . . . . 83 . .1 . . . . . 4 .5
02 L0302 L L LY e
03 S - T
04 .08 1 . . . ... 42 ..
05 . . .1 . 3 4 . . . . .o . . 2
.06 5 . 1 . 2 3 4
07 R A S S .

P 08 . . . 5 . . 83 . 4 . . . 2 .1 )

A 094y 4 .. 2 . 3 5 . 1 .

R 10 .. . . 3 . . .. 1 2

T 11 . . 3 . . .2 e

S 12 5 . . . 3 . . . 1 . . 4 . . . .2 .
13 N - 4 . . .,
14 3 4 . . . . .1 . 2 co. . .. .
15 R S SR S S
16 S S | . 4 .,
17 2 -
18 S A S |
19 L0201 . 4 . . ... 8 s .
20 L T . T |

Table 1 : Manufacturing Processes

All the products have the same weight 0.05.

The values of the parameters we choosed are the following :
A=07 1n=095 and h=1
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The result is given in table 2.
MACHINES

1 11 1
0 1 2 4 6 7 8
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9 . . .. 21 . . 3 . . . . 3. o1, 4

Table 2 : Result withn1 =0.95,h =1 and A = 0.7

The values of the global criteria are the following :
GLE. ~0.74
GR.E. ~0.78

G.T.E. ~0.73
Remember that, in this example, C; = {My, M;, M;3)} is he set of unclassified

machines. Consequently, D; = {P;, Pg, P;5, P;g) is he set of unclassified product
types. If we restrict ourselves to (Cy, Co,C3) and (D,, Dy, D3} when computing the

global criteria, we obtain the following values :
GL.E. ~ 0.88
GR.E. =~ 0.84
G.T.E. ~ 0.90

It is possible to obtain better results by modifying the values of the parameters,
and in particular by increasing the value of A.
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7. CONCLUSION

The main objective of the previous algorithm is to minimize the inter-cell
traffic, and the definition of the part families are based on the cells obtained as a
result of the first stage.

This algorithm can be improved in three directions. The first one consists in
giving the possibility of limiting the number of machines in the cells and the
number of part types in the part families. The second one consists of assigning the
unclassified machines to the machine cells after the end of the first stage (i.e. after
obtaining the cells). Finally, the last direction could be.the introduction of an initial
stage consisting of defining the machines and the part types which can be eliminate
"a priori" from the computation. It is for instance the case of the machines which
are used together by a wide percentage of part types. It is also the case of the parts
types which have to pass through a great quantity of machines in order to be
manufactured. There is no difficulty to introduce these changes in the computer
program which apply the heuristic algorithm presented in this paper.
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