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Abstract— A new single channel, time division multiple scheduling problem is addressed in [3], [7], [8], [11], [16]
access (TDMA) scheduling protocol, termed “Evolutionary- and the unicast scheduling problem is addressed in [5],
TDMA", is presented fqr mobile ad hoc networks. The [8], [9], [10]. Some of these algorithms are centralized
protocol allows nodes in an ad hoc network to reserve 5 4qrithms requiring a central controller with the knowl-

conflict-free TDMA slots for transmission to the|rne|ghb0rs.' edge of the entire network. In other protocols [4], [11],
Two topology-dependent schedules are generated and main-

tained by the protocol: a broadcast schedule suitable for net- [10]; the topology information is obtained gradually, but
work control traffic and a mixed schedule which combines an “initiator” node is needed to initialize the scheduling
unicast, multicast and broadcast transmissions for user data process. Furthermore, some of these protocols depend on
traffic. The schedules are frequently updated in an evolu- the existence of such an initiator notteoughouttheir
tionary manner to maintain conflict-free transmissions. The execution, and thus are less desirable from the perspec-
protocol executes across the entire network simultaneously e of robustness and survivability. Some protocols use
in a fully-distributed and parallel fashion. Traffic prioriti- a fixed TDMA schedule to aid in slot assignment, where

zation and Quality of Service (QoS) can be supported. Sim- . .
ulations have shown that the performance of the E-TDMA every node is preassigned a slot [7], [8], [9]. However,

protocol is close to that of centralized algorithms, while be- this approach has limited scalability. Others use a cluster
ing insensitive to network size in terms of scheduling quality Structure partially emulating the cellular concept, where an
and scheduling overhead. It is a scalable protocol suitable elected clusterhead performs the necessary coordination

for very large networks, and networks of varying size. and control—including TDMA scheduling—in a neigh-
borhood (cluster) [5], [15]. The approach of some recent
I. INTRODUCTION work is to generate topology-independent schedules [13].

Mobile ad hoc networks (a.k.a. mobile packet radio (ﬁjnally, the work of [3], [6] specifically addresses the issue

mobile, multihop wireless networks) have gained much aO[]i re-scheqlulmg wh.en the ngtwork char]ges. )
tention in recent years. An ad hoc network consists ofThe SUbJe(?t Of_ this paper is an glgpnthm which gengr-
a number of geographically-distributed, potentially mchtes and maintains TDMA transm|53|9n schedules which
bile nodes sharing a common radio channel. Due to ﬂgco_mmodate_z both a rgndomly-(_:hangmg tgpqlogy and dy-
self-configurable nature, an ad hoc network can be rapidigMic bandwidth requirements in a fully-distributed, par-
deployed in an area without the aid of a fixed infrastru eI. and evolutionary fa§h|on_ The rest of the paper is or-
ture. The multihop topology of an ad hoc network allowganlzed as follows: Se_ctlon Il put_s forth th(_e conS|derat|pns
spatial reuse of the wireless spectrum. Existing comm&at shaped the algorithm's design; Section IIl describes
cial standards [1], [2] for ad hoc networks only emploﬁhe algorl_thm; Section _IV provides a detailed example of
contention-based medium access control (MAC) schemb§ OPeration, and Section V evaluates the performance of
However, much work has been done on reservation-ba§B8 protocol via simulation. Section VI discusses various
MAC approaches based on techniques such as time C(ﬂgracteristi_cs and application_s of the protocol; and Sec-
vision multiple access (TDMA). Reservation of TDMAlON VI provides some concluding remarks.
slots, or “TDMA scheduling”, refers to the problem of as-
signing the TDMA transmission slots among the nodes in
a way which both avoids conflict and allows efficient spec-
trum reuse. The radio channel readily supports broadcast communi-
Many algorithms have been developed for TDMAations. When a node transmits using an omni-directional
scheduling in ad hoc networks (cf. [3], [4], [5], [6], [7], [8], antenna, every other node within its transmission range re-
[9], [10], [11], [12], [13], [14], [15], [16]). The broadcast ceives its packet. If we do not consider the capture effect,

II. DESIGN CONSIDERATIONS FORTRANSMISSION
SCHEDULING



from a transmitter's point of view, when it is transmittingciency; i.e. we desire schedules with theéimumnumber

a packet to a one-hop neighbor, it is blocking all the othef TDMA slots) is an NP-complete problem for an arbi-
neighbors from receiving from other sources. From a rzary network [17], [7] and is intractable. However, the
ceiver's perspective, to receive a packet successfully proest bandwidth-efficient schedule might not be the best
hibits all its one-hop neighbors, except the intended trarier a mobile ad hoc network, because it haslffastredun-
mitter, from transmitting. Thus, a node cannot transmiancy (i.e. it has the highest spectral reuse factor) and is
and receive simultaneously (no primary interference), atiterefore the most susceptible to being corrupted by topo-
it cannot receive more than one packet at a time (no séamical change. When nodes move, the topology of the net-
ondary interference). A transmission is successful onlyvifork changes, and collisions may occur in the schedules,
the packet is the only one received by the receiver, aaden though these schedules were conflict-free when they
the receiver itself is not transmitting at the same timeiere first generated. The schedules also need to accom-
Scheduling in a network like this is difficult, because nodesodate changes in bandwidth requirements. As old trans-
as far as two hops apart can conflict, but cannot comnmaission sessions end and new sessions begin, bandwidth
nicate directly with each other. There are three classessbbuld be released from terminated sessions and assigned
transmissions: unicast, multicast and broadcast, desigriatnew sessions quickly. All these changes, both in net-
ing delivery to one, some or all of the one-hop neighbovgork topology and in network traffic, force the transmis-
of the transmitter, respectively. Multicast transmission caion schedule to be updated. This is referred to as sched-
be viewed as the general case (with an arbitrary subseutd “maintenance”. Because maintenance has to be per-
one-hop neighbors as receivers) while unicast and bro&mmed frequently to accommodate these changes, it has to
cast are the extremes (with one and with all the neighbdrs done in a cost-effective manner. Compared with other
as receivers). The transmission requirement found irtyges of networks, an ad hoc network is often limited both
real ad hoc network is often a mixture of unicast, multin bandwidth and in computation power. It is desirable that
cast and broadcast, where the majority of the data traffiee communication and computation overheads required to
will likely be unicast and multicast—with broadcast typigenerate and to maintain the transmission schedules be as
cally being used for network control and organization atew as possible. A brute force approach, which tears down
tivities. While the traffic generated by network contrahe existing schedule completely whenever changes occur
and management is roughly uniform when distributed ai the network and regenerates a new one, is apparently
gorithms are used, the user traffic can be highly irregulémappropriate. Although a new schedule reflects the lat-
The amount of bandwidth required by different nodes cast network topology and bandwidth requirements and can
vary dramatically. A node should be able to reserve diffdoe made very efficient, its generation is likely too costly
ent amounts of bandwidth, possibly using different tranand somewhat redundant, especially when only a small
mission types. When the network is congested and thgat of the existing schedule is outdated and the rest is
is not enough bandwidth to satisfy all the requirementstjll valid. A more natural solution is an “evolutionary”
some traffic should be given higher priority than otherapproach. In this approach, the existing schedules are kept
Generally speaking, traffic for network control should havess much as possible. Only the part which is outdated, ei-
higher priority than user-generated traffic, and real-timber due to node mobility or due to changing bandwidth
traffic (such as voice and video) should have higher pricequirements, is updated. If the interval between two up-
ity than non-real-time traffic. A scheduling policy shouldlates is short enough, only a small portion of the existing
also be fair to all nodes, and no node should be starvedschedule needs to be updated. Compared with regener-
transmission bandwidth. ating the entire schedule, this method is more economi-

In the parlance of graph theory, transmission sched@gl- Once a flow has had its bandwidth reserved, it will
ing in an ad hoc network is equivalent to a graph colorirfdve its exclusive use until the flow ends (in which case
problem, with each transmission slot represented by a dfke bandwidth is released) or when the reserved bandwidth
tinctive color. Generation of a unicast schedule is equiecomes corrupted (in which case the network control pro-
alent to “edge” coloring, whereas generation of a broatfcol will attempt to reserve some new bandwidth for the
cast schedule is equivalent to “node” coloring. Gener@i-going flow). Quality of Service (QoS) support in ad
tion of a multicast schedule is to color multiple edges-1Oc networks is more feasible with this approach.
each connected to a same node (the transmitter). SchedubBue to the dynamic nature of an ad hoc network, dis-
ing all three types of traffic is a mixture of node colortributed protocols are preferred over centralized protocols.
ing and edge coloring. To produce the optimal scheduléis is important both for efficiency purposes and for ro-
(where optimality is measured in terms of bandwidth effustness and survivability. Nodes may malfunction or be



destroyed, and it is desirable that the scheduling procestwork topology and bandwidth requirements quickly—
not depend on a particular node. A real network could loe an evolutionary manner—in order to minimize the re-
extremely dynamic, both in size and in topology. It couldcheduling overhead and to support QoS to the extent pos-
be partitioned, and when partitioning occurs each portigible in these networks.
should operate by itself as a smaller network. This requiresWith the E-TDMA protocol, all nodes participate in the
the protocol to be scalable, i.e., it can perform equally wedtheduling process on amual basis. The schedules are
in a large network as in a small network. Nodes shouggenerated in a fully-distributed and parallel fashion. The
be allowed to join the network dynamically. The protocacheduling process is executed acrosstitae networlat
needs to handle different network topologies (ranging frothe sametime. This reduces the scheduling overhead and
sparsely to densely-connected), and when its performamedtances the robustness and survivability of the network.
degrades, it does so gracefully. An efficient schedule Essentially, every node is responsible for its own transmis-
necessarilytopology-dependent While collecting more sion schedule. A node only needs to communicate with its
topology information results in a better schedule, momme-hop neighbors in order to produce conflict-free sched-
overhead is also required. Because a transmission frales. A greedy algorithm is employed to make the sched-
a node only affects its neighborhood and not other rematie efficient, given the limited, local knowledge present at
nodes, the scheduling process can be laqatl, especially each node. It supports dynamic membership, i.e., a node
when the goal is not to generate an optimal schedule. Than join the network and participate in the protocol at any
is particularly important when the network is large, and thene. The protocol’s performance, in terms of both the
schedule needs to be updated quickly. guality of the generated schedules and the scheduling over-
The preceding highlights what we consider to be inftead, is insensitive to network size. Itis especially suitable
portant characteristics for a scheduling protocol. Here diar a large, homogeneous network of changing size, such
intention is not to produce the most bandwidth-efficierats a large, mobile military formation.
schedule, but to produce and to maintain a conflict-freeWe make the following assumptions about the network:
schedule as rapidly as possible in a fully-distributed, par-« Nodes keep perfect timing. Global time is available to
allel fashion with only local knowledge. The design of every node and is tight enough to permit global slot
the protocol incorporates almost all of these characteris- synchronization;
tics, falling short principally in the protocol’s inability to « Every link is bandwidth-symmetric and bidirectional.
gracefully handle large variations in nodal degree (more The topology of the network can be represented by

on this later). an undirectional graplt(V, E), whereV is a set of
nodes andt is a set of edges;
I1l. THE EVOLUTIONARY-TDMA PROTOCOL « The network topology changeslowly relative to
The Evolutionary-TDMA (E-TDMA) protocol allows packet transmission time. During the interval when

nodes in an ad hoc network to assign TDMA transmis- the schedule is being updated, we assume the topol-
sion slots among themselves as network composition and 09y does not change.

bandwidth demandshange The protoc0| produces two e Every node is able to Operate the Five Phase Reserva-
TDMA schedulessimultaneously The first schedule isa  tion Protocol (FPRP) [16].

broadcast (i.e. node) schedule, in which every node is as- ,

signed one slot. This broadcast schedule can be used’ﬁ‘oroverv'ew of the Protocol

traffic generated by network control protocols, including The protocol operates within a single TDMA channel.
the E-TDMA protocol itself. The second schedule carriéghe channel is partitioned into two portions: a control and
user generated traffic and can be very flexible. It can b@@anization portion, where TDMA schedules are periodi-
mixtureof unicast, multicast and broadcast transmissiorslly generated and updated, and an information transmis-
The reservations performed here are-hopreservations. sion portion, where the TDMA schedules are used to trans-
A node can schedule different amounts of bandwidth moitinformation packets. The control and organization por-
transmit to one, or some, or all of its neighbors freelyion is called the Control/Organization Frame (COF). Ev-
and to reserve different number of transmission slots day COF is followed bymn Information Frames (IF), each
pending on its need. Both schedules reflect the topologfwhich consists of. Information Slots (IS) (Figure 1). In

of the network and are conflict-free. Furthermore, as tleach information frame, a node transmits or receives infor-
network topology and the bandwidth requirements changeation packets according to its schedule, called the Infor-
the schedules adjust accordingly to maintain conflict-freeation Frame Schedule (IFS). The IFS of an information
transmissions. The algorithm copes with changes in thhame is produced in the preceding COF. The COF oper-
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Fig. 1. Structure of the E-TDMA protocol. The permanent colors-age..., p and the temporary colors ate.., 1.

ates with its own schedule, called the Control/Organizatidrom-receiving Br), and is ready-to-receiveR({[’R) if it
frame schedule (CFS), which is updated at the beginniisgeither idle ) or only blocked-from-transmittingKr).
of the COF. When nodes move around, the topology of the network

i changes and collisions occur in the schedules. Both the
The E-TDMA protocol operates in the COF. Itgeneratg@,;s and the IFS may be corrupted. The corrupted por-

and maintains the CFS and IFS in the face of a changifgns need to be fixed in the next COF. Since the last COF,
network topology and changing bandwidth rqulremgntbsome flows may have ended and some new flows may have
Because the nodes need to cooperate extensively in laga, These changes in bandwidth requirements need to
contrql pha_se, the CFS is a broadcast s_chedule, and_ C¥fdYaddressed as well. In order to execute the scheduling
hode is assigned a slot. In graph theoretic terms, asSl9MMtocol in the COF, first the CFS needs to be brought to a
every node a conflict-free slot is equivalent to assigning &Yz ing condition. The IFS is then updated using the CFS.
ery node a color, with the constraint that no two nodes tWa, 1, eyolutionary protocol, the schedules are updated on
hops a_lpartor Iess_ are given Ehe sa:ne color. For this reashl pasis of the existing parts. The main challenge to be
aslotin the CFSiis called a “color”. A node broadcasts Je s tg let the nodes update their schedules while en-

the COF slots assigned to its color. In the IFS, differegt, g that the new assignments do not conflict with the

nodes have different requirements for transmission bangqing schedules and with each other. The following ob-

width, and these requirements can be of different tyP&Srvations are key to the solution:
The IFS is a mixture of unicast, multicast and broadcast yp .\ ation 1: If a node knows the up-to-date schedules
schedules, and an IS in IFS is simply called & "slot’. 15 oy iy one-hop neighbors, itis able to pick a conflict-free

formation packet traffic—which can be voice, video, datglot to transmit to one (or some, or all) of them. It can pick

etc.—is representgd by “ﬂ_OWS"' In a partlculiar slot, thg slot in which itself is RTT and the receiver(s) is RTR.
schedule of a nodécan be in one of the following states:

o ) : , : This transmission will not interfere with others.
transmitting to a neighboring node labeled ag’(5); re-

L . ) e Observation 2: If two nodes are at least three hops
ceiving from nodej, R(j); blocked-from-transmitting be- . . . )
. ; . L away, their schedules will not interfere with each other,
cause a neighboring nodeis receiving a packet from

L either directly or indirectly. As a consequence, two nodes
another nodeBt(j); blocked-from-receiving because y Y 9

. . Y, o . three hops apart or further can schedule their transmis-
neighboring nodg is transmitting to another nodsy (;); sions independently. No collision will occur.
simultaneously blocked-from-transmitting due to ngde

and blocked-from-receiving due to nokleBtr(j; k); idle, The schgd_ullng protocol is transmlt_ter oriented"; €.
. . the transmitting node, or the sender, is fully responsible
I, when it is not in any of the above states. If a node s : ,
- ) or the reservation, maintenance, and release of the trans-
blocked-from-receiving by packets coming from unknown. . . .
. - ' ; mjssion slot. When a new flow arises, the transmitter re-

source (e.g., in the case of a collision), this slot is Iabel%erves a slot to transmit to the receiver. When a flow ends
Br(X). The state3r and Bt are mutually exclusive, un- ' ’

o .. . the transmitter releases the slot. If a transmission is in-
less explicitly specified a®ir. Due to the transmitting- : . :
L : . terrupted, either because of a link failure or because of
or-receiving constraint, @' node is also &r node, and a

a topological changes, the transmitter is required to de-

R node is also &t node, but these are still referred to a?ect (i.e. to be informed of) this promptly It is also the
T or R, respectively. The transitions among these states™ * " promptly

should be_ clear fr_or_n _thei_r def_initions- A node is ready-ithe mechanism for detecting such link failures or conflicts is not
to-transmit RT'T) if it is either idle (I) or only blocked- part of this protocol, but should be provided by a lower or upper layer



transmitter’s responsibility to release the current slot ahigh probabilities. Both the permanent colors and the tem-
to reserve a new one for the on-going flow. The receivporary colors are used in the next phase, as will be seen
never solicits a transmission from the sender, either wheimortly. The temporary colors are labeled as “1,2,..,

a flow starts or when a flow is interrupted. It releasesvehere color 1 represents the highest priority and color
slot when the sender does not claim it any more. Multiptae lowest. Nodes that do not contend for temporary colors
nodes can make their reservations for transmission slptaticipate in the current COF using their permanent col-
simultaneously, as long as they do not conflict. Withiars assigned earlier. These permanent colors are labeled as
a neighborhood where nodes interact with each other, th€ed), g(reen), b(lue), y(ellow),” etc. There are per-
reservation procedures of different nodes are interleavedsanent colors, and this number is chosen to reflect the ex-
that no conflict can occur. This guarantees the schedubested local connectivities of the network. There are more

are always free from collision. permanent colors than temporary colors, since only a small
_ o fraction of the nodes need updating (and thus need tempo-
B. Detailed Description of the Protocol rary colors), while all the nodes need permanent colors in

In order to illustrate the evolutionary nature of the prd2fder to participate in the protocol.
tocol, we will describe how it works in a scenario where a A CR phase consists gfContention/Reservation slots
set of existing schedules (the CFS and IFS) have alredR1.--..CR), each corresponding to a temporary color.
been running in the network. It will be seen later that netlodes that need to obtain new colors contend for these
work initialization (where old schedules are non-existerf§mporary colors. The Five Phase Reservation Protocol
is a trivial extension of this scenario. The COF is respoht6], which allows nodes to reserve conflict-free broad-
sible for updating both the CFS and the IFS. It has twi&St slots, is used during the contention. During the CR
phases: a Contention/Reservation phase followed by s, nodes simultaneousipntendor the temporary col-

Allocation/Elimination phase. ors andreservethem for future use with the FPRP proto-
col. Thus there is a mixture of contention and reservation
B.1 Contention/Reservation Phase in this phase (hence the name). The internal structure of

The purpose of the Contention/Reservation (CR) pha%%c.h CR slot is defined by the_ FPRP protocol, each con-
. SiSting of a number of reservation cycles. There should be
is to update the CFS. It allows every node to have a

. ) enough reservation cycles to allow each temporary color
conflict-free broadcast slot (a “color”) in the CFS. Whe g y porary

a CR phase begins, every pre-existing node has a CO|Or[]85l?e assigned thoroughly (see [16] for details of the FPRP

: . . ) protocol).
signed to it in the CFS from previous COF. This color |§ ) . .
B . As soon as a node acquires a temporary color, it discards
called a “permanent color”. How these permanent colors

ItS permanent color, regardless of whether the latter is valid

are assigned will be clear later. Due to topology changée . o
'9 W u pology gof not. The temporary color is used until it is replaced by a

some nodes may find their permanent colors corrupted. )
Y . P P ermanent one. Due to the contention nature of the FPRP

These nodes need to obtain new colors. If we assume that ) :
) . . . rotocol, a node may fail to obtain a temporary color. It
the interval between two COFs is short relative to intet- - ) - . .
. o can participate in the remaining part of this COF only if
vals between corruptions caused by node mobility (mea

. . ; Ps permanent color is valid. Such a node contends for a
ing that most of the permanent colors are still valid), on . .

. . . emporary color, not because it needs a permanent color in
a small fraction of the nodes will have invalid perm

6Yhe CFS, but because it needs new transmission slots in the

nent colors and will need to acquire new ones. Mea[): L . .
. . . .__IES. If unsuccessful, it will have to suppress its require-
while, some nodes may wish to obtain new transmission

, . . ents for new transmission slots until the next COF. If a
slots in the IFS, either for newly arrived (or backlogge . .

. node finds its permanent color corrupted due to some topo-
flows, or for on-going flows corrupted by some topologi- . . . o
L lagical change, but fails to obtain a temporary color, it is

cal change. These two groups are not exclusive: if a topo* . . .
logical change corrupts the permanent color of a no eot possible to proceed further in the current COF. It will
ave to wait for the next COF, and collisions could occur

it may corrupt its transmission slots as well. The C . . . . . L
y . P W N _ . at this node during the interval in betweerSince this sit-
phase assigns these nodes “temporary color’—which are

valid onlv for the current COE—and undates the GES- uation is undesirable, the algorithm’s parameters, viz. the
porarily yThere aret temporary colorg The number Ofnumber of temporary colors and the number of reservation

temporary colors is chosen to reflect the network requirescjiisions could also occur if two adjacent nodes obtain the same

ments so that the contending nodes are successful wéthporary color. This is possible, though rare, due to the non-perfect
coloring characteristics of FPRP, especially when two adjacent nodes
protocol/mechanism monitoring the health of a link or flow. do not share a common neighbor.



cycles associated with them, should be chosen such titself and all its one-hop neighbors. Since nodes with per-
this occurs with a suitably low probability. Would it occurmanent colors do not have requests for new transmission
it can be detected and handled by upper layer protocolssésts or new permanent colors, the schedules they broad-
necessary, and can be viewed as a transient case of netweasi are not much different than their previous schedules
unreliability. The only possible change is that a flow has ended and the
The CFS is temporarily updated after the nodes acquiransmitter node needs to release the slot, or that a node
temporary colors. It has been brought back to a worguffers a collision (multiple packets arrival) and the slot
ing condition, with the corruptions caused by topologbecomesBr(X). To release a slot which it previously re-
cal changes resolved. Only with the CFS updated can gexved, a node will not announce that slot as transmitting
nodes communicate with each other freely. Suppose tlf&), but as idle [) or blocked-from-receiving Br), de-
a reasonable set of parameters are chosen and that epending on whether it has a one-hop neighbor transmitting
contender acquires a temporary color. The temporary cim-the same slot (in this casgr) or not (in this casd).
ors and the permanent colors are different and do not cédhen a node broadcasts, all its one-hop neighbors listen
flict. As a result, by the end of the CR phase, every nodad learn its most up-to-date schedule. From this infor-
has a color: either a temporary one it just acquired, omzation they can make changes in their own schedules ac-
permanent one assigned to it previously. All these colarerdingly. After thep slots for permanent colors, nodes
represent different broadcast slots and will be used in twith temporary colors broadcast their schedulesuerse

subsequent phase. order, from¢ to 1 (the rationale for this reversal will be ex-
_ S plained shortly). When each node with temporary celor
B.2 Allocation/Elimination Phase broadcasts, it transmits its schedules as did the nodes with

In the Allocation/Elimination (AE) phase, nodes usgermanent colors. Although such a node requires new
the recently updated CFS to update the IFS. From th@nsmission slots and a new permanent color (which is the
CR phase, every node has a conflict-free color (indeedason it acquires a temporary color), it does not make any
broadcast slot), and these broadcast slots are carefullyGlgim for such at this moment. After temporary color
terleaved so that nodes with temporary colors can chodgdinished, each node with temporary cotor 1 broad-
their desired transmission slots and new permanent c&®sts and so on, until all nodes with temporary caland
ors in a conflict-free fashion in the AE phase. Durinfigher have broadcasted, leaving only those nodes with
the AE phase, information slots are released from endifgjnporary color 1 remaining. So far every node with tem-
flows and assigned to newly arrived flows, or redistributéprary color 1 has received broadcasts from all its one-hop
among on-going flows to resolve conflicts caused by nod¥ighbors, and has learned the schedules of these nodes. It
mobility. At the same time, the CFS itself is being refined!so knows the IDs of every node up to two hops away. Of
As new transmission slots are beialipcated the tempo- course, it knows its own schedule. It is now able to choose
rary colors are gradually beirgiminatedand replaced by its new transmission slots and a new permanent color. If it
permanent colors. This is why the second phase is callR@pds to reserve a new slot to transmit to a one-hop neigh-
“Allocation/Elimination” phase. bor (or a set of one-hop neighbors in the case of multicast

An AE phase has AE frames, AE1,...,AE each corre- Of broadcast), it looks for a slot in which the intended re-
sponding to a temporary color. Each AE frame is intend&§iver(s) isRT'R and itself isRTT. This slot will not
for nodes with a certain temporary color to choose thegpnflict with any other transmissions. This node also picks
transmission slots and new permanent colors. The size@dfermanent color. Since it knows the color of every other
the AE frames vary slightly, with each successive franitode within two hops, the permanent color it chooses will
being one slot shorter than its predecessor. We will dfeot conflict with them. Note that nodes with the same tem-
scribe the first such frame, AE1, in detail. porary color may (and likely will) choose different per-

Assume that when frame AE1 begins, every node knoWtanent colors, depending on their neighborhoods. When
its own schedule, and the IDs and the colors (temporeprpoosing transmission slots and permanent color, a node
or permanent) of all its one-hop neighbors. Frame ARSes a greedy algorithm. It chooses thst (the lowest
starts withp slots, each of which is dedicated to node@dexed) available transmission slots andftrs available
with a given permanent color. Nodes with permanent cfi€rmanent color. This results in efficient bandwidth uti-
ors broadcast in turn in their designated sletg, b, etc. In lization. In fact, any other algorithms which require only
the slot designated to its color, a node broadcasts its IFSI’I should be possible to design an efficient packet format for trans-

inCI_Uding its schedule assignmerit, R, Br, Bt, Btr, O mitting only thechangesto the schedules (not entire schedules every
I), in each IS. It also broadcasts the IDs and the colorstipie), thus saving bandwidth.



local information can also be used. B.3 Network Initialization
At this point, nodes with temporary color 1 have ful-

filled their requirements for new transmission slots and

new permanent colors (or at least have had a chance ttzzg

so). The reason that the temporary colors are announ .
. . . update these schedules. The same procedure applies to a
in reverse order, from to 1, is to allow nodes with tem- network which is iust powered on. In thi nario. th
porary color 1 to choose transmission slots and perma(?— or ch 1S Just powered on. S scenario, the

. - only difference is that the old schedules are non-existent,
nent colordfirst. This is because, among the sets of node?ld ver heduled transmission is new. Now. if all th
with temporary colors, the set with temporary color 1-and every scheduied fransmission IS new. NOw, 1t all the

. . .nodes are turned on pteciselythe same time, they will
thefirst temporary color for which nodes contended—uwiil .
. . . all contend for the temporary colors and many of them will
most likely contain thgreatest numbeof nodes. For this

reason, this set of nodes is given thighestpriority in fail at the beginning—these nodes cannot participate in the

4 &urrent COF. However, in reality, it would rarely be the
slot and permanent color assignment. After these nodes . .
. : . ase that every node is turned on precisely at the same
have made their selections, all changes are incorpora . o )
. . . dtlme. When a node is powered on, unless it is the first
into their latest schedules and broadcasted in the slot re]:sa r an isolated node. it is likelv to find other nearb
ignated to temporary color 1. From now on these nodBgce Of an 1solated node, 1t 1S likely 10 Ofher nearby
. . nodes already running some schedules. By listening to
discard temporary color 1 and start to use their new per- . o .
. I%ew transmissions, this node get to learn the schedules
. . R " in its neighborhood. It can then join the other nodes in
COF again, and we say it has been “eliminated”. . .
. . . . the next COF. Even if all nodes were turned on simultane-
AE2 is essentially identical to AE1, except that there IS . .
. .. ously, this is not a deadlock problem for the evolutionary
no slot dedicated to temporary color 1. Nodes again mcorr- tocol. During every COF. some nodes will manage to
porate the latest updates into their schedules and broag- i 9 y ' 9

cast to their neighbors. At the end of AE2, nodes Wit‘ﬁﬁ tain temporary colors and become involved in the sched-

. e. Eventually, all the nodes will join the network and
temporary color 2 choose new transmission slots and péer-

manent colors, and broadcast their updated schedule%J a[l(r)tlupate in the transmissions. A larger number of con-

their neighbors. Temporary color 2 is eliminated after(-':‘nderS merely increases the initialization delay.

wards. All the other AE frames follow in a similar man-
ner. The nodes that are about to choose new transmission
slots are always thiastones to broadcast in an AE frame. e now illustrate via example how the E-TDMA pro-

By the time they choose, they will always have receivag@lcol can be used to update transmission schedules (Fig-
the broadcasts from all their one-hop neighbors, and hay@ 2). There are 6 nodesl (to F) in the network, and
learned the latest schedules in their neighborhoods. The¥ E-TDMA protocol has 2 temporary colors (1 and 2)
have enough information to select their transmission sl@{fid 4 permanent colors, g, b, y). There are 4 slots in an
and permanent colors conflict-free. After each AE framgyformation frame (1S1 to 1S4). The original topology is
nodes with atemporary color fulfill their requirements, anghown in Figure 2.a. Suppose the CFS and the IFS were
the corresponding temporary color disappears. As a c@@nflict-free when they were generated according to the
sequence, every AE frame is a slot shorter than its predgiginal topology, and these schedules are shown in Fig-
cessor. By the end of the last AE frame, the entire IFS hg& 2.c. Suppose node moved towards nod€ and a
been updated. Flows which have ended have had their si@égy link appeared between them (Figure 2.b). This causes
released, and flows which arose recently have been giv@flict in the original schedules, and the corrupted sched-
transmission slots if enough bandwidth is available. Tmﬂés are shown in Figure 2.d. Two On_going transmissions,
conflicts which are caused by node mobility have been fgom D to C'in 1S1 and fromF to E in 1S2, are corrupted,
solved. The broadcast schedule of the network (CFS) hafi they need to reserve new transmission slots for the on-
also been brought up to date. There are no temporary G@ing flows. We also assume that at the same time, dode
ors left. Every node has a permanent color which it Cgjeds to reserve a new transmission slot to transmit to node
use in future COFs. Both the schedules (IFS and CFS) gre So we will see how the protocol reallocates conflict-
conflict-free. The IFS is used in the following informationng transmissions and accommodate new ones. When the
frames until it is updated again in a subsequent COF.  COF begins, the three nodels D and F, which require

*It is more important to get a permanent color. When the networkri]seW transmission slots, contend actively for the temporary

heavily loaded, flows that are cannot be assigned transmission slots &0rs with the FPRP p_rOtOCOI- Assume they all succeed,
have to be backlogged and attempt to acquire IS in subsequent CORd1d nodesA and D acquire temporary color 1 and node

In the aforementioned procedure, we assume that the
twork has already been operating with some schedules
S and IFS), and that the E-TDMA protocol is used to

IV. AN EXAMPLE
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(@). Original topology (b). Changed topology
A B C D E F A B C D E F
IS1 TB) RA) RD) T T(F) R(E) IS1 TB) R(A) Btr(B;X) T(C) T(F) R(E)
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IS3 | RB) T(A) Br(B) I I | IS3 | RB) T(A) Br(B) | | I
1S4 | | | | | | 1S4 | | | | | |
color r g y b r g color 1 g y 1 r 2
(c). Origina Schedule (d). Corrupted Schedule
A B C D E F A B C D E F
ISL | T(B) R(A) Btr(BE) Br(E) T(F) R(E) ISL | T(B) R@A) Btr(BE) Br(E) T(F) R(E)
1S2 | Bt(B) RC) T(B) Br(C) Br(C) | 1S2 | Bt(B) RCC) T(B) Br(C) Br(C) |
IS3 | RB) T(A) Br(B) | | I IS3 | RB) T(A) Br(B) B{E) RF) T(E)
IS4 | T(B) RA) RD) T Btr(CD) I IS4 | TB) R@A) RD) TEC) Btr(CD) I
color r g y b r 2 color r g y b r g
(e). Partially updated schedule after AE1 (). Updated schedule after AE2

Fig. 2. The E-TDMA protocol in a simple network. There are four permanent cologs( ) and two temporary colors (1,2).

acquires temporary color 2. In AE1, noddsand D up- of permanent colorg = 6 and the number of temporary
date their schedules after hearing broadcast from all theilorst = 3. Hence, an AE phase has._, (i + p) = 24
neighbors. Both of them schedule their transmissions siots. Four FPRP-based contention cycles are used to as-
IS4. They also choose permanent colors and discard tesign each temporary color. The length of a COF is roughly
porary color 1. Noded picksr and nodeD picksb. All the same as an IF and hence, with= 10, we estimate the
these selections (transmission slots and permanent color@rhead of the E-TDMA protocol as rought9% of the

are the first available ones (recall the greedy choice) giviertal bandwidth. This overhead can be reduced by increas-
the network scenario. The partially updated schedules &g m, but the algorithm’s reactivity would also be reduced
ter AE1 are shown in Figure 2.e. In AE2, the node withs there would be a longer interval between schedule up-
temporary color 2 (nodé’) updates its schedule. It picksdates. User traffic, or flows, consist of streams of fixed-
IS3 to transmit to nodd” as well as permanent colgt length, 125 byte packets, each fitting into an information
After AE2, both schedules (the CFS and IFS) are updatsidt. The number of packets per flow (i.e. the flow dura-
(Figure 2.1), with the conflicting transmissions reallocateiibn) is modeled as a geometric random variable with mean
to new slots and newly arrived transmission given its slaif 200 packets/flow. The generation of the flows at each
Although only unicast transmissions are shown in the emede per slot is modeled as a Bernoulli random variable
ample, it is clear that multicasts and broadcasts can be haith probability pz. Consequently, the number of arrivals

dled in the same way. at each node between 2 COFs is a Binomial random vari-
able, which approximates a Poisson random variable with
V. SIMULATION RESULTS meanA = pp * m * n. User-generated broadcast and uni-

cast data traffic is modeled, where a broadcast is addressed

The performance of the E-TDMA protocol is studiedo all the neighbors and a unicast is addressed to a ran-
with simulations. To start with, the protocol is examinedomly chosen neighbor. All the traffic are one hop trans-
in a fixed network with regular topology. 100 nodes amissions, i.e., packets terminate at the receivers and are
placed on a plane as a 10 by 10 square grid. A node is caot forwarded further. Another way to look at it is that the
nected to its 4 neighbors in 4 different directions (nortlend-to-end traffic is “de-hopped” at the MAC layer. The
south, east and west). A wireless channel of 1 Mbs is aigne-space correlations among these traffics are ignored,
sumed. Time is slotted. The duration of an informatioand the transmissions from different nodes are treated as
slot is 1 ms. An information frame has = 20 infor- i.i.d. random processes. When a flow arrives at a node, it
mation slots, resulting in a frame length of 20 ms. Thie suspended until the next COF, after which it generates
E-TDMA protocol is executed eveny, = 10 frames, i.e. packets at a constant rate of 1 packet/frame. A packet has
there arel( IFs between consecutive COFs. The number
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Fig. 3. Packet loss probabilities under single type traffic. Thrg. 4. Packets loss probabilities under mixed traffic. The traffic
traffic consists of broadcast flows only (top) and unicast consists of broadcast and unicast flows at a 0.5:0.5 ratio.
flows only (bottom).

a lifetime of 1 frame, and is dropped if it cannot be trandenerates a random ordering for the nodes, and processes

mitted in a frame. Dropped packets are not retransmittdf€ir Pandwidth requirements according to this random or-

When a node makes a reservation for its traffic, broadcadf¢- " the PMNF algorithm, nodes are assigned transmis-

are assigned transmission slots before unicasts, since 8§} SIOts in a systematic order, depending on the number
are destined to more receivers and are considered of highgP€ighbors of each node and their connectivities. This
priority. A flow is backlogged if it cannot be assigned glgorithm is known to produce superior results for both

transmission slot during the current COF and, in the n¥0adcast and unicast scheduling. A greedy algorithm
COF, it is given priority over newly-arrived flows. It is'S used in both PMNF and RAND when a node chooses

possible, though rare, for collisions to occur in the scheli§ ransmission slots. The PMNF and the RAND algo-
ules generated by the E-TDMA protocol. These collisiodms are executed as frequently as the E-TDMA algo-
are caused by conflicts in temporary colors produced B{m (once every 10 frames). The schedules produced
the FPRP protocol. Two adjacent nodes may accidentaW;'}h the centralized algorlthms are always confllgt-free,
reserve the same temporary color, especially when they@{¥! the only reason a packet is lost is due to bandwidth un-
not share a common neighbor. These nodes cannot %\6@I|abl|l'[y.. All the simulations are performed for 100,00Q
ordinate with effectively in the E-TDMA protocol, sinceffames. Figure 3 shows the results for single type traffic
they always transmit in the same slot and are not aware?d Figure 4 shows the results for mixed traffic.
each other’s schedule. Collisions may occur if they chooseThe performances of the two centralized algorithms are
to transmit in the same slots. A unicast packet is consiery close, with the PMNF performing slightly better. Un-
ered lost if it collides at its receiver, and a broadcast packidr the same load, broadcast traffic has a much higher
is lost if it collides at any of its receivers. Transmissiongacket loss rate than unicast traffic, even though it is given
suffering collision are not rescheduled and end naturablyhigher priority. This is because broadcast utilizes the
(the performance would improve if a collision is detectespectrum more heavily. To schedule a broadcast transmis-
and the transmission is rescheduled). So two reasons csion, all the receivers and the transmitter must be available
tribute to packet loss here: packets dropped due to baimdthe same slot, a requirement more demanding than a
width unavailability and packet collisions due to imperfeainicast. As the traffic gets heavy, much of the bandwidth
scheduling. The packet loss probability is used as the pbecomes fragmented and unusable for broadcast transmis-
formance measure. sion. This is due, in large part, to unicast transmissions
The E-TDMA protocol is compared with two centralwhich inhibit many broadcasts. A unicast transmission is
ized TDMA scheduling algorithms, the “Progressive Mineasier to schedule as it has fewer receiver constraints, and
imum Neighbor First” algorithm (PMNF) and “Randomcan grab a slot unschedulable for a broadcast, thereby frag-
Ordering” (RAND) algorithm [14]. The RAND algorithm menting the bandwidth and blocking subsequent broad-
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casts at neighboring nodes. sion slots can obtain a temporary color, the order of which

The E-TDMA protocol performs similarly to the cends random, and the slots are then assigned in a greedy fash-
tralized algorithms. Only in the very lightly-loaded regiméﬂn- Itis not hard to see that this is equivalent to the RAND
does the E-TDMA protocol suffer any noticeable degrad@lgorithm, justimplemented in a distributed fashion.
tion relative to the centralized approaches. This is becauséNode mobility is not included in the simulations pre-
under very light traffic, almost all transmissions are immé&ented here.  With an interval af00ms between two
diately assigned bandwidth by the centralized algorithnfsOFs, we judge the schedules are updated frequently
thus few packets are dropped. In the E-TDMA protocol, &0ough to cope with network dynamics under moderate
node may fail to obtain a temporary color with contentiofnobility. Even when the network becomes too volatile
causing packets to be dropped until the next COF, or d8-be handled by the protocol, schedules can be gener-
tain a temporary color conflicting with one of its neighated quickly once the network becomes relatively stable.
bors, causing collisions in the schedule and all the tranid?€ E-TDMA protocol starts to degrade slightly at heavy
mitted packets lost. In both cases, the source of errod9@d. This is because when new flows arrive more fre-
the contention-based, non-perfect coloring characteristiigently, more nodes require temporary colors in each COF,
of the FPRP protocol. These packet losses would be eliiid the limited number of temporary colors (3 in the sim-
nated if the FPRP were replaced by a contention-free, p@htions) cannot accommodate all these simultaneous re-
fect coloring protocol with the same distributed, scalabfélests. Some of them have to be backlogged and packets
properties. When we simulated E-TDMA with a centrafre dropped meanwhile. This is a penalty paid for fixing
ized, random coloring protocol in the place of FPRP, tiige protocol parameters, and can be resolved if the param-
the performance became very close to the centralized &fers are adjusted dynamically to suit the traffic and the
gorithms (these results are not shown due to space cBftwork topology—such adjustment is the subject of cur-
Straints)_ In fact, the square gnd t0p0|ogy we have us&ﬂt work. We also conducted simulations in a Iarger net-
is the worst case of those topologies we simulated for work (with 400 nodes). As with the smaller network, the
TDMA because two adjacent nodes do not share a Coﬂe.rformance of the E-TDMA prOtOCOI is very close to that
mon neighbor_ Such neighbor Sharing is important Rj the centralized algorithms. While the overhead of the
reduce collisions in the temporary coloring produced @pntralized algorithms grows with the network size, that
FPRP protocol. As E-TDMA here depends on the FPRM the E-TDMA protocol stays constant. More simulations
its performance is hurt by this shortcoming of FPRP. In&€ under way, including the effects of different traffic pat-
densely connected network, collisions become much 14881, network dynamics, node mobility and network het-
likely, as we have seen from simulations in a network wirogeneity.
a hexagonal topology. In this case, packet collisions due
to imperfect scheduling are negligible. Even in the square
topology, since the packet loss probability is very low (less The E-TDMA protocol is unique in that it maintains two
than 0.1%) in the region where E-TDMA protocol de-transmission schedules at the same time. These schedules
grades relatively to PMNF and RAND, we conclude thare best suited to carry constant-bit-rate, real-time traffic,
the packet loss due to imperfect scheduling is insignificasiich as voice or video packets. The protocol provides a
when compared with other sources of transmission errotiasis upon which QoS support for ad hoc networks can be
these networks, and does not pose a problem for the apbliilt. The E-TDMA protocol provides partial information
cability of the E-TDMA protocol operating with the FPRPto support hop-by-hop QoS routing, because a node knows
As the load becomes heavy, all three protocols perform éise schedules in its neighborhood and therefore the trans-
sentially the same, since the main source of packet lossnission state of every link. A query-based, on-demand
the limited bandwidth. This implies that the qualities ofouting algorithm is suitable here, since route-discovery
the schedules generated by these protocols are very clesel resource-reservation are jointly carried out hop-by-
This is not surprising. As a matter of fact, the performand®p, preventing the situation when all the links along a
of the E-TDMA algorithm converges to that of the RANDroute try to reserve bandwidth the same time. The latter is
algorithm as the number of permanent and temporary cohdesirable because it requires adjacent nodes to contend
ors increase, because the FPRP algorithm (used in the $dRultaneously, causing too much contention in the same
phase) is a random coloring (ordering) algorithm, and ti@R phase. The time to setup a route is roughly the time
operation in the AE phase employs a deterministic, greetdyreserve the bandwidth along all the hops in the route.
algorithm to assign the slots. If there are enough tempalthough here we assume a single channel TDMA system,
rary colors in a COF, every node requiring new transmitiie E-TDMA protocol easily extends to multi-channel sys-

VI. DISCUSSIONS
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