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Deep convective transport of surface moisture and pollution from the planetary 

boundary layer to the upper troposphere and lower stratosphere affects the radiation 

budget and climate. Firstly, I analyzed the deep convective transport through cloud-

resolved simulations of three different convective regimes from the 2012 Deep 

Convective Clouds and Chemistry (DC3) field campaign: an airmass thunderstorm, a 

supercell storm, and a mesoscale convective system (MCS). Analysis of vertical flux 

divergence shows that deep convective transport in the supercell case is the strongest 

per unit area, while transport of boundary layer insoluble trace gases is relatively weak 

in the MCS due to the injection of clean air into the mid-troposphere by a strong rear 



  

inflow jet. Additionally, forward and backward trajectories are used to determine the 

source of the upper-level detrained air.  

My second focus is using of cloud parameterized Weather Research and 

Forecasting model coupled with chemistry (WRF-Chem) simulations to analyze the 

subgrid deep convective transport in the supercell case and MCS case. Based on the 

precipitation results, the best WRF simulation of these storms was obtained with use 

of the Grell-Freitas (GF) convective scheme. The default subgrid convective transport 

scheme was replaced with a scheme to compute convective transport within the GF 

subgrid cumulus parameterization, which resulted in improved transport simulations. 

The results demonstrate the importance of having subgrid convective transport 

consistent with the convective parameterization in regional models. Moreover, the 

subgrid scale convective transport played a more significant role in the supercell case 

than the MCS case.   

I evaluated the model-simulated subgrid wet scavenging of soluble trace gases 

(such as HNO3, CH2O, CH3OOH, H2O2, and SO2) in the supercell case, and improved 

subgrid wet scavenging by determining appropriate ice retention factors, and by 

adjusting the conversion rate of cloud water to rain water. The introduction of the ice 

retention factors greatly improved the model simulation of less soluble species (e.g. 

decreased the CH2O simulation error by 12 % and decreased the CH3OOH simulation 

error by 63%). Finally, I conducted a > 24-hour long simulation to examine downwind 

ozone production and its sensitivity to the ice retention factors.  
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Chapter 1 : Introduction 

1.1 Deep Convective Transport  

Deep convection is an important mechanism for the transport of planetary 

boundary layer (PBL) air into the upper troposphere (UT) and lower stratosphere (LS, 

UTLS) (Chatfield and Crutzen, 1984; Dickerson et al., 1987). It only takes a few 

minutes to about an hour to transport an air parcel from the surface to the UT 

(Skamarock et al., 2000). Measurements from field campaigns (Dickerson et al., 1987; 

Pickering et al., 1988; 1996; 2001; Scala et al., 1990; Thompson et al., 1994; 

Stenchikov et al., 1996; Wang et al., 1996; Jung et al., 2005; Bertram et al., 2007; 

Homeyer et al., 2014; Apel et al., 2015) and satellites (Setvak and Doswell III, 1990; 

Levizzani and Setvak, 1996; Halland et al., 2009; Jensen et al., 2015; Livesey et al., 

2013) have demonstrated that deep convective transport affects the moisture and the 

chemical composition of the UTLS. 

 

Deep convective transport of moist and polluted PBL air into the UTLS has a 

significant impact on climate. The transport of local air pollutants from PBL to the free 

troposphere may transform local air pollution into regional or global atmospheric 

chemistry issues (Kong & Qin, 1993, 1994a; Lyons et al., 1986). The vertical transport 

of ozone (O3) precursor gases substantially increases the production rate of O3 in cloud 

outflow (Pickering et al., 1990; 1992a, 1992b) that occurs in the upper troposphere 

where winds are stronger and O3 has a longer lifetime and, thus, an expanded range of 

influence than in the PBL. As reported in Intergovernmental Panel on Climate Change 
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(IPCC, 2013), tropospheric O3 is the third most important greenhouse gas in terms of 

radiative forcing of climate. Additionally, the injection of PBL moisture into the 

stratosphere enhances the concentration of water vapor in the LS (Homeyer et al., 

2014), which is one of the leading causes for LS water vapor variability. According to 

Solomon et al. (2010), stratospheric water vapor is a key driver for decadal global 

surface climate change. In addition, recent studies (Mishra and Shibata, 2012; Park and 

Allen, 2015) argue that deep convective transport affects the aerosol vertical 

distribution, an important component of aerosol radiative forcing.  

 

The mechanism of deep convective transport is complex. The amount of PBL 

trace gases transported to the UTLS through deep convection depends on various 

meteorological and chemical factors.  During the Preliminary Regional Experiment for 

Stormscale Operational Meteorology Program-Central Phase (PRESTORM) project, 

increased carbon monoxide (CO) concentrations in the UT due to convective transport 

from the PBL were documented in the 13 June and 15 June storms (Dickerson et al., 

1987; Pickering et al., 1989). Conversely, in the 17 June case, the CO mixing ratio in 

the UT outflow was similar to levels found in background air. This was hypothesized 

to possibly arise from the passage of a cold front, which prevented direct entry of PBL 

air into the cloud causing cloud inflow to be dominated by air from above the PBL 

(Pickering et al., 1988).  Hence, large-scale conditions play an important role in deep 

convective transport. 
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Besides large scale factors, PBL conditions and storm dynamics also affect deep 

convective transport. A model simulation of deep convective transport in a mesoscale 

convective complex (MCC) observed during the North Dakota Thunderstorm Project 

in 1989 showed that a moister PBL produced stronger transport of CO from the PBL 

to the anvil region (Stenchikov et al., 1996). Several additional case studies have shown 

that deep convective transport is closely related to storm vertical velocity as well as 

storm propagation speed (Pickering et al., 1992a; Wang et al., 1996). Kong and Qin 

(1994b) demonstrated that storm types played an important role in the transport. A 

recent study by Bigelbach et al. (2014) simulated the mass transport during the 2007 

convective season in the U.S. Southern Great Plains. The results demonstrated that 

quasi-isolated strong convection (QISC) exhibited stronger and deeper flux than 

mesoscale convective systems (MCSs), which indicated that the deep convective 

transport varied with different types of convective regimes. 

 

The inflow structure also influences deep convective transport. Scala et al. 

(1990) used a two-dimensional moist cloud model to determine the transport pathways 

within a wet season continental tropical squall line observed during the National 

Aeronautics and Space Administration (NASA) Amazon Boundary Layer Experiment 

(ABLE) 2B field campaign. Parcel trajectory analysis illustrated that more than 50% 

of the air transported to the anvil region originated in the mid-troposphere (at or above 

6 km) rather than the PBL. More than 50% of PBL air entering the core updrafts 

terminated below 5 km and became involved in a rotor circulation at 4.5 km. Only 

about 15% of the PBL air was transported directly to the cloud top near 12 km. On the 
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other hand, during the Amazon dry season, convective events over Brazilian biomass 

burning regions show substantial vertical transport of O3 precursors to the UT leading 

to large enhancements of O3 production in the upper troposphere (Pickering et al., 1991, 

1992a, 1992b, 1992c; 1996). The substantial difference in the vertical structure of the 

equivalent potential temperature profile between the wet and dry seasons leads to the 

difference in convective transport characteristics. Mid-latitude studies have shown that 

most of the mass transport into the UTLS originated in the PBL (Skamarock et al., 

2000; Mullendore et al., 2005) in the storm cases considered. 

 

Model simulations at both cloud parameterized and cloud resolved resolutions 

are often used in deep convective transport studies. A reliable simulation of deep 

convective transport of trace gases remains challenging as it requires the model to 

faithfully reproduce large-scale conditions, PBL structure, storm evolution status, 

inflow structure, as well as the surrounding chemical composition. The Weather 

Research and Forecasting (WRF) model is a three-dimensional (3D) compressible 

nonhydrostatic atmospheric modeling system designed for both meteorological 

research and numerical weather prediction. WRF-Chem (Grell et al., 2005) is WRF 

coupled with atmospheric chemistry and simulates the emission, transport, mixing, and 

chemical transformation of trace gases and aerosols simultaneously with the 

meteorology. Barth et al. (2012) utilized the Weather Research and Forecasting model 

coupled with Chemistry (WRF-Chem) (Fast et al., 2006; Grell et al., 2005; Peckham et 

al., 2011) to study the convective transport and chemistry associated with the early 

stages of the North American Monsoon, which was the first time WRF-Chem was 
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applied at high resolution (4 km) over the entire continental United States. After that 

several studies also applied WRF and WRF-Chem to simulate convective transport 

from the PBL to the anvil region for particular events (e.g. Siu et al., 2015; Bela et al., 

2016a; Li et al., 2017). 

 

Subgrid scale convective transport of trace gases is an important component of 

cloud parameterized simulations. Wang et al. (1996) evaluated the subgrid scale and 

grid scale convective transport in a tropical MCS during the Transport and Atmospheric 

Chemistry Near the Equator-Atlantic (TRACE-A) experiment and a mid-latitude squall 

line during the PRESTORM at 90 and 30 km model resolution (two nested domains) 

for the MCS and 75 and 25 km for the squall line case. They found that substantial 

subgrid transport occurred in the updraft (~ 41% of total upward transport in the MCS 

case and ~ 64% in the squall line case). Ott et al. (2009) compared vertical profiles of 

trace gases from simulations of storms during three field campaigns with a cloud-

resolving model (CRM) and a single column model (SCM) implementation of version 

5 of the Goddard Earth Observing System (GEOS) that utilized the relaxed Arakawa-

Schubert cumulus parameterization. They found that the SCM simulations 

underpredicted convective mass flux and trace gas mixing ratios in the upper 

troposphere relative to the CRM simulations. Also, they investigated the sensitivity of 

convective transport in the SCM to the values of parameters contained in the moist 

physics schemes. By tuning the most significant parameters influencing convective 

transport, the SCM simulation of trace gas mixing ratio was improved. Freitas et al. 

(2000) presented a parameterization of subgrid scale convective transport of trace gases 
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associated with deep moist convective systems for low-resolution atmospheric models. 

Grell and Freitas (2014) described a subgrid convective parameterization, tracer 

transport, and wet scavenging calculation method which could be used in high 

resolution non-hydrostatic mesoscale models. 

 

1.2 Wet Scavenging 

The amount of O3 and aerosol formed in the UT depends on the net convective 

transport of gases that are soluble and reactive in the aqueous and/or ice phase. In the 

UT, O3 formation requires nitrogen oxides (NOx, the sum of nitric oxide (NO) and 

nitrogen dioxide (NO2)) and hydrogen oxides (HOx, the sum of hydroxyl (HO) and 

hydroperoxy (HO2) radicals).  The mechanism involves oxidation of NO by HO2 and 

organic peroxy radicals (RO2), followed by NO2 photolysis and the combination of a 

resulting excited state O atom with an O2 molecule. However, due to the short lifetime 

of HOx, the amount of HOx in the UT is determined by the abundance of longer-lived 

HOx precursors such as hydrogen peroxide (H2O2), methyl hydroperoxide (CH3OOH), 

and formaldehyde (CH2O) (Chatfield and Crutzen, 1984; Prather and Jacob, 1997), 

which are soluble and have aqueous phase chemical sources and sinks (Barth et al., 

2007a; Carlton et al., 2007). H2O2 is formed by the reaction of HO2 radical with itself. 

CH2O and CH3OOH come from oxidation of methane and other hydrocarbons. NOx is 

produced in the UT by lightning. The amount of NOx in the UT is also affected by the 

convective transport of NOx from the PBL, as well as transport of the NOx reservoir 

species nitric acid (HNO3) (Grassian, 2005), which is readily scavenged by cloud water 

and ice particles (Neu and Prather, 2012). Furthermore, the formation of aerosols in the 
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UT is affected by the deep convective transport of sulfur dioxide (SO2) which is an 

important source of sulfate aerosol in the UT. 

 

Pickering et al. (2001) conducted an analysis of chemical transport during the 

1999 Pacific Exploratory Mission (PEM) Tropics B mission to study the role of the 

South Pacific Convergence Zone (SPCZ) in redistributing ozone and other trace gases 

in the southwestern tropical Pacific. They used a two-dimensional cloud-resolving 

model to simulate the convective transport, lightning NOx and wet scavenging process. 

Comparing the model with aircraft observations in the storm anvil, they found that at 

least 90% of the HNO3 and H2O2 had been removed during the vertical transport 

through the cloud. The scavenging efficiency of less soluble species such as CH3OOH 

was lower than 50%. Barth et al. (2007b) compared the trace gas mixing ratio results 

of from eight cloud-resolving model simulations of an isolated storm observed during 

the 1996 STERAO (Stratospheric-Tropospheric Experiment: Radiation, Aerosols, and 

Ozone) field campaign. Substantial uncertainties existed in the scavenging efficiencies 

of O3 precursors that were soluble and/or reactive in cloud droplets (i.e. H2O2, CH2O, 

and HNO3) in convective outflow due to differing microphysics and assumptions about 

retention of chemical species during cloud drop freezing. 

 

A number of physical processes within the convective core and anvil affect the 

net transport of soluble species by deep convective clouds, including dissolution in 

cloud water, removal by precipitation and evaporation and release of dissolved gases. 

When droplets freeze part of the dissolved gases may be released and part retained in 
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ice. Collectively, these processes are referred to as wet scavenging. The fraction of 

trace gas that dissolves in cloud water is governed by Henry’s Law. The Henry’s Law 

coefficients vary greatly between species, with HNO3 being extremely soluble and 

CH3OOH being the least soluble among the species mentioned above. 

 

Observed ice retention fractions from field experiments and laboratory studies 

are highly variable. For example, Iribarne and Pyshnov (1990) estimated the retention 

fraction for H2O2 to be around 1, Snider and Huang (1998) found that the retention 

fraction for H2O2 should be 0.05, and von Blohn et al. (2011) found this value to be 

0.64±.011. Nevertheless, since highly soluble gases nearly completely dissociate in the 

liquid phase, they tend to be more highly retained in ice than less soluble species. For 

example, HNO3 has been found to be completely retained (Iribarne and Pyshnov, 1990; 

von Blohn et al., 2011), while a value of 0.62 has been observed for SO2 (Iribarne et 

al., 1990), which is less soluble than HNO3.  

 

Bela et al. (2016a, 2018) conducted high-resolution simulations with the WRF-

Chem to examine wet scavenging of soluble trace gases including H2O2, CH3OOH, 

CH2O, HNO3, and SO2, in storms observed during the Deep Convective Clouds and 

Chemistry (DC3) field campaign. They found that the simulated scavenging 

efficiencies (SEs) of all species except HNO3 are highly sensitive to the values 

specified for the fractions retained in ice when cloud water freezes. Their suggested ice 

retention fractions are 1.0 for CH3OOH, 0-0.5 for CH2O, and 0-0.25 for H2O2. 

Significant differences in SEs among storms and species were found in the simulated 
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HNO3 and SO2, which preclude them from constraining the ice retention fractions for 

these two species. 

 

1.3 Lightning NOx Production 

Production of NO by lightning (LNOx) is an important part of the summertime 

NOx budget over the United States (e.g., Allen et al., 2012). Lightning produces NOx 

primarily in the middle and upper troposphere where NOx is longer lived and can be 

more efficient at producing ozone than in the boundary layer. 

 

Great uncertainty (a factor of four globally) exists in the estimate of the LNOx 

source, which is due to both an uncertainty in the total number of flashes and the 

amount of NOx generated per flash. Uncertainty in the number of flashes has been 

reduced through satellite observations (Optical Transient Detector, OTD, and 

Lightning Imaging Sensor, LIS), leaving the production of NOx per flash as the major 

uncertainty.  Previous studies estimated the NO production per flash based on 

theoretical analyses, model studies, in situ aircraft measurements during aircraft 

campaigns, and satellite observations. Based on the satellite observations, the LNOx 

production rate is 32-246 mol/flash (Beirle et al., 2006; 2010; Bucsela et al., 2010; 

Pickering et al., 2016). The LNOx production rate concluded from the aircraft 

measurements is 55-385 mol/flash (Huntrieser et al., 2008; 2009; 2011; Ridley et al. 

2004). Results from cloud-resolving models constrained by aircraft observations 

(DeCaria et al., 2000; 2005: Ott et al., 2007, 2010) suggest a higher LNOx production 

rate from 345 mol/flash to 700 mol/flash. The theoretical and laboratory results show 
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LNOx production rates of 604-1100 mol/flash for cloud-to-ground flashes and 38-110 

mol/flash for intra-cloud flashes (Price et al., 1997; Wang et al. 1998; Allen et al., 2012; 

Koshak, 2014).  There remains uncertainty concerning whether on average an intra-

cloud flash produces less LNOx per flash than does a cloud-to-ground flash.  Nault et 

al. (2016) indicates that some of these estimates may be biased low because they 

assume an upper tropospheric lifetime of NOx of a few days while the actual lifetime 

(based on DC3 observations) during the first six hours of daytime NOx transport from 

lightning flash locations may be only on the order of 3 hours. 

 

There are also some uncertainties in the vertical distribution of LNOx. Pickering 

et al. (1998) estimated the vertical profiles of LNOx based on the results from a 2-D 

cloud-scale tracer transport model using variables computed in the two-dimensional 

cloud-resolving Goddard Cumulus Ensemble (GCE) model. Average profiles of LNOx 

mass computed for the mid-latitude continental, tropical continental, and tropical 

marine regimes showed a C-shaped vertical distribution of LNOx mass. The maximum 

in the LNOx mass profile located in the UT, usually within 2-4 km of the tropopause, 

which resulted from a combination of upward transport of cloud-to-ground flash 

emissions in storm updrafts and production from intracloud flashes in the upper portion 

of the cloud. Another peak was near the surface, which was caused by the downdraft. 

And for all three regimes, the minima appear typically in the 2-5 km layer. Ott et al. 

(2010) used a 3-D cloud-scale chemical transport model including a parameterized 

source of LNOx to simulate six mid-latitude and subtropical thunderstorms. Their 

results suggested that a large percentage of LNOx remains in the middle and upper 
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troposphere where it originated, and only a small percentage was found near the 

surface. The vertical profile of LNOx was more like a backward C-shaped profile. 

 

1.4 Effects of Deep Convection on Upper Tropospheric Ozone 

Lightning generated NOx and vertical transport of ozone precursors play an 

important role in increasing the ozone-forming potential in the UT convective outflow 

region, where ozone production is more efficient than in the lower troposphere 

(Pickering et al. 1990, 1993, 1996; Ott et al. 2007). Pickering et al. (1990) used 

photochemical modeling results and analysis of field data to evaluate the effects of 

convective clouds on tropospheric ozone production potential following convective 

events. They found that outflow from deep convection led to enhanced O3 production 

in the upper troposphere hundreds of kilometers downstream from the clouds. 

Compared to the regions with no convection, the rate of O3 production in air processed 

by convection is up to 3-4 times greater. The enhancement rate of the downwind ozone 

production varies from case to case. Pickering et al. (1992 b) simulated the convective 

transport of an urban plume during the ABLE 2B field campaign, and found a factor of 

35 enhancement in downwind O3 production. The reason for the variation of the O3 

enhancement came from the differences in the intensity of the cloud vertical motion, 

initial PBL ozone precursor concentrations and the initial condition of the UT NOx. 

Other studies found a maximum O3 increase of 7-14 ppb/day downwind of active 

convection (Pickering et al., 1992c; Pickering et al., 1996; DeCaria et al., 2000; 

DeCaria et al., 2005; Apel et al., 2015).  

 



 

 

12 

 

Allen et al. (2010, 2012) estimate that globally 35-45% of upper tropospheric 

O3 has a lightning source, and 15–35% of upper tropospheric O3 over the United States 

during June, July, and August comes from lightning NOx based on the NASA Global 

Modeling Initiative model results. Martini et al. (2013) analyzed the contribution of 

North American lightning and anthropogenic emissions to ozone concentrations, and 

radiative forcing during summers 2002 and 2004 using the global University of 

Maryland Chemical Transport Model driven by GEOS‐4 reanalysis. They found that 

instantaneous radiative forcing due to ozone produced from anthropogenic emissions 

ranged from 0.15 to 0.30 W m−2, while that due to ozone produced from lightning NO 

emissions ranged from 0.20 to 0.50 W m−2 in summer 2004, with a 30% increase 

compared to the results in summer 2002. Liaskos et al. (2015) used the GEOS-5 global 

model to investigate the sensitivity of tropical tropospheric composition (i.e. NOx, O3, 

OH, HNO3, and PAN) to the LNOx source strength. They found that increasing the 

LNOx production rate by a factor of 4 (from 123 to 492 mol /flash) led to enhancements 

of greater than 100% in tropical UT NOx, hydroxyl radical (OH), HNO3, and 

peroxyacetyl nitrate (PAN), as well as the enhancement of O3 of up to 60%, which 

subsequently led to a factor-of-three increase in the mean net radiative flux due to ozone 

at the tropopause. 

 

1.5 Objectives of This Research 

In order to assess the effects of deep convective transport of trace gases and 

aerosols on climate, the simulation of the convective transport, wet scavenging, and 

LNOx production need to be accurate in global and regional chemistry and climate 
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models. My work aims to fill in the gaps on the current knowledge of deep convective 

transport and wet scavenging and to improve regional model simulations for these 

processes and use the improved model to compute UT ozone production downwind of 

a major convective system.  

 

Specifically, my work focuses on analyzing and simulating the deep convective 

transport and wet scavenging of trace gases in storms that occurred during the 2012 

DC3 field experiment (Barth et al., 2015) with the following overarching goals: 

(i) Analyze differences in deep convective transport characteristics among 

three convective regimes: an air mass thunderstorm, a multi-supercell case, 

and an MCS case.  

(ii) Evaluate the cloud parameterized subgrid deep convective transport in a 

supercell and MCS case. 

(iii) Evaluate the wet scavenging of the DC3 storms at cloud parameterized 

resolution. 

(iv) Estimate UT ozone production downwind of a DC3 multi-supercell storm. 

To achieve these goals, the following methods are used: 

(i) For the analysis of the deep convective transport characteristics from three 

convective regimes, WRF-Chem simulations are conducted at cloud 

resolved resolution (0.6 km, 1 km, and 3 km) for all three convective cases 

with atmospheric chemistry and emissions.  

a. Lightning data assimilation is utilized to improve the simulations of 

storm location, vertical structure and chemical fields.  
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b. Analyze the vertical flux divergence and level of maximum detrainment 

layer of each case study to explore the differences in the convective 

transport characteristics among the three convective regimes.  

c. Forward and backward trajectories are used to determine the source of 

the upper-level detrained air.  

d. Tracer experiments are used to evaluate the influence of the rear flow 

jet on the convective transport within the MCS.  

(ii) For cloud parameterized deep convective transport analysis, WRF-Chem 

simulations of the multi-supercell and MCS storms are conducted at cloud 

parameterized resolution (12 km and 36 km) with the tracer transport 

chemistry option.  

a. Five different cumulus schemes are tested to determine the best 

simulation of the storm. 

b. The convective closures in the Grell-Freitas (GF) scheme are tuned to 

improve the simulation of the precipitation.  

c. New subgrid convective transport code is included in the GF scheme to 

conduct trace gas convective transport within the convective cloud 

parameterization. 

d. The model simulated sub-grid convective transport and redistribution of 

the trace gases are evaluated by comparing them with the aircraft 

measurement and cloud resolved simulations. 

e. Examine the CO tendencies due to subgrid and grid scale convective 

transport. 
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f. Calculate the contribution percentage of subgrid convective transport of 

CO. 

(iii) For cloud parameterized wet scavenging, WRF-Chem simulations of the 

multi-supercell storm are conducted at cloud parameterized resolution (12 

km and 36 km) with atmospheric chemistry and emissions.  

a. Simulate wet scavenging with no ice retention factor 

b. Add the retention of some species on frozen hydrometeors to improve 

model simulation of the soluble species. 

c. Test different ice retention efficiencies for each soluble species to 

improve model simulation. 

d. Adjusting the conversion rate of cloud water to rain water. 

(iv) Using WRF-Chem with lightning and improved convective transport and 

wet scavenging parameterizations, compute ozone production downwind of 

the multi-supercell storm. 

a. Predict lightning flash rates. 

b. Estimate LNOx production per flash based on in-cloud NOx 

observations and Earth Networks Total Lightning Network (ENTLN) 

flashes. 

c. Simulate transport of convective outflow from Oklahoma to the 

Southern Appalachian Mountain region. 

d. Compare ozone production during downwind transport with aircraft 

observations in the Appalachian region on the day following the storm. 
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An overview of the DC3 field experiment and the descriptions of the case study 

storms are provided in Chapter 2. Chapter 3 analyze differences in deep convective 

transport characteristics among three convective regimes at cloud resolved resolution. 

This work has been published as Li et al. (2017). Chapter 4 evaluate the cloud 

parameterized subgrid deep convective transport (Li et al., 2018a). The cloud 

parameterized wet scavenging results are shown in chapter 5 (Li et al., 2018b). Some 

concluding remarks and recommendations for future work are given in the final 

chapter. 
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Chapter 2 : DC3 Field Campaign and Case Study Storms 

2.1 DC3 Field Campaign 

The Deep Convective Clouds and Chemistry (DC3) field campaign was 

conducted from 15 May through 30 June 2012 and sampled storms in three locations: 

(1) northeastern Colorado, (2) central Oklahoma to west Texas, and (3) northern 

Alabama. Barth et al. (2015) describe the full field experiment. The overarching 

purpose of the DC3 project was to examine the influence of midlatitude continental 

deep convective clouds on UT composition and chemistry. The field campaign made 

use of various types of measurements to characterize the dynamical, physical, 

chemical, and lightning processes during and after active convection. 

 

2.2 Observations 

2.2.1 Aircraft Measurements 

Three extensively instrumented aircraft platforms were utilized to gather in situ 

observations in the inflow and outflow regions of the convective storms: (1) the 

National Science Foundation (NSF)/National Center for Atmospheric Research 

(NCAR) Gulfstream-V (GV) aircraft, (2) the NASA DC-8 aircraft, and (3) the 

Deutsches Zentrum fur Luft- und Raumfahrt Falcon aircraft. As the Falcon did not 

measure the 21 May airmass case and the 11 June MCS case, and lacking the NOx data 

for the 29 May supercell case, only the GV and DC-8 aircraft data are used in this study 

(Chen et al., 2014a, 2014b, 2016a, and 2016b). Both aircraft measured a variety of gas 

phase species, aerosols, radiation, cloud particle characteristics, and meteorological 
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properties. See Tables 2 and 3 in Barth et al. (2015) for the full GV and DC-8 payload, 

respectively. In this research, we used 1-minute and 1-second merged data provided 

from the NASA Langley DC3 Merged Aircraft Dataset Archive (http://www-

air.larc.nasa.gov/cgi-bin/ArcView/dc3-seac4rs).   

 

2.2.2 Doppler Radar Data 

The radar data used in this study are from the Next Generation Weather Radar 

(NEXRAD)-Weather Surveillance Radar-1988 Doppler (WSR-88D), with a horizontal 

resolution of 0.02° latitude and longitude, a vertical resolution of 1 km, and a temporal 

resolution of 5 min (Homeyer et al., 2014). Vertical velocity data for the 21 May 

Alabama case were derived from the WSR-88D and Advanced Radar for 

Meteorological and Operational Research (ARMOR) operated by the University of 

Alabama in Huntsville (UAH) (Petersen et al., 2005; Mecikalski et al., 2015). For the 

Oklahoma case, Shared Mobile Atmospheric Research and Teaching (SMART) radar 

(Biggerstaff et al., 2005; Hill et al., 2013) and National Severe Storms Laboratory 

(NSSL) National Oceanic and Atmospheric Administration Xband dual-POLarized  

(NOXP) mobile radars were used to analyze storm vertical velocity. 

 

2.2.3 Upper Air Data 

The upper air data for the Alabama region are from UAH Mobile Radiosonde 

Observation Data (RAOB) and were provided by the University of Alabama-Huntsville 

(http://data.eol.ucar.edu/datafile/nph-
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get/353.100/Readme_DC3_UAH_Mobile_soundings.html). It contained 22 high 

vertical resolution (1-sec) soundings in locations around northern Alabama and 

southern Tennessee from 15 May to 15 June 2012. The upper air data for the Oklahoma 

region are from the NSSL, which deployed a Mobile Global Positioning System (GPS) 

Advanced Upper-Air Sounding System. It took a total of 39 quality-controlled 

soundings from 19 May to 21 June 2012 

(http://data.eol.ucar.edu/codiac/dss/id=353.105). Routine upper air observations from 

the National Weather Service (NWS) are also used to provide information on the 

prestorm environment, as well as atmospheric conditions outside of mobile sounding 

regions (http://data.eol.ucar.edu/codiac/dss/id=353.040). 

 

2.2.4 Lightning Data 

Lightning data are used to improve model simulations and examine the ability 

of the model to predict lightning flash rates. The data come from two sources: (1) the 

Earth Networks Total Lightning Network (ENTLN) and (2) Lightning Mapping Array 

(LMA) in the North Alabama (NALMA) and Oklahoma (OKLMA) regions. Both 

ENTLN and LMA detect radio emissions (sferics) from cloud-to-ground and intracloud 

flashes.  ENTLN uses low frequency and very low frequency signals, and the LMAs 

use VHF signals. 
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2.3 Case Study Storms 

For this research, we focus on the analysis of deep convective transport in 

convective systems of three different convective regimes from the DC3 campaign: (1) 

an air mass thunderstorm that occurred in northern Alabama on 21 May (Mecikalski et 

al., 2015), (2) a supercellular storm system that initiated in Oklahoma on 29 May (Bela 

et al., 2016a), and (3) a linear MCS that took place in the central United States (over 

Missouri, Arkansas, and Illinois) on 11 June. There is a large degree of uncertainty 

concerning the relative frequency of each of these types of convection. Doswell III 

(2001) indicated that linear organization is the most common form of deep moist 

convective organization and that supercells are relatively rare events with the ratio of 

supercells to nonsupercells perhaps ~0.1. 

 

2.3.1 21 May Alabama Air Mass Thunderstorm 

On 21 May, several deep moist convective storms developed in south central 

Tennessee and northern central Alabama well ahead of a weak cold front (Mecikalski 

et al., 2015). Our storm of interest (updraft A in Figure 2.1a) started around 1930 UTC 

(Coordinated Universal Time) in south central Tennessee. Later, at about 2000 UTC, 

another updraft (B) formed to the southeast of updraft A. Two distinct maxima in the 

NEXRAD radar composite reflectivity fields were observed (Figure 2.1). Meanwhile, 

an isolated cell (updraft/cell C in Figure 2.1a) developed to the south of the main cell 

near the Tennessee-Alabama border at approximately 1950 UTC. The two northern 

updrafts (A and B) merged around 2015 UTC, which produced an intensified updraft 

region (D) (Figure 2.1b) with a maximum upward vertical velocity of ~12 m s-1 by 
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2030 UTC. After 2030 UTC, weak environmental wind shear and a relatively strong 

cold pool caused an outflow boundary to propagate ahead of the main line of 

convection. Thus, the vertical motion in the northern cell weakened rapidly, and the 

storm started to decay. At ~2050 UTC, cell D merged with cell C to form a convective 

ring (Figure 2.1c). Finally, at the end of the sampling period, widespread multicell 

convection associated with the gust front organized along a broken line (Figure 2.2) 

and moved at ~5 m s-1 toward the southeast.  

 

The DC-8 and GV aircraft took off at 1600 UTC. Both aircraft approached the 

study region before convection initiation (CI, i.e., before the composite radar 

reflectivity of the storm exceeded 20 dBZ). The two aircraft began conducting a 

trapezoid pattern over the Alabama ground radar and LMA coverage region to measure 

the chemistry composition at various altitudes in the prestorm environment. The GV 

flew clockwise above 10.5 km, while the DC-8 flew counterclockwise at 5 km, 3 km, 

and 1 km (Figure 2.2). At 1940 UTC, the GV moved toward the storm and sampled at 

several levels above 8 km. At 2040 UTC, the GV flew out of the storm to take 

measurements at ~10 km in the outflow region to the north of storm and then descended 

to 1 km. Meanwhile, the DC-8 flew from northwest to southeast of the convection in 

the inflow region at altitudes of 1 km, 3 km, and 5 km. Then the DC-8 spiraled up and 

passed across the top of the storm before returning to base. Four sounding balloons 

were launched during this mission. Two were released before CI at 1528 UTC and 1751 

UTC, while the other two were launched after cells were formed at 2037 UTC 

(Mecikalski et al., 2015, Figure 4) and 2215 UTC. The convective available potential 
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energy (CAPE) (785 J kg-1) was relatively modest, which hampered the development 

of appreciable vertical velocities. The ARMOR Doppler velocity data indicated that 

the maximum vertical velocity over the entire system was only 13.9 m s-1, which was 

much smaller than the two other storm cases described below. 

 

Figure 2.1 NEXRAD observed composite reflectivity (contours) with DC-8 (black 

arrows) and GV (red arrows) aircraft measured winds (storm motion removed) for the 

21 May Alabama air mass storm case at (a) 2010 UTC, (b) 2020 UTC, and (c) 2050 

UTC. Length of arrows corresponding to a 10 m s-1 wind is shown in the bottom left of 

each panel. The uppercase letters A–D refer to cells that are specifically discussed in 

the text. 
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Figure 2.2 (a) 21 May Alabama air mass case DC-8 (black) and GV (red) flight altitude 

time series from 1700 to 2140 UTC. 21 May Alabama air mass case (b) DC-8 and (c) 

GV flight tracks superimposed on NEXRAD reflectivity at 2140 UTC.  

 

2.2.2 29 May Oklahoma Supercell Storm System 

On 29 May, a thunderstorm system developed on the Oklahoma/Kansas border, 

around 2110 UTC, to the south of a quasi-stationary front near the Oklahoma and 

Kansas border. Two isolated cells initiated in the region of interest over northern 

Oklahoma. Both cells developed several updraft cores. At 2150 UTC, the northern cell 

was stronger than the southern cell with maximum reflectivity exceeding 60 dBZ 

(Figure 2.3a). Ten minutes later, both storms had midlevel mesocyclones (DiGangi et 

al., 2016), marking the beginning of their supercellular stage. Around 2220 UTC, the 

southern cell split with the left mover merging into new convection to the north (Figure 
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2.3c). After the merger, the cells continued to strengthen, eventually producing a line 

of four supercells by 2300 UTC. Additional cells developed both west and east of the 

line of supercells, with the eastern cells forming a multicell band underneath the anvil 

of the southern supercell. The supercell complex intercepted a left-moving supercell 

from the south, which caused the southern supercell in the line to weaken. New 

supercells developed to the southwest of that merger. By 0300 UTC, the cloud system 

had evolved into a mostly multicell mesoscale convective system which propagated 

through central Oklahoma by 0400 on 30 May.  

 

The SMART and NOXP radars sampled the two southernmost supercells in the 

line from about 2350 UTC on 29 May to 0000 UTC on 30 May. During the sampling 

time period, the Doppler-derived vertical motion in the southern supercell was 

sustained at greater than 35 m s-1 with several updraft pulses greater than 45 m s-1. The 

strongest updraft, of about 65 m s-1, was observed at 2330 UTC (DiGangi et al., 2016, 

Figure 11). The movement of the storm system was approximately 8.5 m s-1 toward the 

southeast. 
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Figure 2.3 Similar to Figure 2.1 but for the 29 May Oklahoma supercell case at (a) 

2150 UTC, (b) 2220 UTC, and (c) 2330 UTC. 

 

Prior to the CI, the DC-8 flew down to an altitude of 1 km south of an area of 

cloud development to take inflow measurements and the GV flew at the same altitude 

in the western portion of this cloudy region. After convection initiated, the GV ramped 

up and set up a high-altitude wall to the east of the outflow. The convection and outflow 

moved toward the GV. Meanwhile, the DC-8 focused on gathering data in the low-

level inflow region at altitudes of 1 km, 3 km, and 4.2 km to the east and southeast of 

the two convective cells. At ~2330 UTC, the DC-8 spiraled up and joined the GV to 
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sample the outflow on the eastern edge of the storm (Figure 2.4). Three NSSL 

soundings were launched in the storm region. One was launched before storm initiation 

at 2029 UTC (CAPE was 3114 J kg-1) (Bela et al., 2016a). The other two were launched 

after the storm developed at 2255 UTC on 29 May and 0020 UTC on 30 May. The 

mixed-layer CAPE values at these two times were both quite large: 2562 J kg-1 and 

3154 J kg-1 (DiGangi et al., 2016). The 0–6 km shear was about 24 m s-1. 

 

 

Figure 2.4 (a) 29 May Oklahoma supercell case DC-8 (black) and GV (red) flight 

altitude time series from 2000 to 0040 UTC. The 29 May Oklahoma supercell case (b) 

DC-8 and (c) GV flight tracks superimposed on NEXRAD reflectivity at 0040 UTC. 

 

2.2.3 11 June Central United States Mesoscale Convection System 

This convective system initiated around 1900 UTC on 10 June. Several strong 

to severe thunderstorms developed along a line ahead of a sharp cold front that swept 

across Minnesota, North Dakota, South Dakota, and Nebraska. The main line of storms 
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moved slowly to the east. At around 0530 UTC on 11 June, the main convective line 

broke into two parts. The northern storm system began to decay, while the southern 

part that extended from Wisconsin across Iowa to Kansas gained more strength and 

started to move southeastward. This MCS was located in the Illinois-Missouri-

Arkansas region when sampling started at 1600 UTC (Figure 2.5) and moved southeast 

at a speed of 16 m s-1 reaching the Kentucky and Tennessee region by 2300 UTC. 

During the aircraft sampling, the MCS maintained its strength and formed a bow echo 

structure. This was the largest convective system considered in this analysis. The 1200 

UTC surface CAPE reached 1147 J kg-1 at the Springfield, MO 88-D radar site (KSGF), 

and 2980 J kg-1 at the Little Rock, AR 88-D radar site (KLZK).  

 

The GV took off at 1600 UTC (Figure 2.6) and flew behind the line of 

convection to measure the outflow produced by the MCS. After 1800 UTC, the GV 

flew south to Alabama to perform additional sampling there. At 2120 UTC, the GV 

returned to the northern side of the still active MCS and sampled the outflow region 

before returning to base. The DC-8 took off at 1557 UTC and reached the MCS at 1700 

UTC. The DC-8 flew around the south of the MCS and left for the Alabama region at 

1800 UTC. After finishing sampling in the Alabama region, the DC-8 returned to the 

southern edge of the MCS at 2200 UTC. It made a rapid descent to 0.6 km to take 

measurements in the inflow region of the MCS. 
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Figure 2.5 Similar to Figure 2.1 but for the 11 June central U.S. MCS case at (a) 1700 

UTC, (b) 1900 UTC, and (c) 2100 UTC. 
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Figure 2.6 (a) 11 June central U.S. MCS case DC-8 (black) and GV (red) flight altitude 

time series from 1600 to 2230 UTC. 11 June central U.S. MCS case (b) DC-8 and (c) 

GV flight tracks superimposed on NEXRAD reflectivity at 2230 UTC. 
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Chapter 3 : Deep Convective Transport Characteristics from Different 

Convective Regimes 

The purpose of this chapter is to examine the underlying causes behind the 

differences in deep convective transport of trace gases among different scale storms as 

a function of storm stage, reflectivity, and region (i.e., updraft or downdraft region) 

through the use of two passive gas tracers and an examination of mesoscale dynamics. 

WRF-Chem is employed at cloud resolved resolution (0.6 km, 1 km, and 3 km) to 

simulate three different convective regimes that occurred during the DC3 field 

campaign: an air mass thunderstorm, a severe supercell thunderstorm, and an MCS 

case. Lightning data assimilation is utilized to improve the simulation of storm location, 

vertical structure, and chemical fields. These cloud-resolved simulations will be used 

in evaluating cloud parameterized simulations in Chapter 4.   

3.1 Model Setup 

In this research, WRF-Chem with the Advanced Research WRF dynamical core 

(ARW) (Skamarock and Klemp, 2008) was utilized to simulate the aforementioned 

three case studies. Lightning data assimilation (LDA) is used to improve the 

representation of the observed storms in terms of timing of CI. Model output at 10 min 

intervals was used for the analysis. Sections 3.1.1 and 3.1.2 depict the model 

meteorology and chemistry setup for the three cases discussed above. Section 3.1.3 

describes the method of LDA. 
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3.1.1 Meteorological Setup 

For the 21 May Alabama air mass thunderstorm, the simulations (Table 3.1) 

were initialized on 21 May 2012 at 1500 UTC using meteorological initial conditions 

(IC) and boundary conditions (BC) derived from Global Forecast System (GFS) 

analysis with a 3 hourly time resolution. The WRF-Chem model simulation was 

conducted on three domains at cloud-parameterizing scale (15 km horizontal grid) and 

cloud-resolving scales (3 km and 0.6 km horizontal grids). There were 40 vertical levels 

with a 70 hPa model top. The time steps for each domain were 75 s, 15 s, and 3 s, 

respectively. The main physics choices were the WRF Single-Moment 6-class scheme 

(WSM6) (Hong and Lim, 2006) for microphysical processes, the Grell 3D cumulus 

parameterization (Grell, 1993; Grell and Devenyi, 2002) with shallow convection 

activated for the outermost domain, the Rapid Radiative Transfer Model for General 

Circulation Models (RRTMG) scheme (Iacono et al., 2008) for longwave radiation and 

shortwave radiation, the Noah scheme (Koren et al., 1999;Tewari et al., 2004) for land 

surface processes, and the Yonsei University scheme (YSU) (Hong et al., 2006) for 

PBL mixing. 

 

For the 29 May Oklahoma severe supercell case, the simulations of Bela et al. 

(2016a) were analyzed. Their simulation of the storm was initialized on 29 May at 1800 

UTC with meteorological IC and BC obtained from the 6 hourly 12 km North American 

Mesoscale Analysis (NAM-ANL). The WRF model simulations were conducted on a 

1 km resolution domain with a time step of 3 s and 89 vertical levels. The main physics 

choices were the two-moment Morrison microphysics (Morrison et al., 2009), the 
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RRTMG scheme for longwave and shortwave radiation, the Noah scheme for land 

surface, and YSU for PBL mixing. 

Table 3.1 WRF-Chem-LDA model configuration and physics and chemistry options for 

all the three cases analyzed in this study, which are listed on the top row. 

 21 May Airmass 29 May Supercell 11 June MCS 

Meteorology 

Initial/Boundary 

Conditions 

GFS 15 UTC NAM 18 UTC NAM ANL 12 UTC 

Chemistry 

Initial/Boundary 

Conditions 

DC-8 

measurement to 

generate I.C. & 

B.C. 

DC-8 

measurement to 

generate I.C. & 

B.C. 

MOZART 

Lightning Data 

Assimilation 
NALMA ENTLN ENTLN 

Grid Resolution 15 km, 3 km, 0.6 

km 
1 km 3 km 

Vertical Levels 40 89 40 

Time step 75 s, 15 s, 3 s 3s 15 s 

Cumulus 

Parameterization 

Grell 3D (in 15km 

domain only) 
no no 

Microphysics WSM6 Morrison WSM6 

PBL YSU YSU QNSE 

Longwave 

Radiation 
RRTMG Scheme for all cases 

Shortwave 

Radiation 
RRTMG Scheme for all cases 

Lightning Schemes Price and Rind [1992; PR92] lightning flash rate scheme 

based on maximum vertical velocity  for all cases 

LNOx Scheme DeCaria et al. [2005] NOx production as implemented by 

Barth et al. [2012] for all cases 

Fire Emissions FINN for all cases 

Anthropogenic 

Emissions 
NEI for all cases 

Biogenic Emissions MEGAN v2.04 for all cases 

Chemistry Option MOZCART for all cases 

 

For the 11 June central U.S. MCS case (Table 3.1), the model initiation time 

was on 11 June 2012 at 1200 UTC. Meteorological IC and BC were derived from the 

3 hourly 12 km NAM-ANL. The model simulation was conducted on a 3 km resolution 
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domain with 40 vertical levels and a model top of 70 hPa. The time step for this domain 

was 15 s. The main physics choices were WSM6 for microphysics, RRTMG for 

longwave and shortwave radiation, Noah scheme for land surface processes, and the 

Quasi-Normal Scale Elimination (QNSE) scheme (Sukoriansky et al., 2005) for PBL 

mixing. 

 

We tried numerous different combinations of IC/BC conditions, WRF-Chem 

starting time, PBL schemes, and microphysics schemes in order to obtain the best 

possible simulation of the inflow, outflow, and vertical transport for each storm. The 

model setups listed above produced the best representation of each storm. When using 

NAM-ANL analyses to create the IC/BC, the simulation for the 21 May case resulted 

in too much precipitation. Thus, for this case, we use GFS to create the IC/BC instead. 

When evaluating different microphysics schemes coupled with Lighting Data 

Assimilation (LDA, more details about LDA are shown in section 3.1.3), it was found 

that employing the LDA together with the Morrison scheme generated a bounded weak 

echo region which is suitable for the supercell case but not for the other cases. Using 

different setups for each of the three cases aids in improving the simulations of the 

different convective regimes and thus allows us to better discuss and document the 

differences in the transport of insoluble trace gases among the different cases. 

 

3.1.2 Chemistry Setup 

For the 21 May air mass and 29 May supercell cases, the DC-8 and GV 

measured trace gas mixing ratios before convection initiated. Thus, we used these 
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aircraft measurements to generate the chemical IC and BC within the aircraft sampling 

altitude range. Above the aircraft sampling altitude range, output from the Model for 

Ozone and Related chemical Tracers, version 4 (MOZART-4) was used to generate the 

IC and BC. Below the aircraft sampling range, a constant value of the lowest aircraft 

observation was used down to the surface. For the 11 June MCS case, no observations 

were available prior to CI over the region of interest. Therefore, we used MOZART-4 

to create the entire chemical IC and BC (Table 3.1). Fire emissions were calculated 

from the Fire Inventory of NCAR (FINN) data (Wiedinmyer et al., 2011). The 2011 

National Emissions Inventory (NEI) data were used to create anthropogenic emissions, 

and we used the Model of Emissions of Gases and Aerosols from Nature v2.04 

(MEGAN) (Guenther et al., 2006; Sakulyanontvittaya et al., 2008) to generate biogenic 

emissions. Aircraft emission data were obtained from Baughcum et al. (1999). 

 

The chemistry option selected for this work was the MOZART gas phase 

chemistry (Emmons et al., 2010) and Goddard Chemistry Aerosol Radiation and 

Transport aerosols (Chin et al., 2002) (MOZCART) using the Kinetic Pre-Processor 

library. Photolysis rates were calculated using the Madronich Fast-Tropospheric 

Ultraviolet-Visible photolysis scheme (F-TUV, Tie et al., 2003). In addition, lightning 

flash rate and lightning NOx (LNOx) parameterizations were activated (see Table 3.1). 

 

3.1.3 Lightning Data Assimilation 

A lightning data assimilation (LDA) technique was employed to improve the WRF 

meteorological simulations. Based on Fierro et al. (2012, 2014, 2015), the following 
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nudging equation was applied at observed lightning locations (i.e., grid columns) to 

locally increase the water vapor mass mixing ratio to near or above its saturation value 

(with respect to liquid) in a confined layer within these columns: 

𝑄𝑣 = 𝐴𝑄𝑠𝑎𝑡 + 𝐵𝑄𝑠𝑎𝑡 tanh(𝐶𝑋) [1 − tanh(𝐷𝑄𝑔
𝛼)]                            (3.1) 

where Qv is water vapor mixing ratio, Qsat is water vapor saturation mixing ratio, X is 

total flashes, and Qg is graupel mixing ratio. A, B, C, D, and α are LDA coefficients. 

 

The injection of water vapor (Qv) increases the local perturbation virtual potential 

temperature, which increases the buoyancy accelerations and, ultimately, leads to the 

development of convection. In the simulations of the 21 May and 11 June cases, the 

values of the LDA coefficients were set to A = 0.93, B = 0.2, D = 0.25, and α = 2.2. 

Some modifications were made to the Fierro et al. (2012) LDA scheme to improve the 

representation of the convective three-dimensional kinematical structure. First, the 

coefficient A = 0.81 in Fierro et al. (2012) was increased to 0.93 similar to Fierro et al. 

(2014, 2015) to increase the grid volume where Qv is adjusted. In the Fierro et al. 

studies the Qv increase was confined to midlevels within the graupel-rich, mixed phase 

region between 253 K and 273 K. In this study, however, Qv was increased over a 

slightly deeper layer rooted at lower levels, namely, between 285 K and 261 K. These 

isotherms correspond, respectively, to the lifted condensation level and the level of 

maximum vertical velocity. This change was motivated by the findings of Marchand 

and Fuelberg (2014) and Fierro et al. (2016), which suggest that increasing Qv in the 

lower troposphere (below 700 hPa) instead of the mixed-phase region allows 

convection to become more quickly rooted in the PBL and, in turn, better represents 
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weakly forced moist convection. The value of C is based on the gridded number of 

flashes. In the original nudging equation, the product of C and total flashes controls the 

shape of the hyperbolic tangent function. We chose a different value of C for the 21 

May case, because a different lightning data source was used for that case study. For 

the 21 May Alabama case, the NALMA VHF source data were employed, because of 

its ability to better depict the location of the storms cores. By virtue of their different 

range of frequency detection, the number of NALMA source data are, by design, larger 

than the number of ENTLN stroke data at a given point. Thus, the value of C had to be 

scaled accordingly. The 11 June case did not have VHF measurements; therefore, the 

ENTLN data were used instead. 

 

Figure 3.1 21 May 2030 UTC (a) ARMOR observed and (b) WRF-Chem-LDA 

simulated vertical cross-sections in the x-z plane along the black solid line highlighted 

in Figure 1f. The shadings represent the reflectivity fields in dBZ, and the black 

contours show the vertical motion. The distance between two grid points is 1 km. 

 

The aforelisted changes in the coefficients of the LDA scheme of Fierro et al. (2012) 

helped WRF-Chem reproduce a better vertical velocity structure (Figure 3.1). For the 

21 May case, a damping option was also added in the LDA scheme to suppress 

peripheral spurious convection. Specifically, during the 3 h period prior to CI, the 
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relative humidity was reduced to 75% throughout the domain within the layer that 

extended from the lifting condensation level (LCL) to 6 km altitude. 

3.2 Model Simulation Results 

3.2.1 Meteorology Results 

NEXRAD composite reflectivity fields for the 21 May storms are evaluated 

against the WRF simulations with and without LDA in Figure 3.2. The model failed to 

simulate the storm without the help of LDA. Figure 3.3 shows the evolution of the 21 

May storm in WRF-Chem with LDA. For the 29 May case, the storm location, size, 

and structure (intensity, anvil height, and extent) are well represented by the model 

with LDA compared to NEXRAD (Figure 3.4), but CI in the model occurs 

approximately 40 min later than was observed (Bela et al., 2016a). Figure 3.5 compares 

NEXRAD composite reflectivity with the WRF-Chem LDA simulation for 11 June. 

Without LDA, the MCS begins to dissipate during the aircraft measurement time 

period. With the aid of LDA, the simulated MCS develops along the observed storm 

track and maintains its strength.  

 

Figure 3.2 Composite reflectivity at 2030 UTC on 21 May from (a) NEXRAD, (b) WRF 

simulation without lightning data assimilation, and (c) WRF-Chem simulation with 

lightning data assimilation. 
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Figure 3.3 WRF-Chem simulated composite reflectivity (d-f) compared with NEXRAD 

observed composite reflectivity (a-c) at the observation times: (a, d) 2010 UTC, (b, e) 

2020 UTC, and (c, f) 2050 UTC. The black solid line in Figure 3.3f is the cross-section 

line for Figures 3.1 and 3.10. 
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Figure 3.4 Similar to Figure 1 but for the 29 May Oklahoma supercell case at 

observation times: (a) 2150 UTC, (b) 2220 UTC, and (c) 2330 UTC; model times: (d) 

2230 UTC, (e) 2300 UTC, (f) 0010 UTC. The black solid line in Figure 3.4d is the 

cross-section line for Figure 3.11. 
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Figure 3.5 Similar to Figure 3.3 but for the 11 June central U.S. MCS case at (a and 

d) 1700 UTC, (b and e) 1900 UTC, and (c and f) 2100 UTC. The black solid line in 

Figure 3.5e is the cross-section line for Figure 3.12. 

 

3.2.2 Chemistry Results 

The simulated chemistry fields are reasonably consistent with observations for 

the three cases. In this study, CO was chosen as an example tracer to study the vertical 

transport because its source is primarily in the PBL. The WRF Chem-LDA-simulated 
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low-level inflow and high-level outflow CO and O3 mixing ratios are evaluated against 

aircraft measurements for each case (Table 3.2). Model simulated CO mixing ratio in 

low-level inflow was within 5% of the aircraft measurements in all three cases. 

Simulated CO in the outflow region of the 29 May and 11 June cases were remarkably 

well reproduced by the model. For 21 May, however, the model underestimated CO by 

~6%. The error for ozone in the storm outflow ranged from -9% to +6% over the three 

cases. The time periods of aircraft inflow and outflow measurements are shown in 

Table 3.3 which is based on Fried et al. (2016). Moreover, the difference between the 

upper-level CO mixing ratio in the storm affected region (polluted air) and unaffected 

region (background clean air) is frequently used to evaluate the overall strength of a 

storm. Therefore, the good comparison of observed and simulated CO mixing ratio 

(Table 3.2) provides compelling evidence that the transport in our simulations is 

reliable. 

Table 3.2 Mean CO and O3 mixing ratios (ppbv) from aircraft measurements and WRF-

Chem-LDA simulations 

  Low-level inflow Upper-levels 

Affected by storm 

outflow 

Unaffected by 

storm outflow 

CO O3 CO O3 CO O3 

21 

May 

Aircraft 150.5 

(±9.6) 

71.4 

(±3.0) 

100.2 

(±4.5) 

143.4 

(±25.2) 

75.1 

(±3.4) 

214.3 

(±7.6) 

WRF-

Chem 

152.5 

(±2.2) 

61.8 

(±2.3) 

94.2 

(±6.7) 

147.3 

(±25.2) 

79.7 

(±0.4) 

213.0 

(±14.3) 

29 

May 

 

Aircraft 132.3 

(±3.1) 

32.6 

(±0.4) 

123.1 

(±3.6) 

80.0 

(±4.8) 

104.4 

(±5.4) 

82.2 

(±7.0) 

WRF-

Chem 

136.3 

(±0.3) 

44.1 

(±3.6) 

123.2 

(±14.2) 

84.7 

(±12.9) 

96.3 

(±3.4) 

97.1 

(±6.4) 

11 

June  

Aircraft 117.5 

(±4.3) 

33.9 

(±3.5) 

107.9 

(±5.0) 

111.1 

(±16.0) 

72.6 

(±3.1) 

155.3 

(±20.2) 

WRF-

Chem 

112.0 

(±7.8) 

45.9 

(±4.2) 

108.8 

(±2.1) 

101.4 

(±14.4) 

69.8 

(±0.7) 

161.8 

(±6.1) 

 



 

 

42 

 

Table 3.3 Boundary layer inflow (IF) and upper tropospheric outflow (OF) times and 

altitudes 

Date 21 May 29 May 11 June 

DC-8 IF Times 19:30:43 to 

19:38:00 

23:10:21 to 

23:15:53 

22:29:30 to 

22:57:30 

DC-8 OF Times - 23:48:30 to 

23:58:30 

- 

DC-8 IF/OF 

Altitudes (km) 

1.23/ 1.3/10.9±0.2 0.6±0.3/ 

GV OF Times 20:50:30 to 

21:14:30 

23:59:30 to 

24:23:30 

21:59:30 to 

22:37:30 

GV OF Altitudes 

(km) 

10.4±0 11.8±0.1 12.9±0.3 

 

3.3 Deep Convection Vertical Transport Calculation 

3.3.1 Vertical Flux Divergence 

Deep convective transport was computed following Skamarock et al. (2000). 

The conservation equation for a passive tracer species can be expressed as: 

𝜕(𝜌̅𝜙)

𝜕𝑡
= −

𝜕(𝜌̅𝑢𝜙)

𝜕𝑥
−

𝜕(𝜌̅𝑣𝜙)

𝜕𝑦
−

𝜕(𝜌̅𝑤𝜙)

𝜕𝑧
                                          (3.2) 

where 𝜙  is the mixing ratio of the tracer, 𝜌̅  is the mean air density, u and v are 

horizontal velocities, and w is vertical velocity. Integrating this equation in the 

horizontal over the domain yields: 

𝜕

𝜕𝑡
∫ (𝜌̅𝜙)𝜕Ω

Ω

= − ∫
𝜕(𝜌̅𝑤𝜙)

𝜕𝑧
𝜕Ω

Ω

− ∫ (𝜌̅𝑢𝑛𝜙)𝜕Γ
Γ

                                   (3.3) 

where z is height, Ω  is horizontal domain, Γ  is spatial boundaries, and 𝑢𝑛  is the 

boundary-normal velocity.  The last term on the right is the net flux through the 

boundaries, which is smaller than the other two terms during deep convection. Thus, 

during deep convection, the local rate of change of tracer mass is approximately equal 
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and opposite in sign to the vertical flux divergence (VFD) of the tracer mass (the first 

term on the right), which following the Skamarock et al. (2000) formula, is defined as: 

𝑉𝐹𝐷 = ∑
𝜕𝜌𝑤𝐶𝑔𝑎𝑠

𝑀𝑔𝑎𝑠

𝑀𝑎𝑖𝑟

𝜕𝑧
𝑑𝑥𝑑𝑦   (𝑈𝑛𝑖𝑡: 

𝑘𝑔
𝑚3 ∙

𝑚
𝑠

𝑚
𝑚2 = 𝑘𝑔𝑚−1𝑠−1)          (3.4) 

where Cgas is the volume mixing ratio of the trace gas, Mgas is the molar mass of trace 

gas, and Mair is the molar mass of air.  

 

Besides the strength of vertical transport, another aspect that remains critical in 

the study of deep convective transport is the depth of vertical transport, which informs 

us of the altitude range affected by PBL pollution due to deep convective transport. 

Mullendore et al. (2009) used the level of maximum detrainment (LMD) to represent 

the depth of vertical transport. LMD is the point at which the vertical flux divergence 

is most negative and horizontal detrainment is at a maximum. The altitude range where 

vertical divergence is negative is defined as the “detrainment envelope”, which is the 

vertical region of horizontal detrainment. 

 

3.3.2 Upward Vertical Transport at Different Storm Stages 

Based on the VFD analysis (section 3.3.1), the LMD and the detrainment 

envelope were calculated every 10 minutes for each case during the aircraft sampling 

period (Figure 3.6). During this period, the intensity of the 11 June MCS remained at 

steady state with a nearly constant altitude for the LMD (Figure 3.6 bottom). For the 

21 May airmass case and the 29 May supercell case, CI, development and mature stage 
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were simulated during the model analysis period. The results illustrate that, in the 

developing stage, the storm LMD increased in altitude and the depth of the detrainment 

envelope increased. After the storm matured, the LMD gradually became stable. The 

mature stage LMD is 11 km for 21 May airmass storm, 12 km for 29 May supercell 

case, and 13 km for 11 June MCS case.  

 
Figure 3.6 Time series showing WRF-Chem-LDA simulated level of maximum 

detrainment and detrainment envelope for (a) 21 May air mass storm case, (b) 29 May 

supercell severe storm case, and (c) 11 June MCS case. The red lines in Figures 9a 

and 9b represent the time of anvil formation. 
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3.3.3 Upward Vertical Transport at Storm Mature Stage 

Using equation 3.4, the upward mass vertical flux divergence (VFD) was 

estimated every 10 minutes over the whole storm region where composite reflectivity 

is greater than 0 dBZ. Comparing the VFD for the three cases during the mature stage 

of each storm (Figure 3.7 top left), it was found that the total upward transport is 

strongest for the 11 June MCS case and weakest for the 21 May airmass storm. This is 

because the storm area of the 11 June MCS is much larger than the other two cases, 

and it transports more air over the entire storm region from the lower levels to upper-

levels.  

 

Figure 3.7 Upward VFD of (a) mass and (b) CO for 21 May air mass storm (red), 29 

May supercell storm (blue), and 11 June MCS (black); vertical flux divergence per unit 

area of (c) mass and (d) CO for the three cases. 
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Overall, the MCS case has the greatest ability to transport trace gases and 

aerosols from the PBL to the upper troposphere due to its larger size and longer 

duration. The transport of CO to the UT (above 8 km) for the first hour after the storm 

becomes mature is 7.2×105 kg/hr for the airmass case, 4.57×106 kg/hr for the supercell 

case, and 1.95×107 kg/hr for the MCS case. Considering the duration of the system (3 

hrs for the airmass case, 6.5 hrs for the supercell case, and 23 hrs for the MCS case), 

the transport of CO in the MCS case may be ~200 times more than the airmass case, 

and 15 times more than the supercell case. 

 

Considering the differences in storm size among the three convective cases, we 

divided the calculated VFD by the area of the region where there was positive vertical 

velocity, and obtained upward VFD per unit area for each case: 

𝑉𝐹𝐷 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎 =
𝜕𝜌𝑤𝐶𝑔𝑎𝑠

𝑀𝑔𝑎𝑠

𝑀𝑎𝑖𝑟

𝜕𝑧

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

=
𝑀𝑔𝑎𝑠

𝑀𝑎𝑖𝑟
(𝜌𝑤

𝜕𝐶𝑔𝑎𝑠

𝜕𝑧
+ 𝐶𝑔𝑎𝑠

𝜕𝜌𝑤

𝜕𝑧
) 

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
         (3.5)   

(𝑈𝑛𝑖𝑡: = 𝑘𝑔𝑚−3𝑠−1)  

The upward transport per unit area is strongest for the 29 May case and slightly 

less for the 11 June MCS and 21 May airmass cases (Figure 3.7, bottom left). In the 

lower atmosphere, the inflow layer (i.e., the layer with positive vertical flux divergence 

and, hence, horizontal convergence) extends from the surface to ~6 km altitude, with 

the most positive values and largest inflow from the surface to 1 km altitude in all three 

cases. For the 29 May supercell case, the low-level horizontal convergence (positive 

VFD) layer extends from the surface to ~6 km, which is 1 km deeper than for the 11 

June MCS case. Compared to the other cases, the low-level horizontal convergence 
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appears more complex in the 21 May airmass case. The latter exhibits low-level 

horizontal divergence regions (negative VFD) near 1 km and 3.5 km. 

 

Forward and backward trajectories provide a more in-depth depiction of the 

inflow and outflow structure. 3D renderings of the 3-hour trajectories were calculated 

and plotted by Visualization and Analysis Platform for Ocean, Atmosphere, and Solar 

Researchers (VAPOR, Clyne and Rast, 2005; Clyne et al., 2007) using the modeled 3D 

wind fields (Figure 3.8). The horizontal spacing of the trajectories is 3 km for all three 

cases. The forward trajectories start from 500 m (top row), 1.5 km (second row), and 

2.5 km (third row). The initiation times of the forward trajectories are 1900 UTC for 

the airmass case, 2100 UTC for the supercell case, and 1700 UTC for the MCS case. 

The backward trajectories (fourth row) start from the altitude of the LMD (11 km for 

the 21 May airmass case, 12 km for the 29 May supercell case, and 13 km for the 11 

June MCS case). The initiation time of the backward trajectories are 2200 UTC for the 

airmass case, 0000 UTC for the supercell case, and 2100 UTC for the MCS case. For 

the 21 May airmass case, the trajectories indicate that most of the high-level air within 

the LMD started from above 1.5 km (Figure 3.8g), while nearly all of the air that 

originated at 1.5 km or lower (Figures 3.8a and d) remained below 5 km at the end of 

the 3-h.  On the other hand, in the 29 May supercell case (Figures 3.8b, e, and h) and 

the 11 June MCS case (Figures 3.8c, f, and i), considerable low-level air was 

transported to the LMD. Given that the length of the arrows is proportional to the 

distance traveled in 10 minutes, air in the supercell and MCS cases can be transported 

from near the surface to the LMD in less than 30 minutes.   
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Figure 3.8 Three-dimensional renderings of 3 h forward trajectories from (a–c) 500 

m, (d–f) 1.5 km, (g–i) 2.5 km of the 21 May air mass case (Figures 11a, 11d, and 11g), 

the 29 May supercell case (Figures 11b, 11e, and 11h), and the 11 June MCS case 

(Figures 11c, 11f, and 11i), and (j–l) backward trajectories from the LMD of the three 

cases. Each trajectory line consists of 18 arrows with each arrow representing 10 min 

air trajectory. The color of the arrows represents the ending height of the trajectories. 

The horizontal resolution of the trajectory seeds is 5 km for all three cases. 

 

Following Mullendore et al. (2009), we use CO as a tracer to calculate the VFD 

of trace gas. Results (Figure 3.7 lower right) show that the upward transport per unit 
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area of CO is the strongest for the 29 May case. Comparing the result of the 29 May 

supercell case with the Skamarock et al. (2000) supercell case, we found that the 3-

hour time integrated VFD at LMD for the 29 May case is 11 times larger than the 

supercell case of Skamarock et al. (2000), while the size of the 29 May storm system 

is about 10 times greater. Thus, the VFD per unit area of our supercell case is similar 

to the results of Skamarock et al. (2000). 

 

In order to determine why the vertical flux divergence differs among the three 

cases, vertical profiles of averaged mass flux density (𝜌𝑤) and trace gas mixing ratio 

over the storm region were constructed at the mature stages of each storm and are 

shown in Figure 3.9 (see also equation 3.5). The mass flux density is largest for the 29 

May case. Its large vertical velocity peak reported earlier (~65 m s-1) contributes to 

relatively large mass flux density as well as vertical gradient of mass flux density that 

increases the vertical flux divergence throughout the column. The CO profile for the 

supercell case has a local maximum at 10 km and a larger vertical gradient than the 

other cases. This gradient (first term on the right of equation 3.5) also contributes to 

the large CO VFD per unit area on 29 May. Section 3.3.4 discusses the roles of the 

vertical gradient of mass flux density and vertical gradient of trace gas mixing ratios in 

VFD in more detail.  
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Figure 3.9 Average (a) mass flux density, (b) CO mixing ratio, and (c) O3 mixing ratio 

vertical profiles in the storm region (composite reflectivity >0 dBZ) at the mature stage 

for the 21 May air mass case (red), the 29 May supercell case (blue), and the 11 June 

MCS case (black). 

 

The CO vertical profile is well mixed on 11 June contributing to a relatively 

low VFD per unit area for this case.  In order to understand why the profile is so well 

mixed on 11 June, we compare CO mixing ratio X-Z cross-sections for the three cases 

at six different times (Figures 3.10-3.12). The rear side (left side in Figure 3.12) of the 

11 June MCS shows evidence of injection of cleaner mid-level air by a rear inflow jet 

into the lower troposphere, which was not seen in the other two cases.  Injection by a 

rear inflow jet is typical for this type of convection (Houze et al., 1989). A prominent 

bow echo occurred during the 11 June MCS event (Figure 3.5), which was produced 

by the mid-level strong rear inflow jet. The jet brought relatively clean mid-level air 
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into the storm, which then descended in downdrafts. If this relatively clean air also 

enters the updraft region, it will reduce the CO mixing ratio vertical gradient, as well 

as CO mixing ratios in the lower atmosphere. Based on equation 3.5, decreasing the 

CO mixing ratio and/or CO mixing ratio vertical gradient will lead to a decrease of 

vertical flux divergence.  

 

Figure 3.10 WRF-Chem-LDA simulated CO mixing ratio vertical cross-sections along 

the black solid line highlighted in Figure 3.3f, at (a) 2000 UTC, (b) 2010 UTC, (c) 2020 

UTC, (d) 2030 UTC, (e) 2040 UTC, and (f) 2050 UTC on 21 May 2012. 

 
Figure 3.11 WRF-Chem-LDA simulated CO mixing ratio vertical cross-sections along 

the black solid line highlighted in Figure 3.4d, at (a) 2200 UTC, (b) 2220 UTC, (c) 

2240 UTC, (d) 2300 UTC, (e) 2320 UTC, and (f) 2340 UTC on 29 May 2012. 
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Figure 3.12 WRF-Chem-LDA simulated CO mixing ratio vertical cross-sections along 

the black solid line highlighted in Figure 3.5e at (a) 1600 UTC, (b) 1700 UTC, (c) 1800 

UTC, (d) 1900 UTC, (e) 2000 UTC, and (f) 2100 UTC on 11 June 2012. 

 

In order to test whether the relatively clean air in the rear side of the storm could 

enter the storm inflow and be transported to the UT, a tracer experiment was designed 

to determine the amount of the downdraft air that was transported to the upper-levels 

of the storm. After CI, tracer T was added to the storm downdraft region at one timestep 

and its mixing ratio was evaluated at upper-levels of the storm (above 8 km) after 60 

minutes. The mixing ratio for the tracer was set to 0.1 ppmv in the downdraft region 

from 0 km to 4 km, and 0 elsewhere. After an hour, we calculated the ratio of upper-

level T mixing ratio and the total mixing ratio of T integrated over the model domain. 

The tracer calculation was performed for the 21 May and 11 June cases. Here, we define 

the rear inflow ratio as: 

𝑟𝑒𝑎𝑟 𝑖𝑛𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑖𝑜 =
ℎ𝑖𝑔ℎ 𝑙𝑒𝑣𝑒𝑙 𝑇 𝑚𝑖𝑥𝑖𝑛𝑔 𝑟𝑎𝑡𝑖𝑜

𝑡𝑜𝑡𝑎𝑙 𝑇 𝑚𝑖𝑥𝑖𝑛𝑔 𝑟𝑎𝑡𝑖𝑜
                                      (3.6) 

Therefore, the rear inflow ratio increases with the amount of downdraft air 

entering the updraft. The rear inflow ratio for 21 May is 0.01 after 60 minutes, while 
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the rear inflow ratio for 11 June is 0.1.  Clearly, for the 11 June case, the cleaner 

downdraft air entered the updraft region. For this case, about 10% of the low-level 

downdraft air was transported to the UT, which leads to the low value of VFD for CO 

in the upper troposphere. 

 

3.3.4 Upward Vertical Transport of Different Trace Gases 

Different trace gases have different vertical distribution, which affects the 

vertical transport pattern (equation 3.5). Thus, we choose CO and O3 as example 

tracers, which have different and opposite vertical distributions and gradients. Figure 

3.13 shows the initial vertical profiles (Figure 3.13a-13c), LMD as a function of time 

(Figure 3.13d-13f), and VFD (Figure 3.13g-13l) of CO and O3.  From equation 3.5, the 

following is obtained: 

𝑉𝐹𝐷(𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑎𝑟𝑒𝑎) ∝ 𝜌𝑤
𝜕𝐶𝑔𝑎𝑠

𝜕𝑧

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
+ 𝐶𝑔𝑎𝑠

𝜕𝜌𝑤

𝜕𝑧

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
                          (3.7) 

For CO and O3, the mass flux density (ρw) and its vertical gradient will be the 

same, while the trace gas vertical gradients will have opposite signs. Therefore, the sign 

of the first term on the right hand side (RHS) will differ between CO and O3 VFDs, 

while the second term will have the same sign but different amplitudes. Figure 3.14 

compares the value of the two terms. We call the first term the trace gas gradient term 

and the second term the mass flux density gradient term, because they control the sign 

of each term. In the lower and mid troposphere for all three cases, the mass flux gradient 

term is much larger than the trace gas gradient term (compare top and bottom rows of 

Figure 3.14), which means that to first order the product of the trace gas mixing ratio 
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and mass flux gradient controls the VFD distribution, and the direction of the transport 

is determined by the mass flux gradient rather than the trace gas gradient. This explains 

why the VFD distributions for CO and O3 in all three cases are similar (Figure 3.13g-

3.13l), except in the uppermost troposphere and stratosphere where the trace gas 

gradient term is important for O3 due to its strong vertical gradient.  In this altitude 

range, the VFD profiles of O3 and CO diverge. 

 

Figure 3.13 CO (blue) and O3 (orange) initial mixing ratio vertical profile for (a) 21 

May air mass case, (b) 29 May supercell case, and (c) 11 June MCS case. The WRF-

Chem-LDA simulated LMD using CO and O3 as example tracers for (d) 21 May air 

mass case, (e) 29 May supercell case, and (f) 11 June MCS case. The WRF-Chem-LDA 

simulated VFD per unit area at Time 1 (T1) and Time 2 (T2) using CO and O3 as 

example tracers for (g and h) 21 May air mass case, (i and j) 29 May supercell case, 

and (k and l) 11 June MCS case are shown. The tropopause (shown by dotted line) is 

calculated based on the WMO definition. 
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Figure 3.14 Trace gas gradient terms (the first term on the right side of equation (3.7)) 

for CO (a) and O3 (b) for the 21 May air mass case (red), the 29 May supercell case 

(blue), and the 11 June MCS case (black). Mass flux density gradient terms (the second 

term on the right side of equation (3.7)) for CO (c) and O3 (d) for same three cases. 

 

3.3.5 Upward Vertical Transport Compared with Downward Vertical Transport  

Besides upward transport, downward transport is also significant. In Figure 

3.15, the VFD of upward transport, downward transport, and total (net) transport are 

compared side by side. CO vertical transport results show that in the mid and upper 

troposphere, net transport has the same sign as upward transport. This means that, 

within this altitude range, upward transport dominates vertical transport.  
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Figure 3.15 WRF-Chem-LDA simulated upward (red), downward (blue), and net 

(black) VFD per unit area using (a, b, c) CO and (d, e, f) O3 as example tracers for the 

21May air mass case, the 29 May supercell case, and the 11 June MCS case. 

 

In the lower troposphere, either upward or downward transport may dominate. 

The vertical transport for O3 at high levels remains, however, relatively more complex. 

Below the cloud top, defined here as the highest altitude where the sum of the mixing 

ratio of ice, snow, graupel, rain, and cloud exceeds 10-3 g kg-1, there is a region where 

downward O3 VFD is negative in all three cases. In this region, downward transport of 

high mixing ratio stratospheric O3 causes O3 convergence (negative net O3 VFD). This 

model simulation result is similar to the observations. Huntrieser et al. (2016) analyzed 
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the in situ measurement of O3 and reported that O3-rich air from the LS was transported 

downward into the anvil and also surrounded the outflow. Pan et al. (2014) found that 

the wrapping of O3-rich stratospheric air around the edge of the storm led to a ram-

horn-shaped O3 enhancement around the cloud edge reaching altitudes as low as 4 km 

below the local tropopause in the 30 May DC3 MCS case. Above the cloud top, there 

is a positive O3 VFD region. In that region, the O3 VFD divergence is caused by upward 

transport of low mixing ratio O3 to the stratosphere.  

 

3.3.6 Vertical Transport in Different Composite Reflectivity Regions 

Sensitivity tests for vertical transport were simulated for different composite 

reflectivity regions. For each storm, the VFD per unit area and LMD were calculated 

every 10 minutes (Figure 3.16) within four composite reflectivity regions characterized 

by reflectivities exceeding 0 dBZ, 20 dBZ, 30 dBZ, and 40 dBZ. During the 

development stage of the 21 May airmass case and the 29 May supercell case, the 

heights of LMD vary between reflectivity regions, and the detrainment envelope is 

narrower in high reflectivity regions than in low reflectivity regions (at most 4 km 

narrower). After the storm matured, the heights of LMD and the detrainment envelope 

converge and become similar in all reflectivity regions. For the 11 June MCS case, the 

height of the LMD is insensitive to reflectivity region and varies little with time. In 

contrast to the airmass and supercell cases, the detrainment envelope for the MCS case 

is deeper in high reflectivity regions than in low reflectivity regions. The detrainment 

envelope for the region > 40 dBZ is 2 km thicker than the envelope for the region > 0 

dBZ. Moreover, VFD analysis reveals that, for all three cases, VFD per unit area 
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remains stronger in the region > 40 dBZ region (storm core). Based on the analysis for 

these storm cases, the mean VFD per unit area in the region > 40 dBZ can be a factor 

2-5 fold larger than the mean VFD in the region > 0 dBZ. 

 

Figure 3.16 Time series of LMD from WRF-Chem simulations with LDA within four 

different reflectivity regions (exceeding: 00 dBZ (black), 20 dBZ (blue), 30 dBZ (green), 

and 40 dBZ (red), respectively) for (a) the 21 May air mass case, (b) the 29 May 

supercell case, and (c) the 11 June MCS case. The colored dashed lines represent the 

detrainment envelope of each reflectivity region. WRF-Chem-LDA simulated net VFD 

per unit area at Time 1 (T1) and Time 2 (T2) within different reflectivity regions for (d 

and e) the 21 May air mass case, (f and g) the 29 May supercell case, and (h and i) the 

11 June MCS case. The vertical red lines in Figures 19a and 19b represent the time of 

anvil formation. 

 

3.4 Summary 

 

In this chapter, we analyze the deep convective transport in three different 

convective regimes from the DC3 field campaign using WRF-Chem simulations. After 

constraining the model solution via a computationally inexpensive lightning data 
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assimilation technique (Fierro et al. 2012, 2015), the model was able to better reproduce 

storm location, the timing of convection initiation, spatial structure and hence, the 

chemical distributions of interest. There was not a single set of model configuration 

and IC/BC that led to satisfactory simulations of all three cases.  Each case required its 

own set of model specifications to obtain the best possible simulation. 

 

The analysis of CO vertical transport demonstrated that the upward vertical flux 

divergence per unit area of the 29 May severe supercell case was the strongest, while 

the upward vertical flux divergence per unit area of the really expansive 11 June MCS 

case is comparable to that of the smaller 21 May airmass case. This result is in 

agreement with Bigelbach et al. (2014). For the airmass case, trajectories indicate that 

nearly all of the air parcels that originated below 1.5 km remained below 5 km, while 

air within the supercell and MCS systems was transported from near the surface to 

about 10 km in about 30 minutes.  

 

Trace gas vertical cross-sections were examined and a tracer transport 

experiment was conducted to unveil some of the factors behind the simulated weak 

vertical transport of CO in the MCS case. The analysis revealed that a rear inflow jet 

transported relatively clean mid-level air into the downdraft region, which then 

descended and was entrained into the updraft region. This reduced trace gas mixing 

ratios in the low-level inflow and decreased the vertical gradient of trace gases, which 

contributed to the low VFD values. 
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We found that during storm development, the level of maximum detrainment 

became higher in altitude, and the depth of the detrainment envelope increased. Also, 

when analyzing two trace gases (CO and O3) with different vertical profiles, it was 

found that the vertical flux divergence profiles of the two trace gases looked similar in 

the lower and mid troposphere, indicating that in this altitude range, the VFD profile is 

mostly controlled by the vertical distribution of mass flux density as opposed to the 

vertical distribution of the mixing ratio. In the upper troposphere, however, the CO and 

O3 VFD profiles differed owing to strong O3 gradients present at these levels. 

Comparing CO upward and downward transport, we found that upward transport 

dominates the vertical transport in the mid and upper troposphere. Nevertheless, the 

downward transport of stratospheric O3 cannot be ignored. Sensitivity tests for vertical 

transport in different reflectivity regions show us that vertical transport remains 

stronger in the higher composite reflectivity region of the storms. 
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Chapter 4 : Evaluation of Parameterized Transport of Trace Gases 

 

In this chapter, WRF-Chem is employed at cloud parameterized resolution (12 

and 36 km) to simulate two different convective regimes that occurred during the DC3 

field campaign: a severe supercell thunderstorm and an MCS case. The model at these 

resolutions was unable to reproduce the air mass storm simulated in Chapter 3.  The 

purpose of the current chapter is to evaluate the model-simulated subgrid convective 

transport and redistribution of trace gases in these two convective regimes through 

comparisons with aircraft observations and finer resolution cloud-resolved simulations.  

To improve the model simulations, I prepared code to compute subgrid scale 

convective transport within the subgrid cumulus parameterization that performed the 

best in comparison with observed precipitation. 

4.1 Model Setup 

Table 4.1 WRF-Chem model configuration and physics and chemistry options. 

 29 May Supercell MCS 

Meteorology IC/BC NAM-ANL starting from 

18 UTC 

GFS starting from 06 

UTC 

Chemistry IC/BC MOZART scaled MOZART scaled 

Grid resolution 36 km, 12km 

Vertical levels 90 

Time step 120 s, 60 s 

Cumulus scheme GF with KF closure GF with all closure 

Microphysics Morrison 

PBL MYJ YSU 

Land surface Noah 

Short/longwave radiation RRTMG 

Chemistry option Chem_opt=13 (No chemical reaction, run with 5 

tracers) 

Subgrid trace gases 

transport 

Subgrid convective transport calculation within the 

GF cumulus scheme based on the GF mass flux  
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The WRF-Chem V3.9 containing the ARW dynamic core was utilized to 

simulate the aforementioned two cases. The detailed model configuration and physics 

and chemistry options for the two cases are listed in Table 4.1. Model outputs at 10 min 

intervals were used for the analysis. 

 

4.1.1 Model Configuration, Initial and Boundary Conditions 

For both cases, WRF-Chem model simulations were conducted on two domains 

at cloud-parameterized scales (36 km and 12 km horizontal grids, one way nested, two 

domains were run simultaneously). There were 90 vertical levels with a 50 hPa model 

top. The time steps for each domain were 120 s and 60 s, respectively.  

 

We tried various IC and BC for both cases. The best simulation for the 29 May 

supercell case was initialized on 29 May at 1800 UTC using meteorological IC and BC 

derived from the 6 hourly 12 km NAM-ANL. These IC and BC are the same as used 

in the cloud-resolved simulation by Li et al. (2017).  For the 11 June MCS case, the 

best simulation was initialized on 11 June at 0600 UTC using IC and BC derived from 

the 6 hourly GFS. Model output from MOZART-4 was used to generate the chemical 

IC and BC for both cases. However, for the 29 May supercell case, the MOZART CO 

mixing ratios were larger than aircraft observations, especially in the PBL. So, we use 

the following equation to tune the 1-15 km CO IC, where the unit of CO is parts per 

billion volume (ppbv), and the unit of height is kilometers (km). 

COMOZART Scaled =
85 + Height

100
× COMOZART                            (4.1) 
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For the 11 June MCS case, the MOZART CO mixing ratios were lower than 

aircraft observations. Therefore, the following equation was used to tune the 1-9 km 

CO IC. 

COMOZART Scaled =
109 − Height

100
× COMOZART                          (4.2) 

 

After tuning the CO IC, the observed inflow CO mixing ratio was reproduced 

well in all the simulations. The WRF-Chem simulated low-level inflow CO mixing 

ratios were evaluated against aircraft measurements. For both cases, the simulations of 

CO mixing ratios in low-level inflow were within 5 % of the aircraft measurements 

(Table 4.2). 

Table 4.2 WRF-Chem simulated low-level inflow CO mixing ratios compared with 

aircraft measurements for 29 May supercell case and 11 June MCS case. 

 29 May Supercell 11 June MCS 

Aircraft measurements 132.3 ± 3.1 117.5 ± 4.3 

WRF-Chem 1km 136.3 ± 0.3 112 ± 7.8 

WRF-Chem 12km 131.3 ± 0.7 119.4 ± 3.9 

WRF-Chem 36km 131.7 ± 0.8 115.3 ± 3.8 

 

4.1.2 Cumulus Parameterization 

The cloud parameterizing WRF results were highly dependent on the choice of 

cumulus schemes, especially for the 29 May supercell case. In order to find the best-

performing cumulus scheme for these storms, we tried five commonly used cumulus 

parameterization options in WRF: (1) Kain-Fritsch (KF) scheme (Kain, 2004), which 

uses a mass flux approach with downdrafts and CAPE removal time scale; (2) Betts-

Miller-Janjic (BMJ) scheme (Janjic, 1994), a scheme which relaxes the column 
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moisture profile towards a well-mixed profile; (3) Grell-Freitas (GF) scheme (Grell & 

Freitas, 2014), which is a scale scheme based on the Grell-Devenyi (GD) scheme 

(details in section 4.4); (4) Grell-3D (G3D) scheme (Grell, 1993; Grell & Devenyi, 

2002), which is an improved version of the GD scheme (a multi-closure, multi-

parameter, ensemble method) that may also be used on high resolution; and (5) Tiedtke 

scheme (Tiedtke, 1989; Zhang et al., 2011), which is a mass flux type scheme with 

CAPE-removal time scale, shallow component and momentum transport. 

 

4.1.3 Other Physics Options 

The PBL option was Mellor-Yamada-Janjic (MYJ) scheme (Janjic, 1994) for 

the 29 May supercell case, and YSU scheme (Hong et al., 2006) for the 11 June MCS 

case. For both cases, the other main physics choices were the two-moment Morrison 

microphysics (Morrison et al., 2009) for microphysical processes, the RRTMG scheme 

(Iacono et al., 2008) for longwave and shortwave radiation, and the Noah scheme 

(Koren et al., 1999) for land surface processes.  

 

4.1.4 Preliminary Precipitation Results 

Figure 4.1 shows the precipitation during the three-hour period after CI was 

observed (observation: 2100-0000 UTC; KF: 1850-2150 UTC; BMJ: 2220-0120 UTC; 

GF: 2220-0120 UTC; G3D: 2040-2340 UTC; Tiedtke: 2300-0200 UTC) for the 29 May 

supercell case. National Centers for Environmental Prediction (NCEP) Stage IV 

precipitation observations interpolated to the 36 km grid are compared with results 

from model simulations using the five cumulus parameterizations discussed in section 
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4.1.2. The observations show a two cell structure with precipitation maxima in excess 

of 10 mm. The KF scheme did not reproduce the two cell structure of the observed 

storm. The BMJ and G3D schemes underestimated the precipitation maxima. Although 

the Tiedtke scheme captured the two cell structure of the storm and the maximum 

precipitation was close to observations, the simulated precipitation region was too 

small. Compared with the other results, the model simulation of the 3-hour precipitation 

location and strength were the best when using the GF scheme.  

 

Figure 4.1 3-hour precipitation (mm) at 36 km resolution from the start of the 

convection for observation (2100-0000 UTC, a), WRF-Chem with KF cumulus scheme 

(1850-2150 UTC, b), BMJ cumulus scheme (2220-0120 UTC, c), GF cumulus scheme 

(2220-0120 UTC, d), G3 cumulus scheme (2040-2340 UTC, e), and Tiedtke cumulus 

scheme (2300-0200 UTC, f). 

 



 

 

66 

 

Although the 3-hour total precipitation of the GF simulation well matched the 

observation, the 1 hour maximum precipitation at the aircraft measuring time (3 hours 

after CI) was ~36.5% lower than the observation. In order to improve the maximum 1-

hour precipitation simulation for the 29 May supercell case, we tried tuning the closure 

options inside the GF scheme following Qiao and Liang (2015, 2016, and 2017) who 

examined the effects of major cumulus parameterization closures on simulation of 

summer precipitation. They found that closure algorithms largely affect precipitation’s 

geographic distribution, frequency and intensity, and diurnal cycle, with strong 

regional dependence. There are four major groups of closure assumptions used in the 

original GF scheme: the quasi-equilibrium based (AS) closure, the vertical velocity (W) 

closure, the total instability adjustment (KF) closure, and the moisture convergence 

(MC) closure. The AS closure (Arakawa and Schubert, 1974) determines the cloud base 

mass flux (CBMF) by adjusting the cloud work function towards a climatological value 

to maintain instantaneous equilibrium between large-scale forcing and subgrid 

convection. The W closure (Brown, 1979; Frank & Cohen, 1987) calculates the CBMF 

using the environmental vertical velocity at lower tropospheric levels. In the MC 

closure (Krishnamurti et al., 1983), the calculation of the CBMF is based on moisture 

convergence. In the KF closure (Kain & Fritsch, 1993), the calculation of the CBMF is 

based on the assumption that the CAPE is simply removed by the convection over a 

specific time period. The original GF scheme uses an average CBMF from the results 

of the above closures. 
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We re-ran the WRF simulation four times with only one closure turned on at 

each time. Then we compared the observed and simulated first 3 hours maximum 

hourly precipitation, as the majority of convective transport is in the high precipitation 

region (Li et al., 2017). The results are listed in Table 4.3. The maximum hourly 

precipitation simulation with the KF closure perfectly matched the observed maximum 

hourly precipitation (the difference is within 5% of the observation). Therefore, we 

regarded the KF closure simulation as the best result, and our following analysis of the 

29 May supercell case was based on this simulation. For the 11 June MCS case, the 

simulation with the original GF scheme performed well. Therefore, we did not test the 

performance of using different closures for this case, and the results in Section 5 use 

the normal GF scheme. 

Table 4.3 The observation and WRF-Chem simulations of the maximum precipitation 

(mm) per hour for 29 May supercell case at 1 to 3 hours after CI. 

 1 hour after 

CI 

2 hour after 

CI 

3 hour after 

CI 

OBS 1.84 4.53 16.87 

WRF-Chem with All 4 closures in GF 3.83 6.17 10.71 

WRF-Chem with AS closure in GF 3.28 5.42 14.68 

WRF-Chem with W closure in GF 3.57 6.26 12.44 

WRF-Chem with MC closure in GF 3.62 6.28 10.64 

WRF-Chem with KF closure in GF 2.00 4.38 16.03 

 

4.1.5 Chemistry Option ad Subgrid Convective Transport Option 

The chemistry option for both cases was option 13 (no chemical reaction, run 

with 5 tracers). Within WRF-Chem a routine separate from the transport of water vapor 

in WRF is used to calculate the fluxes for the chemical species and tracers. The default 

subgrid convective transport scheme inside the WRF-Chem is based on the GD 
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convection scheme, which is not consistent with our WRF-Chem simulation with GF 

cumulus scheme. Therefore, we rewrote the subgrid convective tracer transport routine 

within the GF scheme. The mass flux related variables (i.e. entrainment and 

detrainment rate, cloud top height, CBMF, downdraft mass flux, updraft mass flux, the 

originating level of updraft and downdraft, level of free convection, evaporation, and 

precipitation) from GF scheme were used to calculate the subgrid convective transport 

of trace gases in the new routine using the following equation (Grell & Freitas, 2014): 

(
∂C

∂t
)

subgrid
= −

1

ρ

∂

∂z
[mu(Cu − Ce) − md(Cd − Ce) + muCaq] − Csi

̅̅ ̅̅ +  Cso
̅̅ ̅̅      (4.3) 

where C represents the mass mixing ratio of CO, ρ represents air density, m 

represents massflux. The subscripts e, u, and d represent the environment, updraft, and 

downdraft, respectively. Caq represents the chemical constituent in the aqueous phase, 

Cso is calculated using an aqueous phase chemistry routine (source), and Csi depends 

on the conversion rate of cloud water to rain water and the solubility of the tracer (sink). 

In this paper, we focus on the convective transport of an insoluble trace gas (CO). Thus, 

equation 4.3 can be simplified to: 

(
∂C

∂t
)

subgrid
= −

1

ρ

∂

∂z
[mu(Cu − Ce) − md(Cd − Ce)]                    (4.4) 

 

The GF scheme is based on the older GD scheme with several improvements.  

Firstly, to increase diurnal forcing, temperature and moisture perturbations are added 

when calculating the diurnal forcing and checking for trigger function. Moreover, in 

the GD scheme, the normalized mass flux at the initial level is 1 for both updraft and 

downdraft; however, in the GF scheme, for the updraft, the normalized mass flux 
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approaches the value of 1 quadratically from the initial level to the level of free 

convection, and for the downdraft, a similar smooth increase is prescribed for the first 

5 levels. In addition, in the GD scheme, the non-resolved flux for one ensemble member 

is based on the CBMF of that ensemble member, while in the GF scheme, the non-

resolved flux for one ensemble member is based on the average CBMF of all the 

ensemble members. Although not employed in the current analysis, the GF scheme is 

capable of representing aerosol cloud interaction (Grell & Freitas, 2014). 

 

4.2 Meteorology Results 

For the 29 May supercell case, the model with GF subgrid convection with KF 

closure (GF-KF run) produced a storm that began 80 min (for 36 km domain) and 30 

min (for 12 km domain) later than observed. Because the 12 km convection started 

earlier, the 36 km parameterized convection did not affect the initiation of convection 

at 12 km. The 3-hour precipitation observation at 0000 UTC and model simulation at 

0120 UTC (for 36 km domain) and at 0030 UTC (for 12 km domain) on May 30 are 

compared in Figure 4.2. Both the 36 km and 12 km WRF-Chem simulations capture 

the storm location, precipitation strength, and the two cells structure of the storm. 

Comparison of the middle 4 panels (Figures 4.2c, d, e, and f) indicates that the 

precipitation for the 36-km resolution simulation is mainly subgrid scale (subgrid scale 

mean precipitation is 3 times greater than grid scale mean precipitation), while the 

precipitation for the 12-km resolution simulation is mainly grid scale (grid scale mean 

precipitation is 2.7 times greater than subgrid scale mean precipitation). Therefore, in 
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the 36 km run, subgrid scale convection dominates, while in the 12 km run, grid scale 

convection dominates. 

 

Figure 4.2 3-hour Precipitation observation (mm) interpolated to 36 km (a) grid and 

12 km (b) grid from 2100 UTC 29 May to 0000 UTC 30 May, 2012; WRF-Chem 

simulated 36 km subgrid scale (c), grid scale(e), and total precipitation (g) at 0120 

UTC on May 30, 2012; WRF-Chem simulated 12 km subgrid scale (d), grid scale(f), 

and total precipitation (h) at 0030 UTC on May 30, 2012. 

 

The precipitation results with the GF scheme and the standard closure procedure 

for the 11 June MCS case are shown in Figure 4.3. Both 36 km and 12 km WRF-Chem 
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simulations capture the storm location and the strong precipitation region. In the 12 km 

simulation, the precipitation amount (Figure 4.3h) is larger than the observation, which 

is caused by the overestimate of the grid scale precipitation in the microphysics 

processes (Figure 4.3f).  Also, in the 36 km run, subgrid scale convection dominates 

(subgrid scale mean precipitation is 3.5 times greater than grid scale mean 

precipitation), and in the 12 km run, grid and subgrid scale convection make similar 

contributions (grid scale mean precipitation is 1.1 times greater than subgrid scale mean 

precipitation). The precipitation rate simulations in the storm core region is within 10% 

of the observation. In the rear of the storm, the area of the weak precipitation region in 

both the 36 km and 12 km simulation is larger than in the observations. However, this 

will not have much influence on our convective transport analysis, as the majority of 

convective transport occurred in the storm core region after storm become mature. In 

section 3.3.4 I found that after the storm became mature, the convective transport in 

the storm core region, where composite reflectivity was higher than 40 dBZ, was a 

factor of 2-5 larger than the convective transport outside the core region. 
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Figure 4.3 Similar to Figure 4.2 but from 1900 to 2200 UTC on 11 June, 2012 for both 

observation and WRF-Chem simulation. 

 

4.3 Deep Convective Transport Results 

4.3.1 Evaluation of the Convective Transport Simulation 

We compared the convective transport between the cloud parameterized and 

cloud resolved simulations through a comparison of observed and simulated high level 

outflow CO mixing ratios. The cloud resolved simulations we use here for the 29 May 
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supercell and the 11 June MCS are described in Bela et al. (2016a) and Li et al. (2017), 

respectively, as well as the model set up and evaluation. 

 

In order to better evaluate the influence of the subgrid scale convection on the 

outflow CO mixing ratio, we conducted three sensitivity test runs for the cloud 

parameterized simulation: (1) using our new GF subgrid scale convective transport 

scheme (hereafter GFCT scheme); (2) using the original WRF-Chem GD subgrid scale 

convective transport scheme (hereafter GDCT scheme); (3) no subgrid convective 

transport (hereafter NoCT). For the 29 May case, both the DC-8 (Figure 4.4) and GV 

(Figure 4.5) measured storm outflow. The DC-8 measured storm outflow at ~ 10.8 km 

(average GPS height), at the same time, the GV measured storm outflow at ~ 11.7 km 

(average GPS height). For the 11 June case (Figure 4.6), the storm outflow region was 

only measured by the GV at an altitude of about 13 km. In each of the figures the 

outflow CO aircraft measurements are plotted on the CO simulation field at the aircraft 

flight altitude. 
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Figure 4.4 DC-8 measured outflow CO mixing ratio in ppbv at ~ 10.8 km altitude 

between 2348 UTC and 2358 UTC on 29 May, 2012 (colored dots). Background 

shading shows 0000 UTC NEXRAD composite reflectivity (dBZ) (a). Background 

colors show 0040 UTC 1 km cloud resolved simulation of 10.8 km CO mixing ratio (b), 

0120 UTC 36 km cloud parameterized simulation of 10.8 km CO mixing ratio with 

GFCT (c), GDCT (e), and without subgrid convective transport (g); 0030 UTC 12 km 

cloud parameterized simulation of 10.8 km CO mixing ratio with GFCT (d), GDCT (f), 

and without subgrid convective transport (g). 
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Figure 4.5 Similar to Figure 4.4 but for GV measured at 11.7 km between 0000 UTC 

and 0023 UTC on May 30, 2012 (colored dots); the NEXRAD data was at 0020 UTC, 

the cloud resolved simulation result sampled at 0100 UTC, the 36 km simulations 

sampled at 0140 UTC, the 12 km simulations sampled at 0050 UTC. 
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Figure 4.6 Similar to Figure 4.4 but for GV measured at 13 km between 2200 UTC and 

2237 UTC on 11 June, 2012 (colored dots); the NEXRAD reflectivity, cloud resolved 

and parameterized simulation results sampled at 2220 UTC. 

 

The comparison of the three simulations indicated that the application of the 

GFCT scheme improved the model simulation of the high level outflow CO, especially 

for the 36 km runs. In Figure 4.4, in the 36 km domain, both the GDCT run and the 

NoCT run failed to simulate the increase of CO associated with the outflow. 

Specifically, the GFCT simulated outflow CO mixing ratio at 10.8 km was on average 
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approximately 18 ppbv (18.5 %) larger than GDCT and NoCT results, but still 4 ppbv 

less than the aircraft measured anvil CO mixing ratio at the same altitude. In Figure 

4.5, on the 11.7 km level, use of GFCT increased the 36 km domain outflow CO mixing 

ratio by 15 ppbv (17.6%) compared to GDCT and NoCT, but the resulting outflow was 

still 17 ppbv lower than the observed outflow. For the 11 June MCS case, all three 36 

km runs simulated the CO increase in the outflow region (Figure 4.6). Nevertheless, 

only the GFCT reproduced the high CO mixing ratio (> 125 ppbv) in the storm core 

region which was seen in the cloud resolved run, which was 20% higher than NoCT 

and GDCT runs. Although the GFCT scheme improved the outflow CO simulation, 36 

km cloud parameterized CO mixing ratios were still smaller than the aircraft 

observations and cloud resolved CO mixing ratios, and the cloud parameterized CO 

outflow region was smaller in area than observed and simulated by the cloud resolved 

model. We tried to tune the 36-km entrainment profile to match observations (Fried et 

al., 2016) and the cloud-resolved simulation (Bela et al., 2018, under review), but had 

little success. In the 12 km runs, the CO mixing ratio results from the three cloud 

parameterized runs looked similar. This is because the 12 km convection simulation 

was dominated by the grid scale convection as discussed in section 5.1. For the 29 May 

supercell case, the 12 km simulated CO outflow region was still smaller than aircraft 

observations but was much larger than the 36 km outflow region.   

 

Vertical profiles of in-cloud CO at the locations of observed and modeled 

upper-level cloud outflow are shown in Figures 4.7-4.8. For the 29 May supercell case, 

the anvil associated with the simulated storm with GF parameterized convection 
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(Figure 4.4c, d and Figure 4.5c, d) is smaller than the observed (Figure 4.4a and Figure 

4.5a) and cloud-resolved anvils (Figure 4.4b and Figure 4.5b). Therefore, the location 

of the model profile is shifted by 0.75 degrees to sample the maximum of model 

outflow. The in-cloud points are defined as where the total liquid and ice mixing ratio 

is greater than 0.01 g/kg or the altitude is lower than the cloud top. In all the three 36 

km runs, the mid-level CO mixing ratio increased; however, only the GFCT run 

reproduced the CO mixing ratio peak in the UT, which suggested that the convective 

transport in the GFCT scheme transports the PBL CO to the UT more effectively. 

Unlike the result of 36 km domain, the CO outflow mixing ratio simulation in the 12 

km domain matched the observation well. The differences among the three runs 

(GFCT, GDCT, and NoCT) are small, which is because the grid scale convective 

transport rather than the subgrid scale transport dominates in the 12 km runs.  

 

In the 36 km results of the 11 June MCS case (Figure 4.8), the GDCT result 

was close to the result of NoCT. The GFCT simulated UT CO mixing ratio (8-13 km) 

was larger than the other two runs, but the increase was not as apparent as the increase 

in the 29 May supercell case. This implied that the subgrid convective transport was 

more significant in the supercell case than the MCS case. In the lower troposphere, 

both GFCT (8% lower) and GDCT (13% lower) simulated CO mixing ratios were 

smaller than the NoCT result. This result is because in the downdraft region of the 

MCS, there was an injection of relatively clean mid-level clean air to the storm 

downdraft, when then descended to the lower troposphere and decreased the CO mixing 

ratio in this region. This is also found in the cloud resolved results (Li et al., 2017). In 
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the cloud resolved runs, the CO mixing ratio in the region affected by this kind of 

injection was ~16% smaller than in the unaffected region. 

 

 

Figure 4.7 Mean outflow CO profiles from the 29 May supercell storm as observed by 

the DC-8 (red solid line) and GV (red dash line) aircraft, mean profiles as simulated 

in the 36 km (a) and 12 km (b) resolution WRF-Chem run with GFCT (blue), GDCT 

(green), NoCT (magenta), and mean profiles as simulated in the 1 km cloud-resolved 

WRF-Chem run (black), compared with the IC for cloud parameterized run (blue dash) 

and cloud resolved run (black dash). Model profiles shifted in horizontal with respect 

to the aircraft profiles by 0.75 degrees to ensure sampling of model outflow. Bela et al. 

(2016a) used DC8 measurements to create a horizontally homogeneous IC for CO in 

a limited domain cloud-resolved model. Since our cloud parameterized domain was 

much larger than Bela et al. (2016), we used MOZART to create the IC for our 36 km 

and 12 km runs.   
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Figure 4.8 Mean outflow CO profiles from the 11 June MCS case as observed by the 

DC-8 (red solid line) aircraft, mean profiles as simulated in the 36 km (a) and 12 km 

(b) resolution WRF-Chem run with GFCT (blue), GDCT (green), NoCT (magenta), and 

mean profiles as simulated in the 1 km cloud-resolved WRF-Chem run (black), 

compared with the IC for cloud parameterized run (blue dash) and cloud resolved run 

(black dash) based on the model output along the aircraft sampling track. 

 

4.3.2 Comparison of Subgrid Convective Transport and Turbulent Mixing 

We also investigated whether vertical turbulent mixing affects the convective 

transport of PBL CO to the upper-levels. In order to contrast the influence of vertical 

turbulent mixing and subgrid convective transport on the CO vertical profile, we 

conducted 4 sensitivity runs: (1) GFCT with turbulent mixing (vertmix_onoff=1), (2) 

GFCT without turbulent mixing (vertmix_onoff=0), (3) NoCT with turbulent mixing, 

(4) NoCT without turbulent mixing. Turning vertical turbulent mixing off in this 

manner did not affect the meteorological simulation.  Results showed that the 

difference between turning on and turning off turbulent mixing was negligible, in the 

mid troposphere and UT, particularly in the supercell case. In the lower troposphere 

(under 2 km), the difference between turning on and off vertical mixing was significant 

but not particularly large (5% for 29 May supercell case, and 13% for 11 June MCS 
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case). Without turbulent mixing the vertical gradient of the low-level CO mixing ratio 

was larger. 

 

4.3.3 Comparison of Subgrid Scale and Grid Scale Convective Transport  

We compared the subgrid and grid scale convective transport by analyzing the 

CO tendency in the convective region due to convective transport. The CO tendency 

due to subgrid scale convective transport is calculated using equation 4.4, and the CO 

tendency due to grid scale convective transport is calculated using the following 

equation: 

(
∂C

∂t
)

grid
= [(advhco𝑡+1

+ advzco𝑡+1
) − (advhco𝑡

+ advzco𝑡
)]/dt        (4.5) 

where advz_co and advh_co are the grid scale accumulated vertical tendency and 

accumulated horizontal tendency for CO. We calculated the CO tendency for two 

regions:  where the precipitation rate was > 0 mm/hr and where the precipitation rate 

was > 3 mm/hr. The > 0 mm/hr results provide us information on convective transport 

from the beginning of the storm to the end of the simulation, especially at the start of 

the storm when the precipitation was not strong. Comparing the > 0 mm/hr results with 

the > 3 mm/hr results enables us to see the relationship between convective transport 

and the precipitation rate. 

 

The CO tendency results for the 29 May supercell case are shown in Figures 

4.9 (averaged over the precipitation rate > 0 mm/hr region) and 4.10 (averaged over the 

precipitation rate > 3 mm/hr region). In both grid and subgrid scale, the convective 

transport tended to increase the CO mixing ratio at the cloud top. As the storm started 
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to develop, the CO detrainment layer at the storm top increased in height. In Figure 10, 

the subgrid scale convective transport started earlier than the grid scale convective 

transport in both the 12 km and 36 km domains. The subgrid scale convective transport 

reached its maximum when the grid scale convection started to form a continuous 

constant-altitude detrainment layer in the UT at around 0300 UTC in the 36 km domain 

and about 0000 UTC in the 12 km domain. After that time, the subgrid scale convective 

transport began to decay. The grid scale convective transport of CO at the beginning of 

the storm was also stronger than when the storm became mature. Comparing Figure 

4.10, with Figure 4.9, the average grid and subgrid scale CO tendencies in the region 

with the precipitation rate greater than 3 mm/hr were much stronger than the average 

CO tendency in the > 0 mm/hr precipitation rate region, which proves that both grid 

scale and subgrid scale transport are stronger in the heavier precipitation region.  
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Figure 4.9 Subgrid scale CO tendency (pptv/s) for the 29 May supercell case at 36 km 

(a) and 12 km (c) horizontal resolution domain, and grid scale CO tendency (pptv/s) at 

36 km (c) and 12 km (d) horizontal resolution domain. 



 

 

84 

 

 
Figure 4.10 Similar to Figure 10 but for the region where precipitation was greater 

than 3 mm/hr. 

 

The CO tendency results for the 11 June MCS case are shown in Figure 4.11-

4.12. Compared to the 29 May supercell results, the CO tendencies due to both subgrid 

and grid scale convection in the > 0 mm/hr precipitation region were smaller, especially 

for the 12 km resolution. The magnitude of CO tendency in the stronger precipitation 

region (> 3 mm/hr) was comparable to the 29 May supercell results. Similar to the 

supercell case, both grid and subgrid scale CO tendencies in the MCS case were 
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strongest when the continuous constant-altitude detrainment layer began (1400 UTC). 

After that time, when the storm moved southeastward to the Kentucky and Tennessee 

region, the mean upper-level CO tendency due to grid and subgrid scale convection 

was very weak. Furthermore, unlike the results in the supercell case, the grid scale 

transport occurred nearly at the same time with the subgrid scale convective transport. 

This is because in the supercell case, the grid spacing is too coarse to resolve the 

strength of the convergence at the beginning of the storm. Therefore, the 

parameterization has to initiate and maintain the convection until the resolved-scale can 

respond to the redistribution of water and heat. While, in the MCS case, the 

convergence occurred over a large enough spatial scale to be resolved in the grid scale 

at the start of the storm. 
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Figure 4.11 Subgrid scale CO tendency (pptv/s) for the 11 June MCS case at 36 km (a) 

and 12 km (c) horizontal resolution domain, and grid scale CO tendency (pptv/s) at 36 

km (c) and 12 km (d) horizontal resolution domain. 
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Figure 4.12 Similar to Figure 12 but for the region where precipitation was greater 

than 3 mm/hr. 

 

Furthermore, we calculate the ratio (R) between the column maximum CO 

increase rate due to subgrid scale convection and the maximum CO increase rate due 

to grid scale convection at each 10-min interval model output time, and its 1 hour 

running mean (𝑅1ℎ
̅̅ ̅̅ ̅) which was plotted in the Figure 4.13, using the following equation: 
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𝑅𝑡 =

max ((
𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑠𝑢𝑏𝑔𝑟𝑖𝑑 1,𝑡
, (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑠𝑢𝑏𝑔𝑟𝑖𝑑 2,𝑡
, (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑠𝑢𝑏𝑔𝑟𝑖𝑑 3,𝑡
⋯ (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑠𝑢𝑏𝑔𝑟𝑖𝑑 𝑘,𝑡
)

max ((
𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑔𝑟𝑖𝑑 1,𝑡
, (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑔𝑟𝑖𝑑 2,𝑡
, (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑔𝑟𝑖𝑑 3,𝑡
⋯ (

𝜕𝐶
𝜕𝑡

̅̅̅̅
)

𝑔𝑟𝑖𝑑 𝑘,𝑡
)

 (4.6) 

𝑅1ℎ
̅̅ ̅̅ ̅ =

1

7
( ∑ 𝑅𝑡

𝑡+3

𝑡=𝑡−3

)                                                      (4.7) 

where t represents the model output time, and k represent the model height level. In 

Figure 14, we show the results before the grid scale and subgrid scale CO tendencies 

began to decay (see Figure 4.9, 4.11). After that time, the grid scale CO tendency was 

weak, which led to meaningless large values of the subgrid/grid ratio. 

 

Figure 4.13 1-hour running means of the subgrid/grid convective transport ratio for 

the 29 May supercell case (a) and 11 June MCS case (b). 

 

For the 29 May supercell case, in the 36 km domain, the subgrid/grid ratio was 

smaller in the stronger precipitation region than the precipitation > 0 mm/hr region. In 

the > 0 mm/hr result, the subgrid/grid ratio was always greater than 1 (solid red line), 

which means the subgrid scale convective transport plays a more significant role 

compared to the grid scale convective transport. Meanwhile, in the > 3 mm/hr result, 
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the subgrid/grid ratio (solid blue line) was less than 1, which means the grid scale 

convective transport contributes more. The 36 km results for the MCS case were similar 

to the 36 km results of the supercell case. In both cases, the subgrid/grid ratios in the 

12 km domain were smaller than the 36 km results. Thus, the subgrid scale convection 

contributes more in the lower resolution domain, and when the weaker precipitation 

region is included (especially in the beginning of the storm). There were some large 

values in the supercell 12 km precipitation > 3 mm/hr results, which resulted from the 

weak grid scale convective transport at around 0000 UTC. 

 

Wang et al. (1996) found that averaged over the storm duration the subgrid 

contribution to tracer convective transport was about 48% for a tropical MCS case at 

30 km resolution and 64% for a midlatitude squall line case at 25 km resolution. 

However, as shown in Figure 4.13, the contribution of subgrid convective transport 

varies over time, which Wang et al. did not discuss.  In this paper, we study the 

evolution of the subgrid contribution (SC) using the following equation: 

𝑆𝐶𝑡 =

∑ (
𝜕𝐶
𝜕𝑡

)
𝑠𝑢𝑏𝑔𝑟𝑖𝑑

𝑡
𝑡𝑠𝑡𝑎𝑟𝑡

∑ (
𝜕𝐶
𝜕𝑡

)
𝑠𝑢𝑏𝑔𝑟𝑖𝑑

𝑡
𝑡𝑠𝑡𝑎𝑟𝑡 + ∑ (

𝜕𝐶
𝜕𝑡

)
𝑔𝑟𝑖𝑑

𝑡
𝑡𝑠𝑡𝑎𝑟𝑡

                                 (4.8) 

where tstart is the earliest time when both subgrid and grid scale convection are 

operating to cause positive CO tendencies at high altitude (8-14 km for the supercell 

case, and 10-16 km for the MCS case). Time series of SC for the first 4 hours (240 

minutes) are shown in Figure 4.14. Results show that the SC is very large at the 

beginning but decreases as the storm develops. In the 36 km domain, the SC for both 

cases is initially 90 %. After two hours, the SC of the supercell case was still over 80%, 
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while the SC of the MCS case was around 65%. After four hours, the SC of both cases 

was around 30 %. In the 12 km domain, the SC was smaller than the 36 km results. The 

SC decreased faster in the MCS case than the supercell case, but the SC for the MCS 

case remained larger than that for the supercell case throughout most of the 4 hours. At 

4 hours, the SC for both cases equaled 15 %. 

 

Figure 4.14 Accumulated subgrid scale convective transport contribution percentage 

for 29 May supercell case (red) and 11 June MCS case (blue) at a resolution of 36 km 

(solid) and 12 km (dash). 

 

4.4 Summary 

In this chapter, we analyze cloud parameterized deep convective transport for 

two different convective regimes from the DC3 field campaign using WRF-Chem 

simulations: a supercell case and an MCS case. The simulations were conducted at 

horizontal resolutions of 36 km and 12 km using 1-way nesting. We tried several 

cumulus parameterization schemes (KF, BMJ, GF, G3, and Tiedke) in WRF with the 

GF scheme producing the best comparison with observed precipitation. By tuning the 

closures inside the GF scheme, the model simulation of the precipitation was further 

improved (maximum precipitation increased by 36 %) in the supercell case. The normal 
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GF scheme performed well for the MCS case. The simulation at both resolutions 

reproduced the storm location and spatial structure. Based on the precipitation in both 

cases, subgrid scale convection dominated in the 36 km domain, while grid scale 

convection dominated in the 12 km domain. Based on the precipitation results, our 

convective transport study was conducted using the GF scheme in the meteorological 

portion of WRF-Chem. 

 

In order to gain a better simulation of the subgrid convective transport, we 

replaced the WRF-Chem default scheme for the subgrid convective transport (GDCT) 

with a scheme that uses the mass fluxes calculated in the GF scheme to calculate the 

trace gas tendency due to subgrid convective transport (GFCT). Therefore, tracer 

transport is calculated within the GF scheme in a manner consistent with that done for 

water vapor. Compared with the results using GDCT and NoCT, the upper-level 

outflow CO mixing ratio for GFCT was 15-18 ppbv (17-18 %) larger in the 29 May 

supercell case resulting in a better agreement with measurements. In the 11 June MCS 

case, the GFCT improved the upper-level CO mixing ratio simulation in the storm core 

region by ~ 25 ppbv. Thus, in order to better reproduce the transport of trace gases, 

subgrid convective transport needs to be consistent with the convective cloud 

parameterization in the meteorological model that drives the chemical transport, which 

is not generally the case in current-generation chemical transport models such as WRF-

Chem and The Community Multiscale Air Quality Modeling System (CMAQ). 

Furthermore, the CO mixing ratio improvement in the 29 May case was greater than in 

the 11 June case implying that the subgrid convective transport may be more important 
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in supercells than MCSs. In addition in the MCS case, we found that sub-grid scale 

transport results in lower CO mixing ratios near the surface due to an injection of 

relatively clean mid-level air to the storm downdraft, which then descends to the lower 

troposphere and decreases the CO mixing ratio. The GFCT scheme was able to capture 

this feature, which is in agreement with a cloud-resolved simulation of the storm.  

 

Although the GFCT scheme improved the upper-level outflow CO simulation, 

the 36 km cloud parameterized CO mixing ratios within the upper tropospheric cloud 

were still smaller than the aircraft observations and the cloud resolved CO mixing ratio. 

In addition, the cloud parameterized CO in the outflow region on the downwind side 

was smaller than in the observations and cloud resolved simulation. 

 

Furthermore, we compared the impact of vertical turbulent mixing with the 

subgrid convective transport. Results indicated that in the UT, the difference between 

turning on and turning off turbulent mixing was negligible. The subgrid convective 

transport dominated the vertical redistribution of the CO. However, in the lower 

troposphere the turbulent mixing effect was essential to a good simulation.  

 

Moreover, we examined the CO tendency due to subgrid convective transport 

and grid scale convective transport. Results showed that the subgrid scale convective 

transport started earlier than the grid scale convective transport in the supercell case, 

since the grid spacing is too coarse to resolve the strength of the convergence at the 

beginning, thus the parameterization has to initiate until the resolved-scale can respond 
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to the redistribution of water and heat. While, in the MCS case, the grid scale resolved 

the strength of the convergence at the start of the storm, so the grid scale transport 

occurred nearly at the same time with the subgrid scale convective transport. As the 

storm started to develop, the CO detrainment layer at the storm top increased in height. 

Both the subgrid and grid scale convective transport reached its maximum when the 

grid scale convection started to form a continuous constant-altitude detrainment layer 

in the UT. After that time, both the subgrid and grid scale convective transport began 

to decay. Both the grid scale and subgrid scale CO tendencies in the supercell case were 

larger than in the MCS case. Furthermore, the subgrid scale convective transport played 

a more significant role in the supercell case than the MCS case. By comparing the CO 

tendency in different precipitation rate regimes, we found that both subgrid and grid 

scale convective transport were stronger in the higher precipitation region. The analysis 

of the subgrid/grid ratio demonstrated that during the development of the storm, the 

subgrid scale convection contributes more in the lower resolution domain and weak 

precipitation region (i.e. in the beginning of the storm). 

 

Finally, we examine the subgrid contribution (SC) to the CO transport. Results 

show that the SC is very large at the beginning but decreases as the storm develops. In 

the 36 km domain, at the beginning the SC for both cases equaled 90 %. After 4 hours, 

the SC decreased to 30 % for both cases. In the 12 km domain, the SC was smaller than 

the 36 km results. The SC decreased faster in the MCS case than the supercell case. 

After 4 hours, the SC for both cases was around 15 %. 
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Chapter 5 :  Evaluation of Parameterized Wet Scavenging of Trace Gases 

 

In this Chapter, WRF-Chem is employed at cloud parameterized resolution (36 

km) with chemistry and emissions to simulate the deep convective transport and wet 

scavenging processes of five soluble species (CH2O, CH3OOH, H2O2, HNO3, and SO2) 

in the May 29 supercell case. The purpose of this study is to evaluate the model-

simulated subgrid wet scavenging and to improve subgrid wet scavenging by 

determining appropriate ice retention factors, and by adjusting the conversion rate of 

cloud water to rain water. 

 

5.1 Description of WRF-Chem Subgrid Wet Scavenging Scheme 

5.1.1 The Original WRF-Chem Subgrid Wet Scavenging Scheme 

As shown in chapter 4 equation 4.3, the original WRF-Chem subgrid scheme 

included a sink due to wet scavenging Csi. Csi depends on the conversion rate of cloud 

water to rain water and on the solubility of the tracer. It is calculated using the following 

equation (Grell and Freitas, 2014): 

𝐶𝑠𝑖
= 𝛼𝐶𝑢 𝑚𝑢𝑞𝑟                                                  (5.1) 

 Where Cu is the trace gas mixing ratio in the updraft, mu is the updraft air mass, 

and qr is the mass mixing ratio of rain. The variable α can be calculated using Henry’s 

Law: 

𝛼 =

𝐾ℎ𝑞𝑙

𝜌𝑙

𝐾ℎ𝑞𝑙

𝜌𝑙
+

1
𝑅𝑔𝑎𝑠𝑇

                                                (5.2) 
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𝐾ℎ = 𝐻𝑒𝑓𝑓 × 101.325      (𝑈𝑛𝑖𝑡:
𝑚𝑜𝑙

𝑚3𝑃𝑎
)                          (5.3) 

𝐻𝑒𝑓𝑓 = 𝐻298𝑒−(
∆𝐻
𝑅

)𝑡𝑓𝑎𝑐     (𝑈𝑛𝑖𝑡:
𝑚𝑜𝑙

𝑑𝑚3𝑎𝑡𝑚
)                       (5.4) 

𝑡𝑓𝑎𝑐 =
𝑡0 − 𝑇

𝑡0𝑇
                                                    (5.5) 

where H298 (M/atm=mol dm-3atm-1) is the Henry’s Law coefficient at 298 K, T is the 

air temperature (K), ql is total liquid water content (kg m-3), ρl is the density of water 

(=1000 kg m-3), Rgas is the ideal gas constant (J mol-1 K-1), t0 = 298 K, and 
∆𝐻

𝑅
 is given 

in Table 5.1. The value of Heff between 240 K and 298 K is plotted in Figure 5.1. 

Table 5.1 Henry’s Law parameters in the original scheme 

Species H298(M atm-1) -ΔH/R (K) 

CH2O 3.23E+03 7100 

CH3OOH 3.11E+02 5241 

H2O2 8.33E+04 7379 

HNO3 2.60E+06 8700 

SO2 1.2 3100 

 

 

Figure 5.1 Heff value between 240 K and 298 K. (note: the new H2O2 Heff values are 

very close to the old ones, and the dashed line is on top of the solid line) 
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5.1.2 Improvement of Henry’s Law’s parameters 

In order to be consistent with the grid scale wet scavenging code, we made some 

changes in the part of the calculation of the Henry’s Law’s coefficient in the subgrid 

scale wet scavenging code. For some species, including H2O2, HNO3, and SO2, Heff is 

increased by the rapid acid dissociation in the aqueous phase (Neu and Prather, 2012): 

𝐻𝑒𝑓𝑓𝑝𝐻
= 𝐻298𝑝𝐻

𝑒
(−

∆𝐻
𝑅

)
𝑝𝐻

𝑡𝑓𝑎𝑐
                                             (5.6) 

𝐻𝑒𝑓𝑓𝑛𝑒𝑤
= 𝐻𝑒𝑓𝑓 (1 +

𝐻𝑒𝑓𝑓𝑝𝐻

𝑝𝐻
) (𝑓𝑜𝑟 𝐻2𝑂2 𝑎𝑛𝑑 𝑆𝑂2)    (5.7) 

𝐻𝑒𝑓𝑓𝑛𝑒𝑤
=

𝐻𝑒𝑓𝑓𝑝𝐻

𝑝𝐻
                        (𝑓𝑜𝑟 𝐻𝑁𝑂3)                    (5.8) 

where pH (potential of hydrogen) equals 1e-5. The values of H298 and H298pH used in the 

improved scheme are given in Table 5.2 (based on Neu and Prather, 2012; Bela, 

2016b). The new Heff values of H2O2, HNO3, and SO2 are shown in Figure 5.1. The 

result for H2O2 does not change much, while for the HNO3, and SO2, their solubility 

increased. 

Table 5.2 Henry’s Law parameters in the improved scheme 

Species H298(M atm-1) -ΔH/R (K) H298pH 

(M atm-1) 

-ΔH/RpH (K) 

CH2O 3.23E+03 7100 - - 

CH3OOH 3.11E+02 5241 - - 

H2O2 8.33E+04 7379 2.20E-12 -3730 

HNO3 - - 2.60E+06 8700 

SO2 1.2 3100 1.30E-02 1965 

 

5.1.3 Adding Retention of Soluble Species on Frozen Hydrometeors 

The original WRF-Chem subgrid wet scavenging scheme does not include the 

processes that occur when hydrometeors freeze (some species may partly stay in ice 

and partly go out to the gas phase). In the original WRF-Chem wet scavenging (Grell 



 

 

97 

 

and Frietas, 2014) all the soluble species stay 100% in ice. Here, we introduce an ice 

retention factor to the grid points with a temperature below 273.15 K to improve model 

simulation of the subgrid wet scavenging process: 

𝐶𝑠𝑖 = {
𝐶𝑠𝑖 𝑇 ≥ 273.15 𝐾

𝑟𝐶𝑠𝑖 𝑇 < 273.15𝐾
                                        (5.9) 

where r is the ice retention factor. The value of r is discussed in section 5.3.2.  

 

5.2 Model Setup 

5.2.1 Meteorology, Chemistry and Emission Options 

In this chapter, we only conducted the simulation at 36 km for the 29 May 

supercell case, as the subgrid convective transport of the 11 June MCS case and in the 

12 km domain of both storms was not as important compared with the subgrid 

convective transport as shown in Chapter 4. The model setup details are listed in Table 

5.3. We used the same meteorology setup as presented in Chapter 4: GF with KF 

closure for the cumulus parameterization; Mellor-Yamada-Janjic scheme (Janjic, 1994) 

for PBL scheme; two-moment Morrison microphysics (Morrison et al., 2009) for 

microphysical processes, the RRTMG scheme (Iacono et al., 2008) for longwave and 

shortwave radiation, and the Noah scheme (Koren et al., 1999) for land surface 

processes.  

 

The chemistry option was MOZCART chemistry using the KPP library. 

Photolysis rates were calculated using the F-TUV photolysis scheme (Tie et al., 2003). 

Fire emissions were calculated from the FINN data. The 2011 NEI data were used to 



 

 

98 

 

create anthropogenic emissions. Anderson et al. (2014) and Travis et al. (2016) found 

that NEI overestimated the NOx emission by 30-70 %. Therefore, we reduced the NEI 

NOx emission by 50% in our simulation. I used the MEGAN v2.04 to generate biogenic 

emissions. Aircraft emission data were obtained from Baughcum et al. (1999).  

Lightning NOx production is set at 82 moles per flash (Cummings, 2017) for both 

cloud-to-ground and intracloud flashes (see Section 5.2.3). 

Table 5.3 WRF-Chem model configuration and physics and chemistry options. 

Meteorology Initial/Boundary 

Conditions 

NAM 18 UTC 

Chemistry Initial/Boundary Conditions MOZART scaled 

Grid Resolution 36 km 

Vertical Levels 90 

Time step 120 s 

Cumulus Parameterization GF with KF closure 

Microphysics Morrison 

PBL MYJ 

Longwave Radiation RRTMG 

Shortwave Radiation RRTMG 

Lightning Schemes Price and Rind [1992; PR92] lightning 

flash rate scheme based on level of 

neutral buoyancy (Wong et al., 2013) 

Cloud Top Height Adjustment 0 

Flashrate Factor 17 

LNOx Scheme Combined intra-cloud and cloud-to-

ground flashes single-mode vertical 

distributions with LMA flashes vertical 

profile 

Moles of NO emitted per intra-cloud 

flash 

82 

Moles of NO emitted per cloud-to-

ground flash 

82 

Fire Emissions FINN 

Anthropogenic Emissions NEI with NOx reduced by 50% 

Biogenic Emissions MEGAN v2.04 

Chemistry Option MOZCART 
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5.2.2 IC/BC for Chemistry 

We used MOZART-4 to create the chemical IC and BC. In order to have a better 

simulation of simulated inflow, I adjusted the IC to better match aircraft observations 

using the equations listed in Table 5.4. The model simulated inflow trace gas mixing 

ratios are compared with aircraft data in Table 5.4. The differences between the 

simulation and observation of all the species in low-level inflow were within 10 % of 

the aircraft measurements, except H2O2. However, the high level H2O2 in the inflow 

will not affect the H2O2 in the outflow due to its high solubility and short lifetime in 

the lower troposphere. 

Table 5.4 IC formulation equations with inflow observations and simulation 

Species IC  equations Observation WRF-Chem 

inflow 

CO C=C(72+2H)/100    0<H<14 km 136.8 ± 1.1 141.4 ± 1.4 

CH2O C=C((14-H)*0.8+1) 0<H<14 km 5.2 ± 0.3 4.9 ± 0.2 

CH3OOH C=C((14-H)*0.25+1) 0<H<14 km 1.6 ± 0.1 1.6 ± 0.0 

HNO3 C=C(58+3H)/100    0<H<14 km 0.6 ± 0.1 0.6 ± 0.0 

O3 C=C(60+10H)/100  0<H<4 km 54.9 ± 1.9 59.5 ± 0.8 

H2O2 C=0.3C 2.5 ± 0.2 6.6 ± 0.0 

SO2 - - 0.5 ± 0.2 

 

5.2.3 Lightning NOx 

The lightning option is PR92 (Price and Rind, 1992; Wong et al., 2013) which 

is the recommended method for predicting lightning flash rate for parameterized 

convection in WRF-Chem.  This scheme is based on the level of neutral buoyancy from 

the convective parameterization. However, this scheme severely underpredicted the 

flash rates for this storm. Therefore, I used a flash rate adjustment factor of 17 to get 

the best simulation of the ENTLN observed storm total flashes (ENTLN measured 
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strokes/4, personal communication from Earth Networks to Dr. Kenneth Pickering) 

between 2100 UTC – 0500 UTC (Figure 5.2). The LNOx scheme we used is based on 

Ott et al. (2010), but with the vertical profile (Cummings, 2017) of the total flashes 

observed by OKLMA (Figure 5.3). The LNOx production rate is based on Cummings 

(2017). I compared the simulated NOx with the aircraft measured NOx at the time (100 

min later than the aircraft measurement time) when the model simulated cumulative 

flashes was similar with the ENTLN observed cumulative flashes at the aircraft 

measuring time. As the simulated LNOx had not been convectively transported to as 

high an altitude in the model as indicated by the aircraft, I compared the simulated NOx 

at an altitude 0.5 km lower than the observations. The simulated mean NOx mixing 

ratio (1.46 ppbv) matched the observed NOx (1.44 ppbv). 

 
Figure 5.2 ENTLN measured flashes (blue) with 80 min later model simulated flashes 

(orange). 
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Figure 5.3 Vertical profile of total flashes (green), intra-cloud flashes (orange), and 

cloud-to-ground flashes (blue) 

 

5.3 Results  

5.3.1 Results without Retention of Soluble Species on Ice 

Two WRF-Chem runs were conducted in this section. In the first run, I ran 

WRF-Chem without wet scavenging (both grid and subgrid). In the second run, I ran 
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with wet scavenging (both grid and subgrid). I compared the simulated UT vertical 

profiles of in-cloud CH2O, CH3OOH, H2O2, HNO3, and SO2 along the aircraft 

measuring track with the GV and DC8 outflow measurements. The analysis times for 

the model simulation and the observations are the same as the times used in Chapter 4. 

Results are shown in Figure 5.4. The WRF-Chem original wet scavenging scheme 

removed too much of the CH2O, CH3OOH and H2O2 in the UT, while the wet 

scavenging of HNO3 was not sufficient. 

 
Figure 5.4 Mean outflow vertical profiles (ppb) of CH2O, CH3OOH, H2O2, HNO3, SO2, 

from the 29 May supercell storm as observed by the DC-8 (black cross) and GV (black 

circle) aircraft, mean profiles as simulated in the 36 km resolution WRF-Chem run 

with (black solid line) and without (black dash line) original WRF-Chem, compared 

with the IC for cloud parameterized run (magenta). Model profiles shifted in east-west 

direction with respect to the aircraft profiles by 0.75 degrees west to ensure sampling 

of model outflow. 

 

According to Grell and Freitas (2014), the subgrid scale wet scavenging 

depends on the solubility of the tracer and on the conversion rate of cloud water to rain 

water. In order to improve subgrid wet scavenging simulation, I tried adjusting the 
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solubility of the tracer by introducing the ice retention factor in section 5.3.2, and 

adjusting the conversion rate of cloud water to rain water in section 5.3.3. 

 

5.3.2 Estimates of Retention on Ice 

One possible reason for the overestimate of subgrid wet scavenging in the UT 

is that the original WRF-Chem subgrid wet scavenging scheme does not separate 

scavenging by ice and water. When cloud water freezes, part of the dissolved gases will 

be released into the air. In cloud-resolved modeling Leriche et al. (2013)  used ice 

retention factors for SO2, H2O2, and HNO3 based on the results from previous studies 

(Voisin et al., 2000; von Blohn et al., 2011). They found that chemical species with 

very high effective Henry’s law constants (e.g. strong acids) are likely to be fully 

retained in the ice hydrometeor under all conditions. Highly soluble gases such as 

strong acids are almost completely dissociated in water so ions are hardly able to leave 

the liquid phase (von Blohn et al., 2011). For chemical species with lower effective 

Henry’s law constants (e.g. SO2 and H2O2), the pH, temperature, drop size, and air 

speed around the hydrometeor become important factors in the retention fraction 

(Stuart and Jacobson, 2004). Following this conclusion, they estimated the ice retention 

factors for CH2O and CH3OOH using data for SO2 and H2O2 and according to the 

values of the effective Henry’s law constant. They suggested using the same ice 

retention factor for SO2 as for CH3OOH, and using the same ice retention factor as 

H2O2 for CH2O. 
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Without dealing with the ice wet scavenging process separately from the liquid 

water wet scavenging will overestimate the scavenging efficiency. Therefore, here I 

add an ice retention factor (r) in the model following equation 5.9. I tested five ice 

retention factor values: r=0, r=0.1, r=0.25, r=1, and r=var (values varying by species, 

as defined in Leriche et al., 2013, see Table 5.5). The ice retention factor was applied 

to both subgrid and grid scale wet scavenging. Results are shown in Figure 5.5. 

Table 5.5 Ice retention fraction values for each soluble species in the WRF-Chem 

simulation 

 CH2O CH3OOH H2O2 HNO3 SO2 

No scav. 0 0 0 0 0 

scav. r=0 0 0 0 0 0 

scav. r=0.1 0.1 0.1 0.1 0.1 0.1 

scav. r=0.25 0.25 0.25 0.25 0.25 0.25 

scav. r=1 1 1 1 1 1 

scav. r=var 0.64 0.02 0.64 1 0.02 

 

 

Figure 5.5 Similar with Figure 5.3, but with 5 sensitivity runs with different ice 

retention factors: r=0 (blue), r=0.1 (cyan), r=0.25 (red), r=var (green), and r=1. 
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The introduction of the ice retention factor improved the model simulation of 

CH2O, CH3OOH and H2O2, the wet scavenging efficiencies for which were 

overestimated in the original WRF-Chem run. Compared to the original WRF-Chem 

results (r = 1.0), when using r=0, the differences between observation and simulation 

were reduced by 26%, 37%, and 16% for CH2O, CH3OOH and H2O2. I compared the 

average aircraft measurements with the model simulation in the same area in Table 5.6. 

According to Figure 4.7, the simulated UT CO peak was 0.5 km lower than the 

observed UT peak, which means that the model simulated maximum detrainment layer 

was around 0.5 km lower than the observation, so in Table 5.6, we compared the aircraft 

measurement with the simulation model layer that was 0.5 km lower than the aircraft 

measuring height. 

Table 5.6 Values from observations and WRF-Chem simulations of mean mixing ratio 

(ppb) of soluble species in UT outflow region 

 

OBS rf=0 rf=0.1 rf=0.25 rf=var rf=1 

No 

scav. 

CH2O 1.036 0.374 0.210 0.102 0.034 0.030 1.364 

CH3OOH 0.209 0.135 0.100 0.073 0.128 0.041 0.296 

H2O2 0.115 0.144 0.116 0.1 0.077 0.080 0.469 

HNO3 0.044 0.115 0.109 0.119 0.124 0.122 0.196 

SO2 0.007 0.004 0.004 0.004 0.005 0.004 0.179 

 

For CH2O, all the runs with wet scavenging underestimate the UT CH2O mixing 

ratio. The run without wet scavenging produced the best result. One possible reason is 

that the model removes too much CH2O below the altitude of the freezing point. When 

using wet scavenging, the usage of r=0 produced the closest result to the observation. 

For CH3OOH, r=0 produced the best result. Similar to CH2O, all the runs with wet 

scavenging underestimate the UT CH3OOH mixing ratio. For H2O2, r=0.1 gave the best 
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result. The difference between r=0.1 and the observation is less than 1%. For HNO3, 

all the runs overestimate the UT mixing ratio. For SO2, all the runs with wet scavenging 

produced very good results compared to the no wet scavenging run, which had too 

much SO2 in the upper troposphere. 

 

Furthermore, we calculated the scavenging efficiencies (SE) from the WRF-

Chem simulations as the percentage difference in mean outflow values between the 

simulations with and without scavenging following Bela et al. (2016a): 

𝑆𝐸(%) = 100 × (
𝐶𝑛𝑜𝑠𝑐𝑎𝑣
̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝐶𝑠𝑐𝑎𝑣

̅̅ ̅̅ ̅̅ ̅

𝐶𝑛𝑜𝑠𝑐𝑎𝑣
̅̅ ̅̅ ̅̅ ̅̅ ̅

)                                     (5.10) 

where Cnoscav and Cscav are the mean in-cloud outflow values of trace gases in the 

simulation without wet scavenging and the simulation with wet scavenging, 

respectively. The SE results are compared to the observed SE result from Bela et al. 

(2016a) for the 29 May supercell case in Figure 5.6. 

 
Figure 5.6 Observed scavenging efficiencies (shaded) and model simulated scavenging 

efficiencies (circle) from 5 sensitivity runs with different ice retention factors: r=0, 

r=0.1, r=0.25, r=1, and r=var. 
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For CH2O, all the runs overestimate the SE. However, lowering the ice retention 

factor reduces the difference between modeled and observed SEs, and the SE from r=0 

is the closest one to the observation. For CH3OOH, r=0.25 produced the best result. For 

H2O2, best result comes from r=var (0.64) run. For HNO3, all the runs underestimate 

the SEs. For SO2, all the simulated SEs are within the observed SE range. Comparing 

the SEs for all the five species, we found that the simulated SEs for CH3OOH were 

highly sensitive to the ice retention factor (for r ranging from 0 to 1, SE=54%-86%), 

which is consistent with what was found in Bela et al. (2018). 

 

5.3.3 Improving the Cloud to Rain Ratio 

In the original GF cumulus scheme, the following equations are used to 

calculate conversion rate (c0) of cloud water to rain water: 

𝑐0 = {
0.004 𝑇 ≥ 270 𝐾
0.002 𝑇 < 270𝐾

                                             (5.11) 

We adjusted the conversion rate (c0) following Han and Hong (2016) using the 

equation below: 

𝑐0 = {
𝑎 𝑇 ≥ 273.15 𝐾

𝑎𝑒[𝑏(𝑇−273.15)] 𝑇 < 273.15𝐾
                                   (5.12) 

where a=0.004, b=0.07. The c0 values between 220 K and 298 K are shown in Figure 

5.7. Compared to the original c0 value in the GF scheme, the new c0 is reduced below 

260 K, which is at 6 km and above. 
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Figure 5.7 Conversion rate (c0) of cloud water to rain water from the original GF 

scheme (blue), and the new conversion rate (red) based on Han and Hong (2016). 

 

As in section 5.3.2, we conducted five sensitivity runs with different ice 

retention factors (Table 5.5), and a run without wet scavenging using the new 

conversion rate of cloud water to rain water. The simulated vertical profile of the 

soluble trace gases, mean mixing ratios in the UT outflow region, and SEs are shown 

in Figure 5.8, Table 5.7 and Figure 5.9, respectively. Compared to the results in section 

5.3.2, use of the new conversion rate of cloud to rain improves the outflow CH2O and 

CH3OOH mixing ratios, by increasing UT CH2O mixing ratios by 12 % and increasing 

CH3OOH by 63%. Similar to the results in section 5.3.2, r=0 produced the best result 

for CH2O and CH3OOH; r=0.1 produces the best result for H2O2. All the wet 

scavenging runs overestimate the HNO3 mixing ratio; all the wet scavenging runs well 

reproduced the observed SO2 in UT. In addition, we found that changing the conversion 

rate does not affect the SEs much. 
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Figure 5.8 Similar to Figure 5.5, but for the runs with the new conversion rate of cloud 

water to rain water. 

 

Table 5.7 Similar to Table 5.6, but for the runs with the new conversion rate of cloud 

water to rain water. 

 

OBS r=0 r=0.1 r=0.25 r=var r=1 

No 

scav. 

CH2O 1.036 0.419 0.335 0.208 0.092 0.05 1.517 

CH3OOH 0.209 0.219 0.189 0.122 0.202 0.072 0.325 

H2O2 0.115 0.219 0.096 0.079 0.069 0.059 0.738 

HNO3 0.044 0.130 0.105 0.118 0.134 0.106 0.219 

SO2 0.007 0.004 0.003 0.004 0.004 0.005 0.206 
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Figure 5.9 Similar to Figure 5.5, but for the runs with the new conversion rate of cloud 

water to rain water. 

 

Based on all the results in section 5.3.2 and section 5.3.3, we concluded that the 

best estimate of the ice retention factor for each soluble species are: r=0 for CH2O and 

CH3OOH, r=0.1 for H2O2. The model overestimated the HNO3 even with r=1, so we 

suggest using r=1 for HNO3. Our best estimates of the ice retention factors for CH2O 

and H2O2 are lower than Leriche et al. (2013), but similar for CH3OOH. Compared to 

the best estimate from Bela et al. (2016) which were based on the cloud resolved 

simulation, our results are close to their results except for CH3OOH (their best estimate 

was 1). 

 

5.4 Summary 

In this chapter, we evaluated the simulation of WRF-Chem subgrid wet 

scavenging. We use WRF-Chem to simulate the 29 May supercell storm observed 

during the DC3 field campaign at 36 km resolution, and compare the mixing ratio of 
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five soluble species (CH2O, CH3OOH, H2O2, HNO3, and SO2) from the model 

simulation and aircraft observation. CH2O, CH3OOH, H2O2 are important HOx 

precursors, and HOx is necessary for ozone production. HNO3 is an important NOx 

reservoir species, and SO2 is an important source of sulfate aerosol in the UT. 

 

Simulation results showed that the original WRF-Chem wet scavenging scheme 

removed too much CH2O, CH3OOH and H2O2 in the UT, and overestimated the HNO3 

mixing ratio in the cloud outflow region. In order to improve subgrid wet scavenging 

simulation, we adjusted the solubility of the tracer by introducing the ice retention 

factor, and adjusted the conversion rate of cloud water to rain water. 

 

The introduction of the ice retention factor improves the model simulation of 

CH2O, CH3OOH and H2O2, whose wet scavenging efficiencies were overestimated in 

the original WRF-Chem run. Compared to the original WRF-chem results, when using 

r=0, the differences between observation and simulation were reduced by 26%, 37%, 

and 16% for CH2O, CH3OOH and H2O. The usage of the new conversion rate of cloud 

water to rain water provided an additional improvement of CH2O, CH3OOH by 

increasing CH2O by 12 % and increasing CH3OOH by 63%. However, the simulated 

CH2O was still much lower (60%) than the observation, and the simulated HNO3 was 

still higher (1.38 times greater) than the observation. The SE analysis demonstrated that 

all the wet scavenging runs underestimate the SE of HNO3, and overestimated the SE 

of CH2O. 
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Based on the results in section 5.3.2 and section 5.3.3, we concluded that the 

best simulation is using the new conversion rate of cloud water to rain water, and using 

ice retention factor for soluble species. The best estimate of the ice retention factors 

are: r=0 for CH2O and CH3OOH, r=0.1 for H2O2, r=1 for HNO3. The SO2 simulation 

did not respond to the change of ice retention factor, so we suggest the value from the 

laboratory results, which is 0.02. Our best estimates of the ice retention factors for 

CH2O and H2O2 are lower than Leriche et al. (2013) and similar for CH3OOH. 

Compared to the best estimate from Bela et al. (2016), which were based on the cloud 

resolved simulation, our results are close to their results except for CH3OOH (their best 

estimate was 1). 
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Chapter 6 : Tropospheric Ozone Production Downwind of Deep 

Convection 

 

In this Chapter, we use the model described in Chapter 5 with our best estimate 

of ice retention factors, which are r=0 for CH2O and CH3OOH, r=0.1 for H2O2, r=1 for 

HNO3, and r=0.02 for SO2, to run a much longer simulation (from 1800 UTC 29 May 

to 0000 UTC 31 May) to study the ozone change downwind of deep convection. Four 

sensitivity runs were conducted to analyze the influence of the ice retention factor on 

downwind ozone production. The purpose of this chapter is to estimate the downwind 

production of ozone and its sensitivity to the choice of different ice retention factors.  

 

6.1 Ozone Simulation (Control Simulation) Compared with Aircraft Data at Time of 

Active Convection  

The vertical profile of observed and simulated mean in-cloud ozone along the 

aircraft measurement track is shown in Figure 6.1. I removed the points affected by 

stratospheric ozone for both aircraft measurements and simulations by excluding the 

points where the observed and modeled ratio of O3 to CO was greater than 1.25. It is 

not appropriate to include these points as the model does not include stratospheric 

chemistry. Therefore, in Figure 6.1, there was no model simulation results plotted on 

the level of 12.25 km. Besides that, the model well reproduced the mean ozone vertical 

distribution.  



 

 

114 

 

 

Figure 6.1 Mean anvil outflow vertical profiles (ppbv) of O3 from the 29 May supercell 

storm as observed by the DC-8 (black cross) and GV (black circle) aircraft, mean 

profiles as simulated in the 36 km resolution WRF-Chem (blue), compared with the IC 

for cloud parameterized run (magenta). Model profiles shifted in east-west direction 

with respect to the aircraft profiles by 0.75 degrees west to ensure sampling of model 

anvil outflow. 

 

As the storm developed, the UT ozone mixing ratio was reduced due to the 

convective transport of low ozone air from the PBL to the UT. The aircraft measured 

mean ozone mixing ratios in the storm anvil region are shown in Table 6.1. The GV 

measured mean ozone mixing ratio was 82.9 ppbv and the DC8 measured mean ozone 

mixing ratio was 78.1 ppbv. The model simulated mean ozone mixing ratio at GV 

measuring height was 81.6, and the simulated average ozone mixing ratio at DC-8 

measuring height was 79.8 ppbv. The model simulated mean ozone mixing ratios were 

close to the observations (the differences between the observation and simulation were 

less than 2%). 
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Table 6.1 Aircraft measured and model-simulated mean ozone (ppbv) in the storm anvil 

and one day downwind of storm. 

 DC8 measuring altitude GV measuring altitude 

 OBS WRF-Chem OBS WRF-Chem 

Storm region  78.1±5.3 79.8±13.0 82.9±8.0 81.6±7.0 

1 day after  104.3±3.3 97.0±6.9 113.5±1.4 115.8±11.7 

Net ozone 

change 

25.9 17.2 30.6 34.2 

Net ozone 

production 

- 10.7±1.0 - 5.5±2.5 

 

6.2 Downwind Ozone Production 

Guided by near-real-time GOME-2 satellite data for NO2 and forecast trajectory 

analysis, the DC-8 and GV measured the storm outflow of the 29 May supercell case 

in the southern Appalachian region on the day following the storm (30 May). The DC-

8 mainly measured at ~ 11 km from 2100 UTC 30 May to 0000 UTC 31 May, and GV 

mainly sampled at ~ 11.4 km from 2200 UTC to 2330 UTC 30 May. The aircraft 

measured ozone on 30 May in the downwind region was larger than the ozone mixing 

ratio measured in the anvil outflow during the active storm (Table 6.1). The mean ozone 

mixing ratio at 11 km measured by DC-8 was 104.3 ppbv, which was 25.9 ppbv larger 

than one day before in the anvil outflow, while the mean ozone mixing ratio at 11.4 km 

measured by GV was 113.5 ppbv, which was 30.6 ppbv larger than one day before.  

 

Figures 6.2-6.7 show the hourly simulated NOx and ozone mixing ratio at the 

DC-8 measurement altitude (~11 km, left) and GV measurement altitude (~11.4 km, 

right), compared with the aircraft measurements. As the modeled storm started 80 min 

later than the observation, I plotted the aircraft data 80 min later in Figures 6.2-6.7. In 
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Figure 6.2-6.7, the model reproduced the UT NOx and ozone horizontal transport. The 

high NOx and low ozone air, which represented the storm downwind outflow, was 

transported to the southern Appalachian region by the end of 30 May.  

 

Figure 6.2 Hourly NOx simulation at 11 km from 0100 UTC to 0800 UTC (model time: 

0220 UTC to 0920 UTC) 30 May at 11 km (left); and NOx simulation at 11.4 (right). 
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Figure 6.3 Similar to Figure 6.2, but from 0900 UTC to 1600 UTC (model time: 1020 

UTC to 1720 UTC) 30 May. 
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Figure 6.4 Similar to Figure 6.2, but from 1700 UTC 30 May to 0000 UTC 31 May 

(model time: 1820 UTC 30 May to 0120 UTC 31 May) with DC-8 measurements 

(circles, left); and with GV measurements (circles, right). The aircraft measuring time 

was between 80-140 min before the model plotting time. 
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Figure 6.5 Hourly ozone simulation at 11 km from 0100 UTC to 0800 UTC (model 

time: 0220 UTC to 0920 UTC) 30 May at 11 km (left); and ozone simulation at 11.4 

(right). 



 

 

120 

 

 

Figure 6.6 Similar to Figure 6.5, but from 0900 UTC to 1600 UTC 30 May (model 

time: 1020 UTC to 1720 UTC). 
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Figure 6.7 Similar to Figure 6.5, but from 1700 UTC 30 May to 0000 UTC 31 May 

(model time: 1820 UTC 30 May to 0120 UTC 31 May) with DC-8 measurements 

(circles, left); and with GV measurements (circles, right). The aircraft measuring time 

was between 80-140 min before the model plotting time. 

 

I calculated the simulated mean ozone mixing ratio in the downwind outflow 

region at 0000 UTC 31 May along the aircraft flight track (Table 6.1). The storm 

downwind outflow region was defined as the region where NOx >0.5 ppbv. The 

simulated mean ozone mixing ratios in that region were similar to the observations 

(Table 6.1). The simulated mean ozone mixing ratio at 11 km was 97.0 ppbv (7 % lower 

than the observation), and 113.3 ppbv (2 % higher than the observation) at 11.4 km. 

Therefore, the simulated average ozone increase was 17.2 ppbv at the DC8 measuring 
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level and 34.2 ppbv at the GV measuring level. The simulated increase was very close 

to the observed increase at 11.4 km, but 34% smaller than observed at 11 km. However, 

not all of the increase was caused by photochemical production. Some of the increase 

could be due to mixing of larger ozone values (e.g. there was a stratospheric intrusion 

of large ozone values out ahead of the convective outflow plume) from areas 

surrounding the low ozone plume as it moved downwind. In Figure 6.5, before sunrise 

time (approximately 1030 UTC on 30 May), the low ozone region started to shrink 

between 0800 UTC and 1000 UTC at the GV measuring height, which suggests that 

the ozone increase was due to mixing during this period. After sunrise, ozone rapidly 

increased in this air mass due to photochemical production. Considering this, I 

calculated the 24-hour net ozone production between 0000 UTC May 30 (model time: 

0120 UTC May 30) and 0000 UTC May 31 (model time: 0120 UTC May 31) at all grid 

points in the downwind region of the flights, by adding the ozone production at each 

time step beginning at 0000 UTC (model time: 0120 UTC) to the model as a tracer. 

Results are shown in Figure 6.8 and Table 6.1. The simulated net ozone production was 

10.7 ppbv/day (62% of the total simulated ozone change) at the DC8 measuring height, 

and 5.5 ppbv/day (16% of the total simulated ozone change) at GV measuring height. 

Thus, at the DC8 measuring height, the net ozone production dominated the ozone 

change, while at the GV measuring height, the mixing of larger ozone values dominated 

the ozone change. Compared to the net ozone production results from the previous 

studies (7-15 ppbv/day), the simulated net ozone production at DC8 measuring height 

was within the range, while the net ozone production at GV measuring height was 

smaller than the results from the previous studies.  



 

 

123 

 

 
Figure 6.8 24-hour net ozone production between 0000 UTC May 30 (model time: 0120 

UTC) and 0000 UTC May 31 (model time: 0120 UTC) in air arriving at map locations 

at DC8 measuring altitude (a) and GV measuring altitude (b). 

 

6.3 Influence of Ice Retention Factor on Ozone Production 

In this section, we conducted 4 sensitivity runs and compared the results with 

the simulation in section 6.2 (control run). The four sensitivity runs include (Table 6.2): 

(1) without wet scavenging (No Scav); (2) ice retention factor (r) equals 1 (r=1); (3) 

using ice retention factor based on laboratory measurements (Leriche et al., 2013); (4) 

using ice retention factor based on Bela et al. (2016a, 2018). 

 

Table 6.2 Ice retention factors for control run and each sensitive run 

 CH2O CH3OOH H2O2 HNO3 SO2 

Control 0 0 0.1 1 0.02 

No scav. 0 0 0 0 0 

r=1 1 1 1 1 1 

r=lab 0.64 0.02 0.64 1 0.02 

r=Bela 0 1 0.1 1 1 

 

 

Figure 6.9 shows the downwind ozone mixing ratio differences between the 

control run and each sensitivity run, with positive (negative) values meaning larger 
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(smaller) than the control run. Without turning on the wet scavenging, the model 

overestimates the ozone production during transport to the downwind region. When 

setting the ice retention factor as 1 (all species stay in ice, as in the standard WRF-

Chem), the downwind ozone production was underestimated. Comparing the results of 

each sensitivity run, I found that the downwind ozone production is very sensitive to 

the choice of ice retention factors for the soluble species.  

 

 
 

Figure 6.9 The ozone mixing ratio differences between each sensitivity run and control 

run. 

 

6.4 Summary 

In this chapter, we examine the downwind ozone mixing ratio evolution. The 

model well reproduces the convective transport of ozone and the downwind ozone 

transport and production. When the storm was active, the UT ozone mixing ratio was 

reduced due to the vertical transport of low ozone PBL air to the UT. During the 
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nighttime, UT ozone kept decaying. After sunrise, the ozone mixing ratio increased 

rapidly, which resulted from the photochemical reactions. The aircraft measured mean 

ozone mixing ratio increased 25.9 ppbv at DC8 measuring height, and 30.6 at GV 

measuring height in the downwind outflow region compared with the anvil region. The 

average ozone increase in the model was 17.2 ppbv at DC8 measuring level and 34.2 

ppbv at GV measuring level.  The simulated net ozone production was 10.7 ppbv/day 

(62% of the total simulated ozone change) at DC8 measuring height, and 5.5 ppbv/day 

(16% of the total simulated ozone change) at GV measuring height. Thus, at DC8 

measuring height, the net ozone production dominated the ozone change, while at GV 

measuring height, the mixing of larger ozone values dominated the ozone change. 

Compared to the net ozone production results from the previous studies (7-15 

ppbv/day), the simulated net ozone production at DC8 measuring height was within the 

range, while the net ozone production at GV measuring height was lower than the 

results from the previous studies. 

 

Moreover, we explored the sensitivity of the ice retention factors on the 

downwind ozone production simulation. The results of the sensitivity tests showed that 

the downwind ozone production is very sensitive to the choice of ice retention factors 

for the soluble species.  
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Chapter 7 : Conclusions and Recommendations for Future Research 

 

7.1 Conclusions 

Deep convective transport of surface moisture and pollution from the planetary 

boundary layer to the upper troposphere and lower stratosphere affects the radiation 

budget and climate. The first part of my Ph.D. research analyzed the deep convective 

transport in three different convective regimes from the 2012 Deep Convective Clouds 

and Chemistry field campaign: 21 May Alabama air mass thunderstorms, 29 May 

Oklahoma supercell severe storm, and 11 June MCS. There was not a single set of 

model configuration and IC/BC that led to satisfactory simulations of all three cases.  

Each case required its own set of model specifications to obtain the best possible 

simulation.  Lightning data assimilation within the WRF-Chem is utilized to improve 

the simulations of storm location, vertical structure, and chemical fields. Analysis of 

vertical flux divergence shows that deep convective transport in the 29 May supercell 

case is the strongest per unit area, while transport of boundary layer insoluble trace 

gases is relatively weak in the MCS and airmass cases. The weak deep convective 

transport in the strong MCS is unexpected and is caused by the injection into low-levels 

of midlevel clean air by a strong rear inflow jet. In each system, the magnitude of tracer 

vertical transport is more closely related to the vertical distribution of mass flux density 

than the vertical distribution of trace gas mixing ratio. Finally, the net vertical transport 

is strongest in high composite reflectivity regions and dominated by upward transport. 
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In the second part, I used cloud parameterized WRF-Chem simulations to 

analyze the subgrid deep convective transport of CO at 12 km and 36 km horizontal 

resolution in the same DC3 supercell and mesoscale convective systems, and I compare 

the simulation results with aircraft measurements and cloud resolved simulations. The 

best WRF simulations of these storms in terms of precipitation were obtained with use 

of the Grell-Freitas (GF) convective scheme. The default WRF-Chem subgrid 

convective transport scheme was replaced with a scheme to compute convective 

transport within the GF subgrid cumulus parameterization, which resulted in more 

realistic vertical distributions of modeled trace gases, especially in the 36 km resolution 

domain. I examined the CO tendencies due to subgrid and grid scale convective 

transport. Results showed that the subgrid convective transport started earlier than the 

grid scale convective transport. The subgrid scale convective transport reached its 

maximum at the time when the grid scale convection started to form a continuous 

constant-altitude detrainment layer. After that, both the subgrid and grid scale 

convective transport began to decrease. The subgrid scale convective transport played 

a more significant role in the supercell case than the MCS case. Subgrid contribution 

reached ~90 % at the beginning of the storm, and decreased to ~ 30 % (17 %) for the 

36 km (12 km) domain 4 hours later. 

 

In the third part of my research, I improved the simulation of WRF-Chem 

subgrid wet scavenging by introducing the ice retention factor and adjusting the 

conversion rate of cloud water to ice water. Simulation results showed that the original 

WRF-Chem wet scavenging scheme removed too much CH2O, CH3OOH and H2O2 in 
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the UT, and overestimated the HNO3 mixing ratio in the cloud outflow region. The 

introduction of the ice retention factor improves the model simulation of CH2O, 

CH3OOH and H2O2, the wet scavenging efficiencies of which were overestimated in 

the original WRF-Chem run. The differences between observation and simulation were 

reduced by 26%, 37%, and 16% for CH2O, CH3OOH and H2O, when using r=0. The 

usage of the new conversion rate of cloud water to rain water provided an additional 

improvement of CH2O, CH3OOH by increasing CH2O by 12 % and increasing 

CH3OOH by 63%. However, the simulated CH2O was still much lower (60%) than the 

observation, and the simulated HNO3 was still higher (1.38 times greater) than the 

observation. The SE analysis demonstrated that all the wet scavenging runs 

underestimated the SE of HNO3, and overestimated the SE of CH2O. Based on all the 

results in section 5.3.2 and section 5.3.3, we concluded that the best simulation is using 

the new conversion rate of cloud water to rain water, and using ice retention factor for 

soluble species. The best estimate of the ice retention factors are: r=0 for CH2O and 

CH3OOH, r=0.1 for H2O2, r=1 for HNO3. The SO2 simulation did not respond to the 

change of ice retention factor, so we suggest the value from the laboratory results, 

which is 0.02.  Our best estimates of the ice retention factors for CH2O and H2O2 are 

lower than Leriche et al. (2013), but similar for CH3OOH. Compared to the best 

estimate from Bela et al. (2016), which were based on the cloud resolved simulation, 

our results are close to their results except for CH3OOH (their best estimate was 1). 

 

In the fourth part, I examined the downwind ozone mixing ratio evolution. The 

model well reproduced the convective transport of ozone and the downwind ozone 
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transport and production. When the storm was active, the UT ozone mixing ratio was 

reduced due to the vertical transport of low ozone PBL air to the UT. During the 

nighttime, the plume of UT ozone kept decaying. After sunrise, the ozone mixing ratio 

increased rapidly, which resulted from the photochemical reactions. The aircraft 

measured mean ozone mixing ratio increased 25.9 ppbv at DC8 measuring height, and 

30.6 at GV measuring height in the downwind outflow region compared with the anvil 

region. The average ozone increase in the model was 17.2 ppbv at DC8 measuring level 

and 34.2 ppbv at GV measuring level.  The simulated net ozone production was 10.7 

ppbv/day (62% of the total simulated ozone change) at DC8 measuring height, and 5.5 

ppbv/day (16% of the total simulated ozone change) at GV measuring height. Thus, at 

DC8 measuring height, the net ozone production dominated the ozone change, while at 

GV measuring height, the mixing of larger ozone values dominated the ozone change. 

Compared to the net ozone production results from the previous studies (7-15 

ppbv/day), the simulated net ozone production at DC8 measuring height was within the 

range, while the net ozone production at GV measuring height was lower than the 

results from the previous studies. 

 

Moreover, I explored the sensitivity of the ice retention factors on the 

downwind ozone production simulation. The results of the sensitivity tests showed that 

the downwind ozone production is very sensitive to the choice of ice retention factors 

for the soluble species. 
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7.2 Future Work 

7.2.1 Deep Convective Transport  

A detailed investigation of deep convective transport in different convective 

regimes is fundamental to understanding how deep convective transport influences the 

radiation budget and climate of the Earth. We have examined convective transport for 

case studies representing three types of convection. Quantifying the relative frequency 

of these types of convection and others using data from satellites and other sources is 

an active area of research [e.g., Machado and Rossow, 1993; Tan et al., 2013; 

Tselioudis et al., 2013; Cotton et al., 1995]. However, comprehensive studies with 

detailed storm classification of the global frequencies of different convective regimes 

are lacking. For example, studies showing detailed classifications of storms (i.e., squall 

lines with different stratiform rain patterns, bow echo, supercell, multicell, isolated 

cells, and broken line) are needed. In addition, studies with a detailed classification of 

convective regimes [e.g., Gallus et al., 2008; Schoen and Ashley, 2010] need to be 

expanded to include additional regions. Comprehensive studies to determine these 

frequencies are lacking, but this is recommended as an area of future work. Next, it 

would be interesting to examine the deep convective transport of other trace gases, 

water vapor, and aerosol in different convective regimes.  

 

7.2.2 Cloud Parameterized Convective Transport  

According to the results in Chapter 4, in order to obtain reasonable simulations 

of the impact of convection on tropospheric composition, subgrid convective transport 
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needs to be computed in a manner consistent with the subgrid convection in the driving 

meteorological model. This is true regardless of whether the chemical transport is 

computed online with the meteorology or in an offline manner. If cumulus schemes 

other than GF are used, the convective transport needs to be performed consistently 

with those schemes. Thus, more work needs to be done on writing the module of 

subgrid scale convective transport of trace gases for different cumulus 

parameterizations. 

 

7.2.3 Cloud Parameterized Wet Scavenging 

Based on the results in Chapter 6, downwind ozone production is very sensitive 

to the choice of ice retention factors of some soluble species. In order to have a better 

estimation of the ice retention efficiency, there is great need to obtain a good simulation 

of the cloud ice in the cumulus parameterizations. However, most of the cumulus 

parametrizations do not have the cloud ice simulation. Thus, more efforts need to be 

put into the work of adding ice physics in the cumulus schemes. Also, we need to do 

more sensitivity tests to estimate the ice retention for different convective regimes. 
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