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Life consumption monitoring involves monitoring the operating and environmental 

conditions to predict the remaining life. This thesis presents a life consumption 

monitoring process that applicable to the system level. Failure Modes, Mechanisms and 

Effects Analysis (FMMEA) is introduced as a new step in the life consumption 

monitoring process that systematically identifies potential failure mechanisms and 

models for all potential failures modes, and prioritizes the failure mechanisms to identify 

the high priority mechanisms. High priority mechanisms help in determining right suite 

of product parameters that need to be monitored for determining the damage and life 

consumed. A case study describing the FMMEA process for a simple electronic circuit 

board assembly is presented. A new methodology for remaining life prediction has been 

introduced in the life consumption monitoring process and is validated from a previous 

life consumption monitoring case study. A discussion on uncertainty and accuracy of 

prediction is also presented. 
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Chapter 1: INTRODUCTION 

Health monitoring is a method of assessing the degradation of a product health 

(reliability) in its life cycle environment by continuous or periodic monitoring, and 

interpretation of, the parameters indicative of its health. Based on the product’s health, 

determined from the monitored actual life cycle conditions, procedures can be developed 

to maintain the product [32]. Health monitoring therefore permits new products to be 

concurrently designed for a life cycle environment known through monitoring. Product 

health monitoring can be implemented through the use of various techniques to sense and 

interpret the parameters indicative of: 

1. Performance degradation, (e.g. deviation of operating parameters from their expected 

values); 

2. Physical or electrical degradation (e.g. cracks, corrosion, delamination, increase in 

electrical resistance or threshold voltage); 

3. Changes in life cycle environment (e.g. usage duration and frequency, ambient 

temperature, vibration, shock, humidity, etc.). 

Based on the product’s health, determined from the monitored actual life cycle 

conditions, procedures can be developed to maintain the product [28]. Health monitoring 

therefore permits new products to be concurrently designed for a life cycle environment 

known through monitoring. Health monitoring systems are typically categorized as 

diagnostic, prognostic, or life consumption monitoring (LCM) systems.  

Diagnostic systems monitor the current operating state of health to identify potential 

causes of failure in order to restore the system. These systems are widely used across 
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different industries for fault identification purposes. An example of a diagnostic system is 

the use of piezoelectric sensors, which detect and analyze the ultrasonic acoustic signals 

traveling through machinery to report fault or wearout condition [29]. 

Prognostic systems monitor the faults or precursors to failure, and predict the time or 

number of operational cycles to failure induced by a monitored fault. Examples of 

prognostic systems include Self-Monitoring Analysis and Reporting Technology 

(SMART) employed in computer hard drives [30]. 

LCM is a method of monitoring parameters indicative of a system’s life cycle health 

and converting the measured data into life consumed [32]. The LCM process involves 

continuous or periodic measuring, sensing, recording, and interpretation of product 

parameters to quantify the amount of product degradation. LCM systems have been 

introduced in the automotive industry, for automotive engine oil monitoring [31] the 

degradation of which depends upon time, temperature, and contamination related to 

engine usage. Such LCM systems incorporate physics based mechanisms and predictive 

models which estimate the remaining life of oil based on the monitored engine usage.  

The model algorithms are programmed into the engine control modules to inform the 

driver of the oil life status.  

Failures in electronic products are often attributable to various combinations, 

intensities, and durations of environmental loads, such as temperature, humidity, 

vibration, and radiation. For many of the failure mechanisms in electronic products, there 

are models that relate environmental loads to the time to failure of the product. Thus, by 

monitoring the environment of the product over its life cycle, it may be possible to 
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determine the amount of damage induced by various loads and predict when the product 

might fail [32]. 

Based on the knowledge of the product failure mechanisms, appropriate life 

consumption monitoring systems and prognostics strategies can be developed. This paper 

discusses the application of FMMEA to supporting the implementation of such strategies. 

The FMMEA methodology is presented, having the potential to contribute for effective 

life consumption monitoring of electronics. Ideally the products should be designed such 

that the threshold of damage required to cause failure should not occur within the usage 

life of the product. To achieve that, knowledge of usage environment, the failure modes, 

failure mechanisms and its impact on the design is necessary. To evaluate the product 

reliability and to design for reliability all relevant failure mechanisms must be 

considered. This task of determining the set of relevant failure mechanisms can become a 

large undertaking for most electronic systems. FMMEA can be used to achieve this task 

in a systematic manner. 
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Chapter 2: IMPROVED LIFE CONSUMPTION MONITORING APPROACH 

Ramakrishnan [26] proposed a physics-of-failure based methodology for determining 

the damage or life consumed in a product. It showed how to make the environmental data 

compatible with physics-of-failure models to estimate the amount of accumulated 

damage. Mishra [27] extended the approach to include estimation of the remaining life of 

a product from the collected environmental parameters. 

System level life consumption monitoring requires the systematically identifying all 

the parameters that drive the failure in a system and monitor those select few parameters 

that drive the failure. FMMEA is introduced as a new step in the LCM process that 

systematically identifies all failure mechanisms and models for all potential failures 

modes, and prioritizes the failure mechanisms to identify the high priority mechanisms.  

Ideally all failure mechanisms and their interactions must be considered for product 

design and analysis. In the life cycle of a product, several failure mechanisms may be 

activated by different environmental and operational parameters acting at various stress 

levels, but only a few operational and environmental parameters and failure mechanisms 

are in general responsible for the majority of the failures. High priority mechanisms 

provide effective utilization of resources and are those select failure mechanisms that 

determine the operational stresses and the environmental and operational parameters that 

must be accounted for in the design or be controlled. This enables the right suite of 

product parameters that need to be monitored for determining the damage and life 

consumed. The monitored parameters are then simplified to reduce memory requirement 

and also to be compatible with the failure models associated with the critical failure 
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mechanisms. The simplified data is used for performing stress and damage accumulation 

analysis and accumulated damage is subsequently used for predicting the remaining life.  

The traditional remaining life estimation algorithm used in earlier approaches in life 

consumption monitoring process were overtly simplistic and took into account only the 

previous data point during iteration. A new prognostic algorithm for remaining life 

prediction has been demonstrated that incorporates all data points and a comparison has 

been made with other remaining life prediction models using data from a previous case 

study. 

The new LCM methodology has five steps to estimate the remaining life of an 

electronic product as shown in Figure 1 . These steps include FMMEA, data processing 

and simplification, stress and damage accumulation analysis and remaining life 

estimation.  

Monitor product parameters

Conduct data simplification and processing

Perform stress and damage accumulation analysis 

Conduct FMMEA

Estimate the remaining life of the product 

Remedial action?
Schedule Maintenance or

Replace product

YesNo

Continue monitoring

 

Figure 1: Improved life consumption monitoring methodology 
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Chapter 3: FAILURE MODES, MECHANISMS AND EFFECTS ANALYSIS 

METHODOLOGY 

The competitive marketplace and need for reducing life cycle cost for products are 

making the product developers and manufacturers look for economic ways to improve the 

product development process. Increased demands on companies for high quality, reliable 

products and the increasing capabilities and functionality of many products are making it 

difficult for manufacturers to maintain the quality and reliability. Industry has been 

interested in a systematic approach that gives a better understanding of the potential 

failures and how they might affect product performance. Some organizations are either 

using or requiring the use of Failure Mode and Effects Analysis (FMEA) towards 

achieving that goal. Failure is the loss of the ability of a product to perform its required 

function [1]. FMEA is a systematic procedure to evaluate potential failures, identify the 

effects of failures, and determine actions which could eliminate or reduce the chance of 

the potential failure occurring [10]. 

FMEA was developed as a formal methodology in the 1950’s at Grumman Aircraft 

Corporation, where it was used to analyze the safety of flight control systems for naval 

aircraft. From the 1970’s through the 1990’s, various military and professional society 

standards and procedures were written to define the FMEA methodology [7] [8] [13] to 

meet the needs for various industry sectors. In 1971, the Electronic Industries Association 

(EIA) G-41 committee on reliability published “Failure Mode and Effects Analysis”. In 

1974, the US Department of Defense published Mil-Std 1629 “Procedures for Performing 

a Failure Mode, Effects and Criticality Analysis” which through several revisions became 

the basic approach for analyzing systems. In 1985, the International Electrotechnical 
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Commission (IEC) introduced IEC 812 “Analysis Techniques for System Reliability – 

Procedure for Failure Modes and Effects Analysis”. In the late 1980’s the automotive 

industry adopted the FMEA practice. In 1993, the Supplier Quality Requirements Task 

Force comprised of representatives from Chrysler, Ford and GM, introduced FMEA into 

the quality manuals through the QS 9000 process. In 1994, Society of Automotive 

Engineers (SAE) published SAE J-1739 “Potential Failure Modes and Effects Analysis in 

Design and Potential Failure Modes and Effects Analysis in Manufacturing and 

Assembly Processes” reference manual that provided general guidelines in preparing an 

FMEA. In 1999, Daimler Chrysler, Ford and GM as part of the International Automotive 

Task Force agreed to recognize the new international standard “ISO/TS 16949” that 

included FMEA and would eventually replace QS 9000 in 2006. 

FMEAs are used across many industries and are often referred to by types such as 

System FMEA, Design FMEA (DFMEA), Process FMEA (PFMEA), Machinery FMEA 

(MFMEA), Functional FMEA, Interface FMEA and Detailed FMEA. Although the 

purpose, terminology and details can vary according to type and industry, the principle 

objectives of FMEAs are to anticipate the most important problems early in the 

development process and either prevent the problems or minimize their consequences. 

FMEA can be applied at any point in the product life cycle from the design to the end-of-

life and provide a formal and systematic approach for product and process development.  

FMEA was initially limited to the analysis of the effects of the failure modes for 

safety analysis. Failure Modes, Effects and Criticality Analysis (FMECA) was considered 

an extension of FMEA that included assessing the probability of occurrence and 

criticality of potential failure modes. Today, the distinctions between the two have 
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become less well defined and the terms FMEA and FMECA are used interchangeably [6] 

[7]. FMEA is also one of the six sigma tools [9] and is utilized by some six sigma 

organizations in some form or the other. 

The FMEA methodology is based on a hierarchical approach to determine how 

possible failure modes affect the system [7]. The basic procedure is to: 

1. Identify elements or functions in the system 

2. Identify all element or function failure modes 

3. Determine the effect(s) of each failure mode and its severity 

4. Determine the cause(s) of each failure mode and its probability of occurrence 

5. Identify the current controls in place to prevent or detect the potential failure modes 

6. Assess risk, prioritize failures and assign corrective actions to eliminate or mitigate 

the risk 

7. Document the process 

FMEA involves inputs from a cross-functional team having the ability to analyze the 

whole product life cycle [15]. To achieve the greatest value, FMEA should be conducted 

before a failure mode has been unknowingly built into the product when the design 

changes are easier and less expensive [4]. A typical design FMEA worksheet is shown in 

Figure 2. For risk assessment, an FMEA uses occurrence and detection probabilities in 

conjunction with severity criteria to develop a risk priority number (RPN). RPN is the 

product of severity, occurrence and detection. After the RPNs are evaluated, they are 

prioritized and corrective actions are taken to mitigate the risk. Once the corrective 

actions are implemented, the severity, occurrence and detection values are reassessed, 
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and a new RPN is calculated. This process continues until the risk level is acceptable. 

Thus, FMEA is reviewed and updated periodically. 

System      Potential  

FMEA 

Number         

Subsystem      Failure Mode and Effects Analysis  Prepared By         

Component      (Design FMEA)  FMEA Date         

Design Lead       Key Date         Revision Date         
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Figure 2: FMEA worksheet [13] 

Neither FMEA nor FMECA identify the failure mechanisms and models in analysis 

and reporting process. Failure mechanisms are the processes by which specific 

combination of physical, electrical, chemical and mechanical stresses induce failure [1]. 

In order to understand and prevent failures, they must be identified with respect to the 

predominant stresses (mechanical, thermal, electrical, chemical, radiation) which cause 

them. The knowledge about the cause and consequences of these mechanisms help in 

several design and development steps. These include virtual qualification, accelerated 

testing, root cause analysis and life consumption monitoring which are essential for 

developing reliable products in an economical manner. Besides these benefits, 

understanding the failure mechanisms also helps to identify the acceptable level of 

‘defects’ and variability in manufacturing and material parameters and to specify 

appropriate ratings for the products. 

Because of its lack of utilization of failure mechanism information, FMEA cannot 

provide meaningful input to procedures such as virtual qualification, root cause analysis 

and accelerated test programs. In FMEA, all failure modes are considered individually 
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and the combined effect of the failure modes is not taken into consideration. Also FMEA 

is based on precipitation and detection of failure and it is not designed to be applied in 

cases that involve a continuous monitoring of performance degradation over time such as 

life consumption monitoring and prognostics. 

Use of environmental and operating conditions is not made at a quantitative level in 

FMEA. At best they are used to eliminate certain failure modes from consideration. For 

failure prioritization in FMEA, a qualitative scale is transformed into a quantitative scale 

for evaluating RPN. Potential failure modes having higher RPNs are assumed to 

represent a higher risk than those having lower numbers. In the transformation of 

qualitative to quantitative scale all three indices, severity, occurrence and detection have 

the same metric and are equally important [9]. Thus, small changes in one of the factors 

from which the RPN is computed can have different effects on the RPN. Hence, some 

implementations of FMEA provide a false sense of granularity between the different 

failure modes when none exists. For example, if detection and occurrence both have a 

rating of 10, a 1 point difference in the severity ranking results in a 100 point difference 

in the RPN; at the other extreme of detection and occurrence have a rating equal to 1, the 

same 1 point difference only gives a 1 point difference in the RPN [11].  

There is a need to prioritize failures using the predominant stresses from the 

environmental and operating conditions from which they arise and evaluate them 

quantitatively to make the prioritization process more scientific. Use of failure 

mechanisms and models is a step in that direction. The task of determining the failure 

mechanisms can become a large undertaking for most products and systems. FMMEA 

can be used to achieve this task in a systematic manner. 
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3.1 Failure modes, mechanisms and effects analysis methodology 

FMMEA is a systematic approach to identify failure mechanisms and models for all 

potential failures modes, and prioritize them to identify high priority failure mechanisms. 

High priority failure mechanisms determine the operational stresses and the 

environmental and operational parameters that need to be accounted for in the design or 

be controlled. 

FMMEA is based on understanding the relationships between product requirements 

and the physical characteristics of the product (and their variation in the production 

process), the interactions of product materials with loads (stresses at application 

conditions) and their influence on product failure susceptibility with respect to the use 

conditions. This involves finding the failure mechanisms and the reliability models to 

quantitatively evaluate failure susceptibility. 

The FMMEA process merges the systematic nature of the FMEA template with the 

“design for reliability” philosophy and knowledge. In addition to the information 

gathered and used for FMEA, FMMEA uses application conditions and the duration of 

the intended application with knowledge of active stresses and potential failure 

mechanisms. The potential failure mechanisms are considered individually, and their 

assessment using appropriate models enables design and qualification the product for the 

intended application. 

The steps in conducting a FMMEA are illustrated in Figure 3. The individual steps 

are described in greater detail in the following sections. 
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3.1.1 System definition, elements and functions 

FMMEA process begins by defining the system to be analyzed. A system is a 

composite of subsystems or levels that are integrated to achieve a specific objective. The 

system is divided into various sub-systems or levels and it continues to the lowest 

possible level, which is a “component” or “element”.  

Based on convenience or needs of the team conducting the analysis, the system 

breakdown can be either by function (i.e., according to what the system elements “do”), 

or by location (i.e., according to where the system elements “are”), or both (i.e., 

functional within the location based, or vice versa). For example in an automobile 

system, a functional breakdown would involve cooling system, braking system, and 

propulsion system. A location breakdown would involve engine compartment, passenger 

compartment and dashboard or control panel. In a printed circuit board system, a location 

breakdown would include the package, plated though hole (PTH), metallization, and the 

board itself.  

For each component or element all the associated functions are listed. For example 

the primary function of a solder joint is to interconnect two materials. Hence, the failure 

of a solder joint will relate to its inability to perform as a physical and electrical 

interconnect.  
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Identify life cycle environmental 

and operating conditions

Identify potential failure modes 

Identify potential failure mechanisms

Identify failure models

Define system and identify 

elements and its functions to be analyzed

Identify potential failure causes

Prioritize failure mechanisms 

Document the process 
 

Figure 3: FMMEA methodology 

3.1.2 Potential failure modes 

A failure mode is defined as the way in which a component, subsystem, or system 

could fail to meet or deliver the intended function [10]. For example, in a solder joint the 

potential failure modes are open or intermittent change in resistance, that can hamper its 

functioning as an interconnect.  

A potential failure mode may be the cause of a potential failure mode in a higher level 

subsystem, or system, or be the effect of one in a lower level component. For all the 

elements that have been identified, all possible failure modes for each given element are 

listed. In cases where information on possible failure modes that may occur is not 

available, potential failure modes may be identified using numerical stress analysis, 

accelerated tests to failure (e.g., HALT), past experience and engineering judgment [12]. 



 14 

3.1.3 Potential failure causes 

A failure cause is defined as the circumstances during design, manufacture, or use 

that lead to a failure mode [12]. For each failure mode, all possible ways a failure can 

result are listed. Failure causes are identified by finding the basic reason that may lead to 

a failure during design, manufacturing, storage, transportation or use condition. 

Knowledge of potential failure causes can help identify the failure mechanisms driving 

the failure modes for a given element. For example, in an automotive underhood 

environment the solder joint failure modes open and intermittent change in resistance can 

potentially be caused due to temperature cycling, random vibration and shock impact. 

3.1.4 Potential failure mechanisms 

Failure mechanisms are the processes by which specific combination of physical, 

electrical, chemical and mechanical stresses induce failure [1]. Failure mechanisms are 

determined based on combination of potential failure mode and cause of failure [5] and 

selection of appropriate available mechanisms corresponding to the failure mode and 

cause. Studies on electronic material failure mechanisms, and the application of physics 

based damage models to the design of reliable electronic products comprising all relevant 

wearout and overstress failures in electronics are available in literature [2] [3]. 

Failure mechanisms thus identified are categorized as either overstress or wearout 

mechanisms. Overstress failures involve a failure that arises as a result of a single load 

(stress) condition. Wearout failure on the other hand involves a failure that arises as a 

result of cumulative load (stress) conditions [12]. For example, in the case of solder joint, 

the potential failure mechanisms driving the opens and shorts caused by temperature, 

vibration and shock impact are fatigue and overstress shock. Further analysis of the 

failure mechanisms depend on the type of mechanism. 
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3.1.5 Failure models 

Failure models use stress and damage analysis to evaluate susceptibility of failure. 

Failure susceptibility is evaluated by assessing the time-to-failure or likelihood of a 

failure for a given geometry, material construction, environmental and operational 

condition. For example, in case of solder joint fatigue, Dasgupta [22] and Coffin-Manson 

[20] failure models are used for stress and damage analysis for temperature cycling. 

Failure models of overstress mechanisms use stress analysis to estimate the likelihood 

of a failure based on a single exposure to a defined stress condition. The simplest 

formulation for an overstress model is the comparison of an induced stress versus the 

strength of the material that must sustain that stress. Wearout mechanisms are analyzed 

using both stress and damage analysis to calculate the time required to induce failure 

based on a defined stress condition. In the case of wearout failures, damage is 

accumulated over a period until the item is no longer able to withstand the applied load. 

Therefore, an appropriate method for combining multiple conditions must be determined 

for assessing the time to failure. Sometimes, the damage due to the individual loading 

conditions may be analyzed separately, and the failure assessment results may be 

combined in a cumulative manner [13]. 

Failure models may be limited by the availability and accuracy of models for 

quantifying the time to failure of the system. It may also be limited by the ability to 

combine the results of multiple failure models for a single failure site and the ability to 

combine results of the same model for multiple stress conditions [12]. If no failure 

models are available, the appropriate parameter(s) to monitor can be selected based on an 

empirical model developed from prior field failure data or models derived from 

accelerated testing. 
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3.1.6 Life cycle environment and operating conditions 

Life cycle loads include environmental conditions such as temperature, humidity, 

pressure, vibration or shock, chemical environments, radiation, contaminants, and loads 

due to operating conditions, such as current, voltage, and power [1]. The life cycle 

environment of a product consists of assembly, storage, handling, and usage conditions of 

the product, including the severity and duration of these conditions. Information on life 

cycle conditions, can be used for eliminating failure modes that may not occur under the 

given application conditions. 

In the absence of field data, information on the product usage conditions can be 

obtained from environmental handbooks or data monitored in similar environments. 

Ideally, such data should be obtained and processed during actual application. Recorded 

data from the life cycle stages for the same or similar products can serve as input towards 

the FMMEA process. Some organizations collect, record, and publish data in the form of 

handbooks that provide guidelines for designers and engineers developing products for 

market sectors of their interest. Such handbooks can provide first approximations for 

environmental conditions that a product is expected to undergo during operation. These 

handbooks typically provide an aggregate value of environmental variables and do not 

cover all the life cycle conditions. For example, for automotive application, life cycle 

environment and operating condition can be obtained from SAE handbook [23], but the 

application conditions even in the SAE handbook are limited. 

3.1.7 Failure mechanism prioritization  

Ideally all failure mechanisms and their interactions must be considered for product 

design and analysis. In the life cycle of a product, several failure mechanisms may be 

activated by different environmental and operational parameters acting at various stress 
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levels, but only a few operational and environmental parameters and failure mechanisms 

are in general responsible for the majority of the failures. High priority mechanisms are 

those select failure mechanisms that determine the operational stresses and the 

environmental and operational parameters that must be accounted for in the design or be 

controlled. High priority failure mechanisms are identified through prioritization of all 

the potential failure mechanisms. The methodology for failure mechanism prioritization 

is shown in Figure 4. 

First level prioritization

Second level prioritization 

Evaluate severity

Evaluate

failure susceptibility

Evaluate occurrence

Potential failure mechanism list

High risk Medium risk Low risk 
 

Figure 4: Failure mechanism prioritization 

Environmental and operating conditions are used for first level prioritization of all 

potential failure mechanisms. If the stress levels generated by certain operational and 

environmental conditions are non-existent or negligible, the failure mechanisms that are 

exclusively dependent on those environmental and operating conditions are assigned a 

“low” risk level and are eliminated from further consideration.  
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For all the failure mechanisms remaining after the first level prioritization, the 

susceptibility to failure by those mechanisms is evaluated using the previously identified 

failure models when such models are available. For the overstress mechanisms, failure 

susceptibility is evaluated by conducting a stress analysis to determine if failure is 

precipitated under the given environmental and operating conditions. For the wearout 

mechanisms, failure susceptibility is evaluated by determining the time-to-failure under 

the given environmental and operating conditions. To determine the combined effect of 

all wearout failures, the overall time-to-failure is also evaluated with all wearout 

mechanisms acting simultaneously. In cases where no failure models are available, the 

evaluation is based on past experience, manufacturer data, or handbooks. 

After evaluation of failure susceptibility, occurrence ratings under environmental and 

operating conditions applicable to the system are assigned to the failure mechanisms. For 

the overstress failure mechanisms that precipitate failure, highest occurrence rating 

“frequent” is assigned. In case no overstress failures are precipitated, the lowest 

occurrence rating “extremely unlikely” is assigned. For the wearout failure mechanisms, 

the ratings are assigned based on benchmarking the individual time-to-failure for a given 

wearout mechanism, with overall time-to-failure, expected product life, past experience 

and engineering judgment. The occurrence ratings shown in Table 1 are defined below. 

A “frequent” occurrence rating involves failure mechanisms with very low time-to-

failure (TTF) and overstress failures that are almost inevitable in the use condition. A 

“reasonably probable” rating involves cases that involve failure mechanisms with low 

TTF. An “occasional” involves failures with moderate TTF. A “remote” rating involves 

failure mechanisms that have a high TTF. An extremely unlikely rating is assigned to 
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failures with very high TTF or overstress failure mechanisms that do not produce any 

failure. 

To provide a qualitative measure of the failure effect, each failure mechanism is 

assigned a severity rating. The failure effect is assessed first at the level being analyzed, 

then the next higher level, the subsystem level, and so on to the system level. Safety 

issues and impact of a failure mechanism on the end system are used as the primary 

criterion for assigning the severity ratings. In the severity rating, possible worst case 

consequence is assumed for the failure mechanism being analyzed. Past experience and 

engineering judgment may also be used in assigning severity ratings. The severity ratings 

shown in Table 2 are defined below.  

A “very high or catastrophic” severity rating involves failure mode that may involve 

loss of life or complete failure of the system. A “high” severity rating may involve a 

failure mode that might cause a severe injury or a loss of function of the system. A 

“moderate or significant” involves failure modes which may cause minor injury or 

gradual degradation in performance over time through loss of availability. A “low or 

minor” rating may involve a failure mode that may not cause any injury or result in the 

system operating at reduced performance. A “very low or none” rating does not cause 

any injury and has no impact on the system or at the best may be a minor nuisance. 

Second level prioritization involves prioritizing the failure mechanisms into three risk 

levels using the risk matrix shown in Table 3. In principle, all failure mechanisms with a 

“high risk” level are high priority mechanisms that need to be accounted for and 

controlled. Mechanisms having lower risk levels can also be classified as high priority or 
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further prioritization within a given risk level may be done depending on product type, 

use condition, needs and objectives of organization. 

Table 1: Occurrence ratings 

Rating Criteria 

Frequent Overstress failure or very low TTF 

Reasonably Probable Low TTF 

Occasional Moderate TTF 

Remote High TTF 

Extremely Unlikely No overstress failure or very high TTF 

Table 2: Severity ratings 

Rating Criteria 

Very high or catastrophic System failure or safety-related catastrophic failures 

High Loss of function  

Moderate or significant Gradual performance degradation 

Low or minor System operable at reduced performance 

Very low or none Minor nuisance 
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Table 3: Risk Matrix  

OCCURRENCE  

Frequent 

Reasonably 

Probable 

Occasional Remote 

Extremely 

Unlikely 

Very high or 

catastrophic 

High   High   High   Moderate  Moderate  

High High  High  Moderate  Moderate  Low  

Moderate or 

significant 

High  Moderate  Moderate  Low  Low  

Low or 

minor 

High  Moderate  Low  Low  Low  

S
E
V
E
R
IT

Y
 

Very low or 

none 

Moderate  Moderate  Low  Low  Low  

3.1.8 Documentation 

The documentation of the FMMEA process facilitates data organization, distribution, 

and analysis. For products already developed and manufactured, root-cause analysis is 

conducted for identified high priority mechanisms and corrective actions taken to 

mitigate the risk. Once the corrective actions are implemented, the failure prioritization 

may be conducted again to reassess the risks. This process continues until the risk level is 

acceptable. The history and lessons learned contained within the documentation provide a 

framework for future product introductions. 
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3.2 Case study 

A printed circuit board (PCB) assembly used in automotive application was used to 

demonstrate the FMMEA process. The system was an FR-4 PCB with copper 

metallizations, plated through-hole (PTH) and eight surface mount inductors soldered to 

the pads using 63Sn-37Pb solder. The ends of inductors were connected to the PTH 

through the PCB metallization. The PTHs were solder filled and an event detector circuit 

was connected in series with all the inductors through the PTHs.  

The PCB assembly was mounted at all four corners in the engine compartment of a 

1997 Toyota 4Runner. Mountings were not considered as failure locations. System 

failure was defined as one that would result in breakdown, or no current passage in the 

event detector circuit. The system was broken down by location into six different 

elements: surface mount inductor, pad, PTH, PCB, metallization and solder interconnect 

as shown in Figure 5.  

PCB

Inductor

Metallization
PTH

Interconnect

Pad

Mounting 
 

Figure 5: Elements in the circuit card system 

For all the elements listed, the corresponding functions and the potential failure 

modes were identified. The function of all the elements was to maintain electrical 
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continuity. For the PCB, besides electrical continuity, an additional function included 

providing mechanical support to the system. Table 4 shows the physical location of all 

possible failure modes for the listed elements. For example, for the solder joint the 

potential failure modes are open and intermittent change in resistance.  

For sake of simplicity and demonstration purposes, it was assumed that the test set up, 

the board and its components were defect free. Also stresses induced on the board and its 

components from manufacturing, storing, handling and transportation were assumed to be 

negligible. Potential failure causes were identified for the failure modes and the listing is 

shown in Table 4. For example, for the solder joint the potential failure causes for open 

and intermittent change in resistance are temperature cycling, random vibration or sudden 

shock impact caused by vehicle collision. 

Based on the potential failure causes that were assigned for the failure modes, the 

corresponding potential failure mechanisms were identified. Table 4 lists the failure 

mechanisms for the failure causes that were identified. For example, for the open and 

intermittent change in resistance in solder joint, the mechanisms driving the failure were 

solder joint fatigue and shock.  

For each of the failure mechanisms listed, the appropriate failure model was 

identified from literature. Information about product dimensions and geometry were 

obtained from design specification, board layout drawing and component manufacturer 

data sheets. Table 4 shows all the failure models for the failure mechanisms that were 

listed. For example, in case of solder joint fatigue, Coffin-Manson [20] failure model was 

used for stress and damage analysis for temperature cycling. 
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The assembly was powered by a three volt battery source independent of the 

automobile electrical system. There were no high current, voltage, magnetic or radiation 

sources in the area. For the temperature, vibration and humidity conditions prevalent in 

the automotive underhood environment, data was obtained from Society of Automotive 

Engineers (SAE) environmental handbook [23] as no manufacturer field data were 

available for the automotive underhood environment for the Washington, DC area. The 

maximum temperature in the automotive underhood environment was 121ºC [23].The car 

was assumed to operate on average three hours per day in two equal trips in the 

Washington, DC area. Random vibration effects were assumed and maximum shock level 

was assumed to be 45G for 3ms. The maximum relative humidity in the underhood 

environment was 98% at 38
o
C [23]. The average daily maximum and minimum 

temperature in the Washington, DC area [24] for the period the study was conducted 

were 127 º C and 16 º C respectively.  

After all potential failure modes, causes, mechanisms and models were identified for 

each element, the first level prioritization was made. The first level prioritization was 

made based on the life cycle environmental and operating conditions. In automotive 

underhood environment for the given test set up, failures driven by electrical overstress 

(EOS), electrostatic discharge (ESD) were ruled out because of the absence of active 

devices, low voltage source of the batteries and relatively large thickness of PCB. 

Electromagnetic interference (EMI) was also not expected, because besides the low 

voltage and current from the batteries used to power the test setup, there was no high 

current, voltage, or magnetic sources in the test area. Hence EOS, ESD and EMI were 

assigned “low” risk level.  
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The time to failure for the wearout failure mechanisms was calculated using 

calcePWA1. Occurrence ratings were assigned based on benchmarking the time-to-failure 

for a given wearout mechanism with the overall time-to-failure with all wearout 

mechanisms acting together. For the inductors there was no failure model available, and 

the occurrence rating was assigned based on failure rate data of inductors obtained from 

Telcordia handbook [25]. Since no model was available for wearout associated with the 

pads, it was arbitrarily assigned a “remote” occurrence rating. 

An assessment of shock as overstress mechanism, with a shock level of 45G for 3ms 

using calcePWA produced no failure for interconnects and the board, hence it was 

assigned an “extremely unlikely” occurrence rating. Since no overstress shock failure was 

expected on the board and the interconnects, it was assumed there would also be no 

failure on the pads. Hence overstress shock failure on pads (for which no model was 

available) was also assigned an “extremely unlikely” rating. Glass transition temperature 

for the board was 150ºC. Since the maximum temperature in the underhood environment 

was only 121ºC [23], no glass transition was expected to occur and it was assigned an 

“extremely unlikely” rating. 

A short or open PTH would not have had any impact on the functioning of circuit, as 

it was used only as terminations for the inductors. Hence, it was assigned a “very low” 

severity rating. For all other elements, any given failure mode of the element would have 

led to the disruption in the functioning of circuit. Hence, all other elements were assigned 

a “very high” severity rating. 

                                                 

1
 A physics-of-failure based virtual reliability assessment tool developed by CALCE Electronic Products 

and Systems Center 
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Second level prioritization and risk assessment for the failure mechanisms is shown in 

Table 4. The entire process was documented in a single worksheet as shown in Table 4. 

Out of all the failure mechanisms that were analyzed, fatigue due to thermal cycling and 

vibration at the solder joint interconnect were the only failure mechanisms that had a high 

risk. Being a high risk failure mechanism they were identified as high priority.  

An FMEA on the assembly would have identified all the elements, their functions, 

potential failure modes and failure causes as in FMMEA. FMEA would then have 

identified the effect of failure. For example, in the case of a solder joint interconnect, the 

failure effect of the open joint would have involved no current passage in the test set up. 

Next the FMEA would have identified the severity, occurrence and detection 

probabilities associated with each failure mode. For example, in case of a solder joint 

open failure mode, based on past experience and use of engineering judgment each of the 

metrics, severity, occurrence and detection would have received a rating on a scale of ten. 

The product of severity, occurrence and detection would then have been used to calculate 

RPN. The RPNs for other failure modes would have been calculated in a similar manner 

and then all the failure modes would have been prioritized based on the RPN values. This 

is unlike FMMEA which used failure mechanisms and models and used combined effect 

of all failure mechanism to quantitatively evaluate the occurrence and then in conjunction 

with severity assigned a risk level to each failure mechanisms for prioritization. 

3.3 Benefits 

FMMEA allows the design team to take into account the available scientific 

knowledge of failure mechanisms and merge them with the systematic features of the 

FMEA template with the intent of “design for reliability” philosophy and knowledge. The 
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part of the FMEA that is incorporated in the FMMEA aids in being systematic in the 

identification process so that all the elements are considered and nothing gets overlooked. 

The idea of prioritization embedded in the FMEA process is also utilized in FMMEA to 

identify the mechanisms that are likely to cause failures during the product life cycle. 

FMMEA differs from FMEA in a few respects. In FMEA, potential failure modes are 

examined individually and the combined effects of coexisting failures causes are not 

considered. FMMEA on the other hand considers the impact of failure mechanisms 

acting simultaneously. FMEA involves precipitation and detection of failure for updating 

and calculating the RPN, and cannot be applied in cases that involve a continuous 

monitoring of performance degradation over time. FMMEA on the contrary does not 

require the failure to be precipitated and detected, and the uncertainties associated with 

the detection estimation are not present. Use of environmental and operating conditions is 

not made at a quantitative level in FMEA. At best they are used to eliminate certain 

failure modes. FMMEA prioritizes the failure mechanisms using the information on 

stress levels of environmental and operating conditions to identify high priority 

mechanisms that must be accounted for in the design or be controlled. This prioritization 

in FMMEA overcomes the shortcomings of RPN prioritization used in FMEA, which 

provide a false sense of granularity. Thus the use of FMMEA provides additional 

quantitative information regarding product reliability and opportunities for improvement 

than FMEA, as it take into account specific failure mechanisms and the stress levels of 

environmental and operating conditions into the analysis process. 

There are several benefits to organizations that use FMMEA. It provides specific 

information on stress conditions so that that the acceptance and qualification tests yield 
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useable result. Use of the failure models at the development stage of a product also 

allows for appropriate “what-if” analysis on proposed technology upgrades.  FMMEA 

can also be used to aid several design and development steps considered to be the best 

practices, which can only be performed or enhanced by the utilization of the knowledge 

of failure mechanisms and models. These include virtual qualification, accelerated 

testing, root cause analysis, life consumption monitoring and prognostics. All the 

technological and economic benefits provided by these practices are realized better 

through the adoption of FMMEA. 

FMMEA enhances the value of FMEA, by identifying and evaluating the relevant 

failure mechanisms and models, using stress levels of environmental and operating 

conditions and provides a high return on investment by providing knowledge about the 

possible failures and their causes in a qualitifiable manner. While FMEA and FMECA 

are often implemented as a standard requirement or contractual obligation, FMMEA 

makes the process useful by incorporating the scientific knowledge regarding the failure 

mechanisms and models.
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Table 4: FMMEA worksheet for the Case Study 

Element Potential failure mode Potential failure cause 

Potential failure 

mechanism 

Mechanism 

type 

Failure model 

Failure 

susceptibility 

Occurrence Severity Risk 

PTH Electrical open in PTH Temperature cycling Fatigue Wearout 

CALCE PTH 

barrel thermal 

fatigue [16] 

> 10 years Remote Very low Low 

High temperature Electromigration Wearout Black [18] > 10 years Remote Very high Moderate 

High relative humidity Wearout Metallization 

Electrical short/ open, 

change in resistance in 

the metallization traces Ionic contamination 

Corrosion 

Wearout 

Howard [19] > 10 years Remote Very high Moderate 

Component 

(Inductors) 

Short / open between 

windings and the core 

High temperature 

Wearout of 

winding insulation 

Wearout No Model   Remote*  Very high Moderate 

Temperature cycling Wearout 

Coffin-Manson 

[20] 
170 days Frequent Very high High 

Random vibration  

Fatigue 

Wearout Steinberg [21] 43 days Frequent Very high High Interconnect 

Open/Intermittent 

change in electrical 

resistance 

Sudden impact Shock Overstress Steinberg [21] No failure 

Extremely 

unlikely 
Very high Moderate 
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Element Potential failure mode Potential failure cause 

Potential failure 

mechanism 

Mechanism 

type 

Failure model 

Failure 

susceptibility 

Occurrence Severity Risk 

Electrical short 

between PTHs 
High relative humidity CFF Wearout 

Rudra and Pecht 

[17] 
4.6 years Occasional Very low Low 

Random vibration  Fatigue Wearout Basquin [21] > 10 years Remote Very high Moderate 

Crack / Fracture 

Sudden impact Shock Overstress Steinberg [21] No failure 

Extremely 

unlikely 
Very high Moderate 

Loss of polymer 

strength 
High temperature Glass transition Overstress No model  No failure 

Extremely 

unlikely 
Very high Moderate 

Open 

Discharge of high 

voltage through 

dielectric material  

EOS/ESD Overstress No model  Eliminated in first level prioritization Low 

PCB 

Excessive noise 

Proximity to high 

current or magnetic 

source 

EMI Overstress No model  Eliminated in first level prioritization Low 

Temperature cycling / 

Random vibration 
Fatigue Wearout   Remote Very high Moderate 

Pad Lift / Crack 

Sudden impact Shock Overstress 

No Model 

  

Extremely 

unlikely 
Very high Moderate 

* Based on failure rate data of inductors in Telcordia [25] 
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Chapter 4: PROGNOSTICS AND REMAINING LIFE ESTIMATION 

Remaining life estimation provides estimation of the remaining life based on 

accumulated damage of the product. Remaining life estimation involves choosing the 

right amount of historical data for prediction to maximize the system’s adaptability to 

rapid changes in degradation while maintaining an acceptable amount of predictive 

variability and uncertainty. Based on the remaining life information, the user can decide 

whether to keep the product in operation with continuous monitoring or to schedule a 

maintenance or replacement action. 

The first step in finding the right historical data is to use regression analysis with 

largest time window for data acquisition which will give the best estimate of the 

regression fit [33]. This prediction is tested to see if it is reasonably compatible with the 

most recent data points. If so, then the regression is used. If not, then the size of the 

regression window is reduced and the analysis is repeated. This recursive regression 

continues until it yields a small enough window that is compatible with the most recent 

data points. As a result, this method can detect if the most recent data points indicate a 

change from the long-term regression. 

Remaining life estimations are difficult to formulate, as their accuracy is subject to 

stochastic processes. As a result of uncertainty, prognostics methods must consider the 

interrelationships between accuracy, precision and confidence [32]. We have the paradox, 

the more precise the remaining life estimate, the less probable that this estimate will be 

correct.  Finding where an extrapolated trend meets a condemnation threshold may 

provide an expectation of remaining life, but it does not provide sufficient information to 

make a decision.  
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Total useful life of a product at any point on the remaining life vs. time plot can 

be estimated by adding the time in use (or x-coordinate) and the remaining life (or y-

coordinate) at that point. However, this analysis is a one-point estimation and does not 

take into account the product usage trend. The product usage trend can be taken in 

account by extrapolating a trend line using the available remaining life data points. The 

intersection of the trend line with the time axis gives the total useful life of the product as 

shown in Figure 6.  

Statistical methods for remaining life prediction include multivariate regression, 

Bayesian regression methods, time-series analysis and discrimination or clustering 

analysis. Analysis may focus on single or multiple parameters. For single parameter 

remaining life prediction the regression model is applied as the data is collected to 

determine the trends. This is compared in real time to a metric failure limit that is 

established offline. The point of predicted failure is calculated as the intersection of these 

two lines. If an unexpected event occurs that dramatically increases degradation it is 

identified and addressed. 

The remaining life estimation is updated at the end of a pre-selected time period to 

take into account any sudden change in the life cycle environment or usage of the 

product. The amount of data included in the analysis affects the prediction. Use of large 

amounts of data spanning a long window of data acquisition tends to yield more stable, 

less variable predictions. However, it also may yield a prediction that is less sensitive to 

recent changes as shown in Figure 6. Use of a smaller data set spanning the most recent 

operating history tends to produce predictions with more variability but also more 

sensitive to current operating conditions. The goal while carrying out remaining life 
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prediction is to choose among varying sizes of data window to maximize the system’s 

adaptability to change while maintaining an acceptable amount of predictive uncertainty. 
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Figure 6: Choosing the right data window 

4.1.1 Leap-Frog Technique 

One of the methods for remaining life estimation is the LEAP Frog technique [33]. In 

this method the system is assumed to be in a steady state of health. The goal is to predict 

the future health without being sensitive to data that is correlated and has noise. Also the 

technique is responsive to changes in system performance, hence changes in the system 

health are detected and the predictions adjusted accordingly. 
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Figure 7: LEAP – Frog Algorithm 

The prediction goal is to make a prediction at the current time for the value (and 

uncertainty intervals) of the system at a future time given all past data, and a relatively 

small set of models/time windows. The method begins with a regression analysis using 

large time window for data acquisition, which will likely give the best estimate of the 

regression fit, if the system is at a constant rate of change of health (maybe steady with a 

slow rate of degradation). This prediction and an uncertainty distribution about the 

estimates are tested to see if it the prediction is reasonably compatible with the most 

recent data points. If so, then the regression is used. If not, then the size of the regression 

window is reduced and the analysis is repeated. This method continues until it yields a 

small enough window that is compatible with the most recent data points. A flowchart of 

the LEAP – Frog algorithm is shown in Figure 7. As a result, this method can detect if the 
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most recent data points indicate a change from the long-term regression (as would be the 

case if the system had a change in rate of degradation). In the end, the method uses the 

longest regression window that does not result in evidence (based on the most recent 

records) that refutes the assumption of good linear fit; and then uses this window to 

predict the remaining life. 

Figure 8 and Figure 9 show three prognostic methods compared with the LEAP-Frog 

method.  
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Figure 8: Comparison of remaining life estimation models – Gradual  

 



 36 

0

5

10

15

20

25

30

35

40

45

50

0 4 8 12 16 20 24 28 32 36
Days in Use

R
e
m
a
in
in
g
 L
if
e

0

1

2

3

4

5

6

7

8

9

10

ALL (Reg) Last 5 (Reg) Last 3 (reg) Leap Frog

A
v
er
a
g
e 
P
r
e
d
ic
ti
o
n
 E
r
r
o
r
 (
D
a
y
s)

0

5

10

15

20

25

30

35

40

45

50

0 4 8 12 16 20 24 28 32 36
Days in Use

R
e
m
a
in
in
g
 L
if
e

0

5

10

15

20

25

30

35

40

45

50

0 4 8 12 16 20 24 28 32 36
Days in Use

R
e
m
a
in
in
g
 L
if
e

0

1

2

3

4

5

6

7

8

9

10

ALL (Reg) Last 5 (Reg) Last 3 (reg) Leap Frog

A
v
er
a
g
e 
P
r
e
d
ic
ti
o
n
 E
r
r
o
r
 (
D
a
y
s)

0

1

2

3

4

5

6

7

8

9

10

ALL (Reg) Last 5 (Reg) Last 3 (reg) Leap Frog

A
v
er
a
g
e 
P
r
e
d
ic
ti
o
n
 E
r
r
o
r
 (
D
a
y
s)

 

Figure 9: Comparison of remaining life estimation models – Gradual & Sudden 

The four methods used to predict future remaining life are: 

1. the regression of the damage on all the data since the start of data collection 

2. the regression of the damage on the last 3 data points 

3. the regression of the damage on the last 5 data points 

4. Leap-Frog 

The histograms show the average prediction errors for regression methods under the 

two degradation patterns. The degradation patterns were obtained from the case studies 

conducted in previous life consumption monitoring studies [26] [27]. For the both the 

condition shown in Figure 8 (steady degradation) and Figure 9 (slow steady degradation 

with a sudden change to a fast degradation in between), the LEAP-Frog regression 
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method has the lowest average prediction error. This illustrates the ability of the LEAP-

Frog method to adapt to a rapidly changing situation. 

4.1.2 Accuracy of Remaining Life Prediction 

The rate at which updation of the estimation process is carried out affects the 

accuracy of prediction. The algorithm or model used for estimation and how it trends the 

data into future estimation of remaining life affects the accuracy of prediction. Accuracy 

depends on whether future planned operational usages are factored into the estimates. As 

more data is collected, the level of knowledge about the characteristics of the 

approaching failure can be refined. As the time of actual failure approaches, the 

remaining life prediction is likely to become more and more accurate. 
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Figure 10: Accuracy of prediction 

Predictions in the area (A) will always precede failure leading to prognostic inefficiency 

with equipment removed with remaining useful life and will have a financial cost 

associated with it. On the other hand predictions in the area (B) will always follow failure 
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and lead to prognostic failure and have inadequate operation performance associated with 

it. 

Although some measure of remaining life estimation is possible using the historical 

data the best estimates will be achieved when the future planned operational usage can be 

factored in to these estimates. While the current remaining life estimation algorithms use 

fairly simple metrics and features to measure and characterize the changes in the sensor 

data, an alternative solution is to use neural nets coupled with appropriate feature 

extractors.  

Prediction can be for a short time horizon or an estimate in time until the part needs to 

be replaced or a failure will occur. Spreading of the error bars associated with the 

remaining life prediction give an indication whether the remaining life estimation models 

are good for a short or longer time horizons. If the error bars spread rapidly then the 

predictions are reliable for only the shorter time horizon. If they are narrow and follow 

the true trajectory accurately then the information from the predictions is useful for the 

longer time horizons. 

Approaches to remaining life prediction can be broadly be classified into three 

categories. The first are the physical models that have been developed and validated with 

large data sets. The second are the systems that use rule of thumb and the third are the 

statistical models that learn from the historical data.  

While the physical and the rule of thumb based models have the capability for 

anticipating fault events that are yet to occur, the learning systems based on statistical 

models are only as good as the data for which they have been trained. But the learning 

systems have the capability to process a wide variety of data types and have the edge over 



 39 

the other methods as they exploit the nuances in the data and this is particularly true for 

new sources of data for which expert analysis, physical models and rules have not yet 

been developed.  

In practice failure indications become more pronounced and easier to interpret as 

remaining life decreases. In general the true remaining life probability density functions 

(PDF) should become narrower (less uncertain) and more stable as the damage condition 

progresses towards failure [34] as shown in Figure 11. 
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Figure 11: Error and uncertainty in predictions 

Allowing higher order models provides greater fit but with extrapolation even a small 

error in the coefficients might get magnified a great deal. Thus using lower order models 

helps prevent the exaggeration of the extrapolated values associated with minor 

coefficient estimation errors. 
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Chapter 5: CONCLUSIONS 

The improved LCM process extends and generalizes the LCM approach to a system 

level and has several improvements over the earlier versions by Ramakrishnan and 

Mishra [26] [27]. System level life consumption monitoring requires the systematically 

identifying all the parameters that drive the failure in a system and monitor those select 

few parameters that drive the failure. FMMEA is introduced as a new step in the LCM 

process that systematically identifies all failure mechanisms and models for all potential 

failures modes, and prioritizes the failure mechanisms to identify the high priority 

mechanisms.  

Ideally all failure mechanisms and their interactions must be considered for product 

design and analysis. In the life cycle of a product, several failure mechanisms may be 

activated by different environmental and operational parameters acting at various stress 

levels, but only a few operational and environmental parameters and failure mechanisms 

are in general responsible for the majority of the failures. High priority mechanisms 

provide effective utilization of resources and are those select failure mechanisms that 

determine the operational stresses and the environmental and operational parameters that 

must be accounted for in the design or be controlled. This enables the right suite of 

product parameters that need to be monitored for determining the damage and life 

consumed. 

The traditional remaining life estimation algorithm used in earlier approaches in life 

consumption monitoring process were overtly simplistic and took into account only the 

previous data point during iteration. A new algorithm called Leap Frog technique for 

remaining life prediction has been incorporated that takes care of the past data and is 
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sensitive to changes in health of system making it easier to quickly adapt to the rapid 

changes in degradation. The superiority of the Leap Frog method is validated by 

comparing it three other with three other prognostic methods using data from previous 

life consumption monitoring case study. Discussion on accuracy of remaining life 

predictions and the uncertainty issues associated with the predictions have been 

introduced. 
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