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The predictive capabilities of computational fire models have improved in recent years 

such that models have become an integral part of many research efforts. Models improve the 

understanding of the fire risk of materials and may decrease the number of expensive 

experiments required to assess the fire hazard of a specific material or designed space. A critical 

component of a predictive fire model is the pyrolysis sub-model that provides a mathematical 

representation of the rate of gaseous fuel production from condensed phase fuels given a heat 

flux incident to the material surface. 

The modern, comprehensive pyrolysis sub-models that are common today require the 

definition of many model parameters to accurately represent the physical description of 

materials that are ubiquitous in the built environment. Coupled with the increase in the number 

of parameters required to accurately represent the pyrolysis of materials is the increasing 

prevalence in the built environment of engineered composite materials that have never been 

measured or modeled. The motivation behind this project is to develop a systematic, 



  

generalized methodology to determine the requisite parameters to generate pyrolysis models 

with predictive capabilities for layered composite materials that are common in industrial and 

commercial applications. This methodology has been applied to four common composites in 

this work that exhibit a range of material structures and component materials.  

The methodology utilizes a multi-scale experimental approach in which each test is 

designed to isolate and determine a specific subset of the parameters required to define a 

material in the model. Data collected in simultaneous thermogravimetry and differential 

scanning calorimetry experiments were analyzed to determine the reaction kinetics, 

thermodynamic properties, and energetics of decomposition for each component of the 

composite. Data collected in microscale combustion calorimetry experiments were analyzed to 

determine the heats of complete combustion of the volatiles produced in each reaction. Inverse 

analyses were conducted on sample temperature data collected in bench-scale tests to determine 

the thermal transport parameters of each component through degradation. Simulations of quasi-

one-dimensional bench-scale gasification tests generated from the resultant models using the 

ThermaKin modeling environment were compared to experimental data to independently 

validate the models. 
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𝜅 absorption coefficient [m2 kg−1] 

𝜆 Mass transport coefficient [m2 kg-1] 

𝜈 stoichiometric coefficient 

𝜉 mass concentration [kg m-3] 

ρ density [kg m-3] 

σ Stefan-Boltzmann constant [W m-2K-4] 

𝜏 fraction of radiation transmitted through sample material 

𝜑 heating rate [K s-1] 
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MCC Microscale Combustion Calorimetry 

NIST US National Institute of Standards and Technology 
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Chapter 1: Introduction 

Computational fire models have significantly improved in recent years as 

computing power has advanced and research has been conducted to better understand how 

to most accurately depict fire events with computer codes. Fire models have begun to and 

are predicted to continue to change the methods by which fire research is conducted. 

Although modeling cannot completely replace full-scale testing, it can provide insight 

about full-scale tests and can be used to extrapolate results to reduce the number of full-

scale tests required in an investigation. Improved understanding of the fire risk of materials 

in the built environment through a range of orientations and scales provides practitioners 

of fire models a basis from which to provide better-informed advice and designs. 

Historically, fire models have been limited in use to only determine the projected 

consequences of a prescribed fire event. The prescribed fire for these models is based on a 

burning rate profile that is formulated from observations and analysis of actual fire events 

and relies on assumptions about the fuel type and load present in an enclosure as well as 

the ventilation and environmental heating conditions in the enclosure. In reality, there are 

many factors that can affect the burning rate of a material, and the prescribed burning rate 

curve is an idealization that can predict misleading consequences. Recent advances in fire 

models have led to several models that represent condensed-phase materials that can 

physically interact with the simulated environment to produce realistic predictions about 

ignition, the evolution of the burning rate, and spread of a fire. 

A critical component of predictive fire models is the pyrolysis sub-model that 

represents gaseous fuel production from the condensed phase given a radiant and/or 
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convective heat flux incident to the material surface. Some pyrolysis sub-models have been 

developed to calculate heat transfer, thermal degradation, heterogeneous reactions, and 

mass transport, and have been coupled to gas-phase solvers in fire models. The majority of 

fire research and the largest emphasis in the development of fire models have been 

dedicated to gas phase phenomena due to the complexity of the fundamental physical and 

chemical processes that characterize pyrolysis. This has resulted in a lack of understanding 

about pyrolysis and the inability to accurately describe the pyrolysis of solid phase 

materials. As computational fire models have become more frequently relied upon and 

increasingly complicated, it has become evident that more sophisticated pyrolysis sub-

models are required to match the sophistication of gas-phase solvers and accurately predict 

fire behavior.  

One of the distinguishing factors between pyrolysis models is the set of 

assumptions made to simplify the physical description of the material and the process 

through which it transmits heat and degrades. The simplifying approximations that define 

the complexity of the pyrolysis model also dictate the parameters required to fully define 

the material in the model as well as the initial and boundary conditions related to the 

specific orientation and scale to be modeled. Essential to accurate predictions with 

pyrolysis models are a set of parameters that correspond to material properties and reaction 

kinetics for the material of interest. 

The complete set of parameters required for accurate pyrolysis model predictions 

have been determined and are publicly available for few common engineered materials. 

Few materials have been characterized in this way because the breadth of thermo-physical 

properties and reaction parameters required to completely define a material and validate 
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the resulting model requires an extensive experimental and analytical effort and, due to the 

fact that many of these properties are temperature-dependent and the materials are known 

to decompose at high temperatures, methods do not currently exist to efficiently measure 

all of the requisite properties. Several researchers have attempted to simplify the process 

of determining these required parameters through engineering approximations [1,2], novel 

experimental apparatuses [3–5], and numerical optimization schemes used in analysis 

[6,7].  

Further complicating the lack of a generalized, comprehensive method to 

characterize materials commonly encountered in the built environment is the rapid 

development and utilization of engineered polymers and advanced composites. As 

manufacturing technology has improved and structural material requirements in the built 

environment have become more demanding, there has been a marked increase in the 

prevalence of composite materials to replace conventional materials. These materials 

provide improvements to the built environment in terms of structural stability and costs, 

but inherently lack the fire-resistive qualities of the materials that they generally replace. 

The thermo-physical properties and pyrolysis behavior of advanced composite materials 

are currently not well documented nor well understood, which complicates justification of 

adoption of these materials for situations that have a low tolerance to fire damage. The 

development of pyrolysis models for composites and engineered materials can improve the 

understanding of the flammability characteristics of engineered materials and inform the 

design of the built environment to mitigate the effects of fires. 

The fire protection industry lacks a publicly accessible database with thermo-

physical properties corresponding to materials commonly encountered in the built 
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environment. The developers of the NIST Fire Dynamics Simulator (FDS) have begun to 

build repositories of material property sets used for validation of FDS although the list of 

materials is sparse as of yet [8]. With the significant push in the industry toward 

performance-based design and the increasing reliance on computational modeling, a 

database that may be used to define commonly encountered materials has become a 

necessity. To populate such a database would require a methodology that could be followed 

to efficiently determine the properties of previously uncharacterized materials. Maintaining 

the database such that it is current with a new generation of composites and engineered 

polymers will pose a significant challenge, but this process can be facilitated by intelligent 

design of a generalized methodology to characterize these materials. 

The motivation behind this project is to develop a systematic methodology to 

measure the thermo-physical properties and determine the thermal degradation reaction 

parameters for layered and laminate composite materials that are common in industrial and 

commercial applications to parameterize fire models to improve predictive capabilities. 

The generalized methodology presented in this document allows experimental conditions 

to be replicated and estimated parameters to be independently validated.  

This document is structured to present all pertinent background information that 

forms the foundation of the methodology and facilitates understanding of the analysis prior 

to the description of the experimental methods and analyses. This background information 

about pyrolysis models, layered composite materials in the scope of this methodology, and 

methods that have previously been used to measure these properties is provided in Chapters 

2, 3, and 4. The evolution of the methodology and the observations of experiments that led 

to each incremental evolution are presented in chronological order. In addition to the 
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background information provided in Chapter 4, the experimental methods and analysis 

procedures advocated in this methodology are also presented. The finalized methodology 

is presented in general terms and is demonstrated on four layered composite materials 

(corrugated cardboard, low-pile carpet, a carbon fiber aerospace composite, and glass-

reinforced polyester) in the form of individual, stand-alone case studies in Chapters 5 

through 8. The final case study included here on fiberglass-reinforced polyester (Chapter 

8) was conducted with support from the author by a colleague under the supervision and 

advisement of the author. That case study demonstrates the relative ease with which 

independent researchers and practitioners of fire models may implement this methodology 

to parameterize pyrolysis models as well as a demonstration of the potential predictive 

capabilities of pyrolysis models for the design of composite systems. 
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Chapter 2: Modeling 

Section 2.1: Motivation to Study Pyrolysis 
All deflagrations that occur in the built environment are fueled entirely or in part 

by combustible volatile species that are released from solid materials. Pyrolysis may be 

defined generally as simultaneous thermal degradation and heat and mass transport. In the 

context of fire science, pyrolysis may be defined as the set of processes that occur in the 

solid phase beginning with the onset of absorption of energy by the material, continuing 

on after ignition of the flammable gases produced by the material until the energy is no 

longer introduced to the solid. A complete and comprehensive understanding of pyrolysis 

has proven elusive over more than a century of research. One reason that the research 

community still lacks a comprehensive understanding of pyrolysis is the vastly different 

behavior of different classes of materials. As a simple example, the pyrolysis of 

intumescent charring polymers includes several additional complicating phenomena when 

compared to the pyrolysis of non-charring polymers including the formation of a thermally 

insulative layer of char, additional thermal degradation reactions, and potential effects from 

the transport of volatiles through the char matrix. 

The advent and proliferation of generalized pyrolysis models has not only allowed 

predictions of the rate of production of gaseous volatiles from solid materials due to energy 

absorption, but has also provided tools for researchers to better understand the physics and 

importance of the processes that occur during pyrolysis. Comprehensive models have been 

constructed to incorporate all of the major physical phenomena that can possibly occur in 

the solid phase and they may be utilized to determine the sensitivity of all model predictions 

to the parameter that primarily defines each phenomenon. Models have also been used in 
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inverse analyses to determine the value of unknown parameters that are difficult to measure 

in a laboratory setting.  

Comprehensive pyrolysis models are commonly used in research to better 

understand the complicated processes that comprise pyrolysis, but these models have also 

been coupled to gas phase solvers for a variety of applications. Pyrolysis models may be 

used during the design of the built environment to provide quantitative and qualitative 

information pertaining to the fire risk of the design. Models have been used extensively in 

forensic investigations to reconstruct a fire event based on the observations made in the 

aftermath of the event. It has also been hypothesized that pyrolysis models may be used 

independently or coupled to mechanical models when designing materials to produce a 

desired response to specified thermal conditions [9]. All of these applications have the 

capacity to prevent loss of life and property and require knowledge of the physics that 

dominate pyrolysis in general as well as the pyrolysis of materials encountered in the built 

environment.   

Section 2.2: Pyrolysis Model Background 

A promising potential alternative method to as well as an analytical tool that can 

supplement standard fire tests are computational fire models. These models may provide 

improved understanding of the fire risk of materials in the built environment over a range 

of orientations and scales and provides designers a basis from which to provide better-

informed designs [10]. The current generation of computational fire models can account 

for radiation, multi-phase flow, combustion, and several other phenomena that occur in the 

gas phase. The solid phase of these models is generally coupled to the gas phase and each 

is solved separately with a different set of governing equations. The solid phase is 
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accounted for by a pyrolysis sub-model that relates the external heating conditions 

(determined by the gas phase sub-model) to the rate of production of combustible gaseous 

pyrolyzate. Pyrolysis sub-models have also been used as stand-alone models to investigate 

pyrolysis-related phenomena, improve the physical understanding of pyrolysis, and to aid 

in the design of materials to meet specific fire response requirements. 

Pyrolysis models may be classified according to the assumptions made to simplify 

the scenario to be described as well as their solution method. A major distinction is between 

thermal models that rely on the assumption of infinite-rate reaction kinetics and 

comprehensive models that account for finite-rate reaction kinetics. Thermal models are 

called such because they are used to calculate the rate of production of volatile species by 

solving only an energy balance. These models are constructed under the assumption that 

pyrolysis occurs at a single temperature, effectively decoupling the thermal degradation 

reaction kinetics from other processes occurring during pyrolysis.  

Thermal models may be sub-divided further into semi-empirical, analytical, and 

integral models [11]. Semi-empirical models are the simplest closed-form correlations 

between environmental conditions and the rate of pyrolyzate production that require 

several assumptions. Semi-empirical models rely on input parameters that can be 

determined directly from standard fire tests and generally require the fewest parameters to 

define a material. Analytical models are closed-form correlations that are formulated based 

on exact solutions to heat transfer equations. Integral models solve energy conservation 

equations according to an assumed form of the temperature profile and require a 

computational algorithm for solution. 



 

9 

 

Development of pyrolysis models for common building materials began in 1945 

with the development of a simple analytical model for the pyrolysis of wood [12]. Even 

with the advent of computational technology, the utility of these simple models has not 

been overlooked and analytical formulations of pyrolysis models for very specific 

scenarios continued to be developed into the 1990s [13]. Though semi-empirical models 

are generally simpler than analytical models, these models appeared chronologically after 

the origin of analytical models. The biggest proponent of semi-empirical models developed 

a model in 1979 [14] that is still commonly used today in analysis of bench-scale standard 

test data. Integral models were developed to address the shortcomings of closed-form 

solutions, particularly the inability to apply the model to different heating conditions and 

materials. Integral models incorporated a more elegant solution into pyrolysis models, but 

also required the definition of many more pyrolysis models. A model developed by 

Quintiere [15] has been used extensively in his collaborations with other fire researchers 

[16].  

Comprehensive models were developed because the assumption that chemical 

reactions occur much faster than diffusion processes is not always valid and predictions 

made with thermal models were found to be inadequate for the new generation of 

computational fire models in development. Comprehensive models use energy and mass 

conservation equations with a representation of the chemical kinetic reaction mechanism 

to calculate the rate of thermal degradation and generally attempt to represent all the 

important physics that occur in the solid material on the microgram-scale. The kinetic 

mechanism is used to describe the rates of reactions that occur during pyrolysis as a 

function of temperature and species concentration. The mechanism defines reaction 
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schemes that describe the various effective pathways through which the reactants form 

products. Each reaction is defined by a set of parameters that mathematically describes the 

rate at which solid reactants transform to solid and gaseous products of degradation. 

Comprehensive models general use the Arrhenius equation to calculate the reaction rate as 

a function of temperature.  

The earliest versions of comprehensive models were developed by Kung et al. in 

the 1970s [17]. Various improvements on the physics described in the models came over 

the next few decades. Multiple reaction schemes were introduced to comprehensive models 

in the 1980s [18]. The 1990s brought modeling of changes in geometry with degradation 

[19] and the extension of comprehensive models to multiple dimensions [20]. Though the 

functionality of these models improved over years, each was still limited to fairly specific 

materials and possible external conditions that could be modeled. Generalized 

comprehensive models were developed to allow simulations of almost any material 

subjected to almost any external conditions. The most prominent examples of these models 

are the solid phase model for NIST Fire Dynamics Simulator (FDS) [8], GPyro [21], and 

the Thermal Kinetic Model of Burning (ThermaKin) [22]. 

The treatment of the physical processes that occur in the condensed phase during 

pyrolysis have a significant effect on the predictions made by the model. A variety of 

pyrolysis models have been used previously that are formulated with a range of 

assumptions about these processes. It is important that any researcher that utilizes the 

generalized methodology outlined in this document fully understand the assumptions made 

to model the physical phenomena that occur during pyrolysis and all of the simplifications 

associated with the experiments conducted as part of this methodology.  
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Section 2.3: ThermaKin 

The pyrolysis model used in this work to conduct inverse analyses and to ultimately 

produce mass loss rate predictions is the ThermaKin modeling environment [22]. 

ThermaKin solves the non-steady energy and mass conservation equations accounting for 

chemical reactions described by Arrhenius reaction rates. The sample material is defined 

in ThermaKin geometrically as a series of layers with specified thicknesses and chemically 

as material components defined by specific thermodynamic and physical properties. 

ThermaKin has recently been expanded to model two-dimensional geometries [23] and the 

governing equations presented here are from the two-dimensional formulation. In the two-

dimensional formulation, the material is represented as a series of one-dimensional 

modeled material (with depth denoted as x) layered in the direction of the additional 

dimension (denoted y). The ThermaKin modeling environment has been validated through 

several investigations on charring and non-charring polymers [23–25]. 

Chemical and physical properties are defined for each component material in the 

ThermaKin framework. These properties include the density, heat capacity, thermal 

conductivity, mass transport coefficient, emissivity, and absorption coefficient. The 

emissivity and absorption coefficient are assumed constant for each component. All other 

properties are defined as functions of temperature in Eq. 2.1 where the property is 

generically denoted p. 

 𝑝(𝑇) = 𝑝1 + 𝑝2𝑇 + 𝑝𝑛𝑇𝑛 (2.1) 

Reactions are defined in ThermaKin as occurring between one or two components 

to produce between zero and two components. The energy evolved from each reaction can 
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be defined as a temperature-dependent quantity with Eq. 2.1. The reactions defined in the 

reaction mechanism are governed by Arrhenius reaction rates defined in Eq. 2.2. The 

reaction order is equivalent to the number of component concentrations defined in Eq. 2.2 

and is most often defined in this work as first-order, although second-order reactions may 

also be modeled. 

 
𝑟𝑖 = 𝐴𝑖 exp (

−𝐸𝑖

𝑅𝑇
) 𝜉𝑗 𝜉𝑘 (2.2) 

The pre-exponential factor, A, and activation energy, Ea, are the kinetic parameters 

specified to define the reaction rate as a function of temperature and the mass concentration 

of the reactant components denoted in the equation by 𝜉𝑙 and 𝜉𝑘. 

Mass and energy conservation equations are solved by ThermaKin assuming the 

heat exchange between the gases and the solid material of the sample is instantaneous. It 

is also assumed that the momentum from the gases transported in the solid material is 

negligible. The statement for the conservation of mass for component j (Eq. 2.3) includes 

contributions from reactions, mass transport, and expansion or contraction of the material.  
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𝜌

𝜕𝜌

𝜕𝑡
𝑑𝑥

𝑥

0

) (2.3) 

The symbols in Eq. 2.3 are defined as follows: 𝑡 is time,  𝜈𝑖
𝑗
 is the stoichiometric 

coefficient of component j in reaction i, 𝐽𝑗 is the mass transport term for component j which 

can occur in the x and y direction, and 𝜌 is density of the component mixture. Mass 

transport is assumed to be driven by concentration gradients. The expression for mass 

transport of gas g is provided as Eq. 2.4, where 𝜆 is defined as the mass transport 

coefficient. 
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𝐽𝑔 = −𝜌𝑔𝜆

𝜕 (
𝜉𝑔

𝜌𝑔
)

𝜕𝑥
 

(2.4) 

The conservation of energy equation is solved accounting for heat generation from 

reactions, in-depth and in-plane conduction, radiation absorption, re-radiation, convection 

from gas transport in the solid, and energy flow associated with contraction or expansion 

of the material with respect to a stationary boundary (x = 0). The conservation of energy 

term solved in ThermaKin is provided as Eq. 2.5. 
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(2.5) 

The symbols in Eq. 2.5 are defined as follows: 𝑐𝑗 is the heat capacity of component 

j, c is the mixture heat capacity, which is weighted according to the mass of components 

in the mixture, ℎ𝑖 is the heat absorbed in reaction i, 𝑞 is heat flow due to conduction (Eq. 

2.6), 𝐼𝑒𝑥 is the radiation flux from external sources traveling to and within the material (Eq. 

2.7), and 𝐼𝑟𝑟 is re-radiation, potentially from in-depth (Eq. 2.8). 𝜅𝑗 is defined in the radiation 

term of Eq. 2.7 as the absorption coefficient of material j. The symbols of Eq. 2.8 are 

defined as the following: 𝜖 is the surface emissivity, 𝜎 is the Stefan-Boltzmann constant, 

and 𝐼𝑒𝑥
0  is the net external radiation flux through the material boundary. 

 
𝑞 = −𝑘

𝜕𝑇

𝜕𝑥
 (2.6) 
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 (2.7) 
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 𝜕𝐼𝑟𝑟

𝜕𝑥
=

𝜖𝜎𝑇4

𝐼𝑒𝑥
0

𝜕𝐼𝑒𝑥

𝜕𝑥
 (2.8) 

Boundary conditions are defined at the top and bottom surfaces of the 

computational domain. The boundaries can be defined with the capability of mass transport 

from the material to the surroundings. The mass transport at the boundary is specified with 

a linear function generally used to remove pyrolyzate gases from the solid sample at the 

top surface. Alternatively, an exponential function may be applied as the boundary 

condition to simulate surface reactions. 

The heat transfer boundary condition must be specified for convective and radiant 

heat flow.  The atmospheric temperature can be defined as a linear function of time to 

modify the convective heat flow boundary condition during simulation. The radiant heat 

flow boundary condition can be specified with up to two linear heat flux phases and may 

be specified as periodic to repeat the heat flux program. A critical mass flux for ignition 

can be defined to simulate flaming combustion of the solid sample. The critical mass flux 

causes the convective and radiant boundary condition to change to account for the excess 

heat flux caused by the presence of a flame on the material surface. 

The ThermaKin program divides the computational domain into finite volumes 

(elements) in the shape of rectangular prisms and calculates the temperature and 

concentration of each component in all the elements at every time step. The conservation 

equations are solved for the x-dimension with a modified Crank-Nicolson scheme shown 

here as Eq. 2.9. 

 
𝑧𝑖

𝑡+∆𝑡 = 𝑧𝑖
𝑡 +

[𝐹𝑖(𝑧𝑖
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𝑡 , 𝑧𝑘
𝑡 , … ) + 𝐹𝑖(𝑧𝑖

𝑡+∆𝑡, 𝑧𝑗
𝑡+∆𝑡, 𝑧𝑘

𝑡+∆𝑡 , … )]

2
∆𝑡 
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Where the variable 𝑧𝑖
𝑡 is the mass or temperature of a component in the element 

being considered at time t and 𝑧𝑖
𝑡+∆𝑡 is the same property at time t + Δt. 𝐹𝑖 in the above 

equation is the rate of change of the property denoted by i. The rates of change of the 

properties are functions of the component masses and element temperatures defined by the 

conservation equations provided by Stoliarov and Lyon [22]. The resulting equations for 

each element and each component are linearized and solved at each time step. The y-

dimension terms in the conservation equations are solved through a simple explicit 

integration with all the details provided elsewhere [23]. 

The models constructed with the ThermaKin program can be divided in two 

categories based on the operating assumptions for each model. The models used to simulate 

the milligram-scale tests conducted in the STA apparatus were constructed assuming the 

sample was thermally thin.  Under this assumption, the material heated instantaneously and 

evenly via convection from the atmosphere. The convection coefficient was sufficiently 

high to induce instantaneous heating.  The model was defined such that heat was transferred 

to the sample purely through convection without a contribution from radiation. The models 

constructed in the thermally thin mode followed the same temperature program as the tests 

conducted with the STA apparatus. 

The models constructed to simulate bench-scale tests required few assumptions a 

priori about the heat and mass transfer characteristics of the sample and test procedure.  

Heat was transferred to the material with a radiant boundary condition set to the external 

heat flux measured in the physical tests. As the sample material was heated, convective 

cooling from the atmosphere occurred on the top and bottom surface boundary. The 



 

16 

 

descriptions of measurements made to characterize convective cooling of the sample at its 

boundaries are described in a later section. 

Section 2.3.1: Comparison to Other Comprehensive Pyrolysis Models 

There are two additional comprehensive pyrolysis models that are commonly used 

in research and modeling because of their robustness and ability to represent myriad 

materials. These two models are the NIST Fire Dynamics Simulator (FDS) condensed 

phase model [26] and GPyro [7]. Each of these models was formulated with different 

assumptions and, as such, slightly different physical phenomena are represented in each or 

a slightly different mathematical representation of the phenomena is provided in each. 

GPyro was developed with the assumption that there is no resistance to gas 

transport within the solid phase, although mass transport may be accounted for with 

invocation of the pressure solver option, in which case transport is dictated by Darcy’s law. 

The heat equation takes into account conduction from the condensed phase, production due 

to reactions, convection from the gas phase to the condensed phase, in-depth radiation 

absorption, and radiation emission from the sample surface, although in-depth emission is 

considered negligible. The chemical reactions are described in GPyro with Arrhenius 

reaction parameters and the reaction scheme may take on any of a wide variety of possible 

reaction models, including nth-order reactions. GPyro has the additional advantage that it 

is coupled to an optimization algorithm that is capable of automatically determining 

unknown model parameters from a set of target data provided by the user. GPyro has the 

ability to be operated in one-, two-, or three-dimensions. The thermo-physical properties 

are defined with a temperature dependence by multiplying the property defined at a 

reference temperature by the ratio between the instantaneous temperature and the reference 
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temperature raised to a power. GPyro has been coupled to the gas phase solver in FDS to 

formulate a robust fire model [27].  

The FDS condensed-phase model was constructed under the assumption that all 

volatiles generated in-depth are instantaneously transported to the top surface, so there is 

no need to track momentum or model mass transport. It is also assumed that any gases and 

solid are in thermal equilibrium at all times. The one-dimensional heat equation 

implemented in FDS takes into account conduction in the solid phase, production from 

reactions, radiation absorption, and in-depth emission of radiation. Solid-phase chemical 

reactions are defined in FDS with the Arrhenius reaction parameters and an nth-order 

reaction model is used to describe the kinetic mechanism, although only a single reactant 

may be defined for each reaction. The FDS solid phase model has the advantage of being 

coupled to the FDS gas phase solver, continuous development and support from NIST staff, 

and has been validated against several sets of experimental data. The FDS solid phase 

model has only been formulated for one-dimensional geometries. The thermo-physical 

properties may be defined in FDS according to any arbitrary temperature dependence in 

terms of discrete temperature/property pairs but the process of doing so can be tedious for 

non-linear dependencies. Limitations to the description of the solid phase in FDS include 

the inability to automatically calculate properties of mixtures and the inability to model 

reactions between multiple solid reactants. The FDS condensed phase model has been used 

extensively in research and modeling efforts [28,29]. 

The subtle differences in the formulation of the three comprehensive models 

described here yield slightly different results for simulations conducted to predict pyrolysis 

rates for various materials. Any model not described here with equivalent or more 
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sophisticated features could be parameterized by the standard methodology presented 

herein. It is important to understand the assumptions inherent to each model that may 

possibly be used to characterize a material through inverse analyses and the ultimate effect 

of each assumption on the final results. 
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Chapter 3: Materials 

Section 3.1:  Composites Background 
Natural and artificial composite materials are ubiquitous in structures and other 

applications and have been for millennia, though recent improvements in technology have 

led to significant advances in technical sophistication and industrial and commercial 

relevance of artificial composites. Bricks composed of dried mud reinforced with straw 

were used by Sumerians in buildings as long ago as 5000 BC [30]. Wood, the material that 

is most commonly used in modern structural applications, is a composite that consists of 

cellulose fibers bound together in a matrix of lignin. Technological advances in high-

strength fibers and polymer chemistry throughout the twentieth century have led to a 

prevalence of laminate composites in applications ranging from automobiles to spacecraft. 

These advanced composites now compete with, and in some industries, have completely 

displaced, traditional materials. 

Composite materials are defined as a combination of two or more materials in 

which each constituent retains its mechanical, chemical, and thermo-physical properties, 

and the combination results in better overall properties than any of the individual 

components alone. The components in a structural composite can be classified as either 

reinforcement or matrix [31]. The reinforcing components provide strength and stiffness 

to the composite and the matrix components maintain the orientation of the reinforcement 

and protect the reinforcement from environmental conditions. These structural composites 

can be designed to withstand the stresses associated with physical loadings in the built 

environment with knowledge of the mechanical properties of the component materials.  

Fiber-reinforced polymer (FRP) is a class of advanced structural composites that is 

subdivided by the type of reinforcing fiber and matrix polymer that compose the material. 
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Commonly the reinforcing fiber is composed of glass or carbon. Advanced structural 

composites that use fiberglass or carbon fiber as the reinforcement and various thermosets 

or thermoplastics as the matrix are common in aerospace and marine applications, as well 

as in automobiles, sporting goods, and consumer products due to a favorable strength to 

weight ratio [32]. Specifically in the aerospace industry, advanced composites have 

completely replaced metals in the design of parts in some aircraft. 

Though manufacturing technology lagged behind the potential demand for 

advanced composites for decades, this technology has advanced such that production and 

use of structural composites is, at times, more advantageous than traditional building 

materials. It has been estimated that global demand for carbon fiber will consistently 

increase each year and reach approximately 80,000 metric tons by the year 2020 [33]. 

These annual increases are projected to span across all sectors and a marked surge is 

expected in alternative energy infrastructure. 

Composite materials will remain an important topic for fire researchers as new 

components and combinations are developed and because they are currently favored in 

situations that require the most stringent flammability requirements including the 

aerospace and maritime industries. One of the most significant barriers to widespread use 

of advanced structural composites over metals and other low flammability traditional 

building materials is the unavoidable thermal decomposition, and inherent flammability, 

of these composites as well as a lack of knowledge concerning the flammability 

characteristics of such materials. Determining the flammability characteristics of 

composites is particularly difficult because the parameters that define the energetic and 

physical interactions between the components and layers are generally not well understood. 
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Section 3.2: Materials Studied 

The subject of this work is a generalized methodology to characterize composites. 

There are varying degrees of complexity in the composites that are common to the built 

environment, and as such, the specific materials to which this methodology may be applied 

must be defined. The methodology is demonstrated on several composite materials that 

have been generically defined as macroscopic layered composites. These composites 

feature individual components in the form of layers and each layer is visible with the naked 

eye (thickness is greater than 1 μm). This definition also includes fiber-reinforced laminate 

composites that consist of alternating layers of fiber reinforcement and polymer matrix. 

The samples of the material must be suitable for quasi-one-dimensional bench-scale 

testing and a one-dimensional pyrolysis model. The material must feature a layered 

orientation or an orientation that may be simplified through assumptions to a layered 

geometry. If each layer is not a homogeneous component, but rather a mixture of 

components, the analysis gets more complicated and uncertain, though the material may 

still be characterized. Examples of each of these have been studied during the development 

of the methodology presented here and the following sub-sections provide background 

about each material and the motivation to study that material. Challenges were confronted 

when applying the generalized methodology to each of the following materials and the 

solutions to these challenges were generalized and incorporated into the methodology to 

improve the robustness of its application. 

Section 3.2.1: Corrugated Cardboard 

Warehouse storage presents a potential fire hazard due, in part, to the orientation, 

configuration and nature of the stored commodities. Lignocellulosic materials, specifically 
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corrugated cardboard, are frequently used to produce storage containers and can comprise 

much of the fuel load for fires in warehouses and storage occupancies. In many storage 

facilities, commodities are stored closely together in combustible corrugated cardboard 

packaging on racks that can range up to 30 m high. A small fire can spread rapidly due to 

the proximity of combustible goods. The economic impact from warehouse fires is, on 

average, considerably higher than the economic impact of fires in residential and office 

buildings because it includes property damage and business interruption costs. On average, 

between 2007 and 2011, storage occupancies accounted for 20.6% of non-residential fires, 

29.4% of civilian deaths in non-residential fires, and 20.2% of the dollar cost of direct 

property damage in non-residential fires ($614MM) annually [34].  

By developing a comprehensive understanding of the ignition and pyrolysis of 

corrugated cardboard and similar composite packaging materials, it is possible to better 

understand fires in storage occupancies and propose new fire safety measures that 

effectively reduce the societal, economic, and environmental impacts of warehouse fires 

[35] 

Lignocellulosic materials are mainly composed of cellulose, hemicelluloses, and 

lignin, which are organic polymers that act as the structural components of the cell wall of 

plant cells. Cellulose is characterized by long, unbranched chains and a crystalline 

structure. Hemicellulose refers to any of a group of polymers existing in plant cell walls 

that are characterized by relatively shorter, branched chains and an amorphous structure 

[36]. Lignin is made up of several complicated amorphous polymers. The lignin and 

hemicelluloses serve as the matrix and the cellulose chains serve as the reinforcement in 

plant cells. When cardboard is structured with alternating layers of planar and corrugated 
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sheets, the material may be defined as a layered composite. A picture of the specific 

corrugated cardboard samples tested as part of this research is provided in Figure 3.1. 

 
Figure 3.1: Picture of a Corrugated Cardboard Sample 

Recent studies on corrugated cardboard have focused on burning rate correlations 

[37] and flame spread over the surface of the material [38,39]. Several studies [40,41] have 

focused on determining an effective reaction mechanism for cardboard thermal 

degradation. However, these mechanisms vary considerably and it is not completely clear 

whether this variation reflects the differences in the material composition or the method of 

determination. Moghtaderi [11] provided a survey of existing pyrolysis models for 

lignocellulosic materials although corrugated cardboard was not identified as a material 

that has been characterized for a pyrolysis model.  

The motivation for studying corrugated cardboard is not limited to the benefits 

afforded to warehouse and storage occupancy fire protection. Since 1960, corrugated 

cardboard production has increased by approximately 300% and its municipal solid waste 

market share has increased 27%. 31.9 million tons are produced annually, based on 

industry statistics from 2011 [42]. With the widespread use of corrugated cardboard, it is 

possible that the material may comprise a portion of the fuel load for a wide array of 

scenarios and it is advantageous to understand the flammability and create a pyrolysis 

model for such a material.   

The corrugated cardboard characterized through this methodology presented a 

challenge because of the non-one-dimensional fluted layers in the composite. The fluted 
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layers could not be separated from the composite without compromising the structure of 

the entire composite so it was impossible to accurately independently characterize the 

flutes. A homogeneous representation of the composite was originally considered, although 

it had to be modified to include a lower density representative material in place of the 

flutes. Layers of the material also tended to delaminate and exfoliate during pyrolysis, 

which led to uncertainty in the heat transfer that occurred in depth. This led to later 

modification of the bench-scale gasification tests used in the experimental portion of this 

work to include a spatially-resolved temperature measurement. 

Section 3.2.2: Low-pile Carpet 

Carpet constructed with synthetic polymers is the most common floor covering 

material in the built environment although it has poor flammability characteristics 

compared to other flooring materials. Carpet and area rugs accounted for 50.7% of the U.S. 

floor covering market in 2013, which amounts to an estimated 985 million m2 installed that 

year [43]. Modern carpet consists of a series of complicated layers made from several 

different polymers. Low-pile carpet tile, a modular form of the flooring material that is 

commonly found in commercial and institutional occupancies, particularly in high traffic 

areas, features at least three distinct layers of polymer mixtures. A picture of the low-pile 

carpet tiles characterized in this research is provided in Figure 3.2. 

 
(a) 

 
(b) 

 
(c) 
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Figure 3.2. Pictures of (a) Full Carpet Composite, (b) Upper Layer, and (c) Base Layer 

Currently the ignitability of carpeting and its ability to allow fire to spread over its 

surface is addressed by the Flammable Fabrics Act and is administered by the US 

Consumer Product Safety Commission (CPSC). A test specific to carpeting, commonly 

referred to as the “pill test,” [44] provides a good indicator of the ability of a carpet sample 

to act as the point of ignition for an enclosure fire, but it does not provide information about 

the flammability characteristics of the floor covering when a fire ignites and grows 

elsewhere. The Flooring Radiant Panel Test [45] is an additional standard test used to 

simulate the scenario when an enclosure adjacent to a carpeted corridor is engulfed in a 

fully involved fire. This standard test provides a better indication of the flame spread 

characteristics of the floor covering in realistic fire scenarios than the pill test, but does not 

provide enough information to understand the fire spread and evolution as a function of the 

ambient conditions. 

These standard test methods have been successfully used for decades to assign 

flammability classifications to the materials used to make consumer products or to collect 

data from which quantitative flammability characteristics may be inferred although 

numerous shortcomings have been identified. Major criticisms of these and other standard 

fire tests are the limitations on the scenarios that can be realized in a given apparatus and 

uncertainties in the physical parameters that define these scenarios. These limitations result 

in an inability to generalize the results and extrapolate beyond conditions of a given test 

method. A pyrolysis model with predictive capabilities may provide the variability required 

to simulate these standard fire tests as well as realistic fire scenarios. 

Several of the polymers used to make the carpet tiles that were studied here were 

harvested from recycled materials and included auxiliary chemicals as stabilizers and fire-
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retardant additives. The inexact chemistry of the materials generally used in carpet make 

the usefulness of literature values for the properties of these materials limited. As a result, 

all of the materials in the carpet samples required experimental testing to adequately 

determine the thermo-physical properties and reaction parameters that described the 

complete pyrolysis process. The layered structure of carpet, the variety of materials that 

may be used in each layer, and the significant differences in the structure of each layer led 

to significant difficulty in characterizing the carpet samples for fire models. Carpet may 

comprise a large fraction of the fire load in the built environment, and as such, a full 

understanding of its fire hazard and all of the processes involved in pyrolysis proves to be 

important. This complete understanding of the pyrolysis process cannot be attained through 

standard testing like the radiant panel, although it may be gained through development of 

a predictive pyrolysis model. 

Section 3.2.3: Fiberglass Reinforced Polyester 

Reinforced polymer composites are fabricated through the polymerization of a 

liquid resin in the presence of a chemical initiator within an interpenetrating fiber network. 

The commonly used resins include polyester, epoxy, and vinyl ester. Typical fiber 

reinforcement materials are fiberglass, carbon fiber, and KEVLAR.  Polyester reinforced 

by fiberglass is the most common combination of fiber-reinforced composites in the world 

[33]. Fiberglass reinforced polymers are used extensively in structural and thermal 

protection applications for the maritime, aerospace, and offshore industries [46,47], but the 

uses for these composites has spread across many industries with the largest percentage 

utilized for transportation, construction, and in electronics. It has been shown that the 

weight of merchant ships can be decreased by up to 60% through the use of fiber-reinforced 
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polymers, which is advantageous because it decreases the energy required for 

transportation. The widespread adoption of these composites as they have become a cost-

effective alternative to traditional building materials has outpaced the knowledge base in 

the research community of their inherent fire hazard. 

Unsaturated polyester resin is one of the most flammable matrix polymers that are 

commonly used in composites and also produces a large yield of soot relative to its mass 

when it undergoes pyrolysis and combustion [48]. This soot contributes to dark smoke that 

compromises sight and timely egress in a fire scenario and may lead to asphyxiation. Dark, 

sooty smoke may also contribute to increased thermal radiation emission [49] which may 

decrease the time to flashover in an enclosure, effectively increasing the risk to people and 

property in the enclosure. Fiberglass reinforced polyester is manufactured in several 

possible configurations with various geometries and compositions of reinforcement 

material and matrix phase material. A picture of a typical sample of fiberglass reinforced 

polyester that was characterized in this work is provided in Figure 3.3.  

 
Figure 3.3: Picture of Typical Tested Fiberglass Composite 

The majority of previous work to characterize reinforced polymer composites was 

performed on pure materials or composites of a single composition without addressing 

changes in the burning behavior with changes in the composition [50–52]. One study in 

which a constituent-based model was developed indicated that the determined material 

properties were not able to accurately describe the MLR measured in the pyrolysis of 

composites with a higher glass content [51], although the samples in that study were 

structurally more complicated than the current study. Zinchenko et al. conducted a study 
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with the main goal of predicting the thermal degradation rate of a carbon fiber reinforced 

polymer composite that is commonly used as a thermoprotective coating [53]. The authors 

adopted a methodology that relied on knowledge of the kinetic parameters and the mass 

fraction of each of the constituents in the composite. The ratio between the mass fraction 

of phenolformaldehyde resin and carbon fiber cloth was varied in the analysis and it was 

found that good agreement between the experimental thermogravimetric data and the 

model prediction was achieved when the specific properties of each material was well 

characterized. This study demonstrated the possibility of intelligently designing 

composites with well-known material and flammability properties by understanding the 

properties of each of the contributing components. 

Many of the sectors that currently use fiber-reinforced polymers in structural 

applications require performance-based design to meet flammability metrics stipulated by 

safety standards. These composites may be designed with a specified ratio between the 

masses of reinforcement and polymer based on the desired mechanical and thermal 

performance. Because of the variety of uses for fiberglass reinforced polymers and the 

requirement of performance-based design, it was important to this work that the 

methodology provide the ability to predict the performance of composites as a function of 

their composition. A challenge that required modification of the generalized methodology 

was determining the thermo-physical properties of each individual component in such a 

way to facilitate prediction of the behavior of the composites. 

Section 3.2.4: Carbon Fiber Structural Composite 

The design of the structure and components as well as the manufacturability of 

carbon fiber laminate composites have experienced significant improvement in the last few 
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decades, and these improvements have led to increasing prevalence of these composites in 

a variety of common applications. The aerospace industry has experienced the most 

widespread adoption of carbon fiber laminates because of the favorable strength-to-weight 

ratio of carbon fiber compared to aluminum alloys that have been traditionally used in 

structural elements in aircraft. Carbon fiber structural composites have been used in aircraft 

since the mid-twentieth century and the uses for these composites in aircraft have increased 

since. The most recent commercial airplane models developed by Boeing and Airbus, the 

787 and A380, respectively, have structures that comprise more than 50% of their mass 

from carbon fiber [54] and, more notably, the fuselage of the Boeing 787 is completely 

composed of carbon fiber laminates [55]. 

As the use of carbon fiber in airplanes has increased, manufacturing costs have 

decreased, which has allowed these structural composites to be used in a wide and varied 

range of applications. The structural advantages of carbon fiber composites over metal 

alloys that derive from their mechanical strength yield numerous advantages including 

increased fuel efficiency, improved fatigue and corrosion resistance, and the reduction of 

weight-based maintenance and fees [56]. These composites can currently be found in 

ground transportation vehicles, in building construction, and in a wide range of consumer 

goods. 

Though there are numerous advantages to the use of composites over traditional 

aerospace materials, there are also unavoidable disadvantages that have slowed the 

replacement of traditional material components by advanced composites. The polymeric 

matrix materials that are currently used in laminate composites undergo thermal 

degradation at elevated temperatures. The fibrous reinforcement materials that compose 
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the laminae that may be made of aramid, carbon, or similar materials can also undergo 

thermal degradation and contribute to the heat released due to the combustion processes 

that occur in a fire event. In addition to the potential degradation of mechanical strength 

due to thermal degradation, the gaseous products of degradation may also create a toxic 

atmosphere that has historically led to more deaths than fires that start in airplane cabins 

[57]. As airplane manufacturers seek to benefit from the advantages of carbon fiber 

laminate composites, fire and associated hazards that contribute to loss of life must also be 

considered. 

Carbon fiber laminate composites can be designed to withstand directional loadings 

more efficiently than metals. A disadvantage of composites over traditional building 

materials is the inherent flammability of the polymer matrix used in carbon fiber 

composites, the most common of which generally volatilize in the temperature range of 

approximately 580-680 K. An additional advantage of carbon fiber composites over metals 

in aerospace applications is that composites will maintain structural strength during 

decomposition of the matrix polymer and higher temperatures whereas metals exhibit 

degraded mechanical properties with increasing temperatures and will sustain damage 

beyond repair at a well-defined temperature. 

A carbon fiber structural composite that was produced by Toray Composites and 

designated according to Boeing Material Specification 8-276 (BMS-8-276) was 

characterized as part of this investigation. A picture of the sample is provided as Figure 

3.4. The layers of the composite could not be separated, so the composite was modeled as 

a homogeneous material. Although this simplified experiments and analysis, it was 

determined that the degradation process alternated between exothermic and endothermic, 
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resistance to mass transport was hypothesized to effect experimental results, the effect of 

oxidation on the unreacted and residual components was investigated, and the effect of 

orthotropic thermo-physical properties on the pyrolysis process was also investigated. 

 

Figure 3.4: Picture of Tested Carbon Fiber Composite Sample 

Research to characterize carbon fiber composites in fire-like conditions was 

conducted by researchers at Sandia National Laboratories [54] that consisted entirely of 

experimental testing. The investigation involved several configurations of composites and 

concluded that there was no evidence of oxidation in any of the tests that were conducted 

and that there were possibly edge effects in the experiments due to the relatively small 

sample dimensions. Quintiere et al. conducted an extensive investigation to determine the 

thermo-physical properties and fire response of the same carbon fiber composite that is the 

subject of this work [58].  

The thermal conductivity of the composite was measured with a homemade 

apparatus although the authors recommended that the thermal conductivity of the 

composite be measured with a more accurate method. The properties that were measured 

and the observations made during burning experiments provide a data set for comparison 

with the current study. A thermal model was developed based on the data collected and 

subsequent analysis performed by Quintiere et al. that accounted for pyrolysis reactions, 

heat and mass transfer, and material swelling [59]. It was concluded after formation of the 

model that the treatment of swelling is important to the model, the treatment of the mass 

transport condition at the back boundary of the sample is important, and the definition of 
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the permeability of the sample appears to significantly affect the quantitative agreement 

between the experimental and modeled HRR curves. 

Regulations set by the Federal Aviation Administration (FAA) that dictate the 

flammability requirements for cabin materials focus primarily on post-crash fire scenarios, 

where loss of life most commonly occurs. These regulations, which are specified in FAR 

25.853, require materials to pass several standard fire tests including maximum flame 

spread after application of a flame to samples in a vertical orientation (FTMS 191, Method 

5903), horizontal orientation (FTMS 191, Method 5903), and at a 45° angle from the 

horizontal, and additionally not exceed a critical heat release rate in tests conducted in the 

OSU Apparatus [60]. The regulations are intended to increase the amount of time to 

flashover in the airplane cabin to effectively provide more time for evacuation in a post-

crash fire scenario. A specific concern with post-crash fires is smoldering of carbon fiber 

structural composites because this form of burning tends to produce more smoke, carbon 

monoxide, and unburned pyrolysis products, and smoke inhalation and carbon monoxide 

poisoning cause the largest percentage of deaths in fires [49]. 

These tests are capable of providing pass/fail determinations, though it has been 

noted that they do not provide enough information to make a full characterization of the 

fire hazard of a material [58]. It has been estimated that cabin materials for airplanes cost 

approximately $300 per pound and production requires large initial investment by the 

manufacturers [57]. Due to these relatively high costs for airplane cabin materials, it is 

advantageous for manufacturers in the aerospace industry to completely understand the fire 

response of materials that may be used to build airplanes before investing into large-scale 

production and full-scale fire testing. Fully parameterized pyrolysis models for the carbon 
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fiber composite can improve the understanding of fire dynamics and material degradation 

when carbon fiber laminates are involved. 
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Chapter 4: Experimental Methods 

Section 4.1: Properties Required for Pyrolysis Models 
This work is focused on developing a generalized methodology to determine 

thermo-physical properties and model parameters for composite materials that are 

otherwise difficult to determine. The methods used in this study have been designed to 

directly and indirectly measure the required properties while conducting as few physical 

tests as possible. An efficient methodology to completely characterize composite materials 

for pyrolysis models represents a marked improvement on state of the art parameterization 

methods that rely on techniques to measure single properties, use literature values, or multi-

variable curve fitting algorithms. 

Techniques to individually measure single properties are inefficient and may 

require a multitude of costly tests. Property values that are taken from literature will likely 

not correspond to the exact material of interest and can lead to inaccurate predictions if the 

differences between the material tested in the literature and the material of interest are not 

understood. Multi-variable curve fitting algorithms can be used to determine effective 

property values to accurately predict pyrolysis behavior [61], although there is uncertainty 

about the applicability of these properties outside the range of calibration conditions. 

Ultimately, there is a better probability that the predictions made with the model 

constructed with measured properties may be extrapolated to different orientations, scales, 

and a wider range of ambient conditions.  

The need for more accurately estimated material properties drives a need for better 

measurement techniques and a better understanding of how each material property and 

each constituent material in a composite affect the model predictions [7,35,47]. Several 

sensitivity analyses have been conducted to identify the parameters that must be accurately 
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characterized and the parameters in which uncertainty causes little change in the model 

prediction. The procedures and major conclusions from these sensitivity analyses are 

provided in Sec. 4.1.2. 

Section 4.1.1: Sensitivity Analyses 

A pyrolysis model is generally evaluated on its ability to produce predictions that 

agree well with mass loss rate (MLR) and surface temperature data or in-depth temperature 

profiles measured in physical tests. Accepted practice suggests that a sensitivity analysis 

or parametric investigation be conducted when solving a multivariable problem in an 

attempt to quantify the uncertainty in the solution. Pyrolysis simulations are multivariable 

problems that require sensitivity analyses to properly define the total uncertainty in the 

final predictions. It is imperative to understand the effect each input parameter has on the 

model response when using the method of manually iterative optimization utilized in this 

study. 

Stoliarov et al. conducted an analysis to determine the effect of variation of several 

thermo-physical properties on predictions of fire response parameters for a typical generic 

non-charring engineered polymer using the ThermaKin modeling environment [62]. Due 

to the lack of a comprehensive understanding of the charring process, the only parameter 

related to charring that was investigated was the typical char yield. A survey of literature 

data was used to define a mean value as well as an upper and lower bound on the range for 

each parameter that encompassed all of the property values in the literature. The authors 

determined that the prediction of the time to mass loss is sensitive to all thermo-physical 

properties and kinetic parameters with the exception of the heat of decomposition and the 

char yield, and was most sensitive to the reaction kinetics.  
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The time to the peak MLR and the overall shape of the MLR curve was also found 

to be sensitive to all the input parameters. The magnitude of the peak MLR as well as the 

average MLR were most sensitive to the parameters that define the reaction mechanism, 

including the heat of decomposition, the reaction kinetics, and the char yield. The average 

MLR was also sensitive to the absorption coefficient. This analysis concluded that all the 

defining features for the MLR curve are most sensitive to the parameters that define the 

reaction mechanism, slightly sensitive to the optical properties of the material, and largely 

insensitive to the remaining thermo-physical properties. It was also noted that the charring 

process can generally decrease the peak and average MLR by as much as 80% and that the 

properties of the char influence the effect of the properties of the char on the MLR 

predictions. These observations are consistent with the claim that any changes in polymer 

chemistry and the accompanying effect on the material properties profoundly affect the 

time to ignition and the shape of the MLR curve. 

Linteris investigated the effect of variations in model inputs on the time history of 

the MLR and time to ignition for the thermal decomposition of PMMA predicted by both 

ThermaKin and FDS [63]. The heat capacity of the material was found to have a strong 

positive correlation with the time to ignition at high heat fluxes and to a larger extent at 

low heat fluxes. Thermal conductivity was also found to have a positive correlation with 

the time to ignition at all heat fluxes. The heat of reaction had the most significant effect 

on the time history of the MLR with a decrease in the heat of reaction resulting in an overall 

increase in the MLR. Adjusting the thermal conductivity of the material resulted in changes 

in the shape of the MLR curve, but did not significantly affect the average MLR or the peak 

MLR. Absorption coefficient was found to affect the shape of the MLR curve, and the peak 
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and average values of the MLR decreased with increasing values of absorption coefficient. 

The heat capacity had little effect on the MLR curve at low heat fluxes and only affected 

the shape, shifting the peak later in time, while at high heat fluxes, increasing the heat 

capacity resulted in lower average and peak MLR. It must also be noted that the material in 

this investigation, PMMA, does not produce char, and though the conclusions on the 

sensitivity of each input parameter may likely be applied to any material simulated with 

these models, the conclusions do not definitely apply to all materials. 

Linteris et al. conducted a brief sensitivity analysis as part of a modeling effort for 

the gasification of four polymers [64]. The magnitude of the perturbations for each 

parameter was chosen to reflect the uncertainty in determining the parameter. The 

parameters that impacted the predictions, in order of sensitivity, were the activation energy, 

pre-exponential factor, heat capacity, and absorption coefficient. The thermal conductivity 

was found to have very little effect on the MLR profiles for all of the polymers and the heat 

of decomposition had the most significant effect on the MLR curve. The brief sensitivity 

analysis concluded that uncertainties in the measured parameters created variations in the 

predicted MLR curves that were greater in magnitude than the error between the predicted 

curves and the experimental curves. Since the variations in the parameters were on the 

order of the uncertainty in determining each parameter, this conclusion implies that an 

emphasis must be placed on reducing the uncertainty in parameter estimation and 

measurement. 

Bal et al. conducted a study to assess the complexity required in pyrolysis models 

[65]. This study was motivated by the trend that models require the definition of more 

parameters as the complexity of the models increases, which requires a more extensive 
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experimental effort and increases the computational cost of modeling. The authors defined 

the optimal complexity of the model as the number of input parameters that yields 

equivalent prediction errors due measuring thermo-physical parameters and to neglecting 

physical phenomena (e.g. reducing the number of independent input parameters). Three 

models for the pyrolysis of PMMA were assessed to illustrate the breadth of variations 

available to predict the pyrolysis of a single material and each used a different set of 

governing equations in the pyrolysis model and different methods to determine the 

parameters to define the sample in the models.  

The assumptions that the heat of decomposition was negligible, the thermo-

physical properties had no temperature dependence, and there was no in-depth radiation 

absorption resulted in large errors for the surface temperature prediction. Some of the major 

conclusions included a relatively small error in the surface temperature prediction can be 

achieved with a large reduction in the number of parameters used to define the heat transfer 

physics and all complexity associated with mass transport within the solid appeared to be 

negligible. It was demonstrated through this study that the chemical mechanism had a 

significant impact on the MLR, single-step reaction kinetics led to a large increase in the 

MLR error, and that a good prediction of the energy distribution throughout the solid and 

any heat losses must be well quantified to produce accurate MLR predictions. Though 

several of these conclusions may be applied generally to pyrolysis models, it must be noted 

that this study was focused on models for PMMA, which undergoes pyrolysis with the least 

complicating factors, and it is no surprise that much of the complexity in these models was 

found to be extraneous. 
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Chaos conducted a sensitivity analysis on a simplified version of GPyro claiming 

that previous sensitivity analyses examined specific materials or situations and lacked 

generality [66]. Chaos investigated the model response based on both a non-charring and 

a charring virtual material with properties representative of common thermoplastics. For 

the charring material, the MLR was most affected by the virgin and char emissivities and 

the reaction parameters at low heat flux. At high heat flux, the same trends were observed 

up to the first MLR peak and thereafter the char and virgin thermal conductivities dictated 

the MLR due to the insulating layer at the top surface. The surface temperature rise was 

affected by the thermal conductivity, density, and heat capacity of the virgin material and 

the emissivities of the virgin and char components. For high and low heat flux conditions, 

the ignition time was most sensitive to virgin emissivity, reaction parameters, virgin heat 

capacity, and virgin density. The peak and average MLR were most sensitive to the virgin 

and char emissivities and the virgin density.  

Kim et al. examined the effect of the complexity of the reaction mechanism chosen 

to describe the resins in two different fiberglass-reinforced polymer composites on the 

MLR curve and temperature profiles predicted by GPyro [67]. Six different kinetic schemes 

with a range of complexity were investigated and it was concluded that, with the exception 

of a single zeroth order reaction scheme, the kinetic mechanism defined in the model 

produced minimal changes in the MLR in 1D bench-scale simulations. It was concluded 

that the samples with a high glass content did not require a geometric description with 

alternating layers of glass and resin in the 1D model, and doing so added unnecessary 

complexity to the model. 
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All the analyses were in agreement that the reaction kinetics and the heat absorbed 

during the pyrolysis process had the most significant effect on the MLR curve. The 

absorptivity and absorption coefficient also tended to have a marked effect on the MLR 

curve as well as the sample temperature distribution. The time to the onset of mass loss 

was affected most significantly by the reaction kinetics and the heat capacity of the 

material. The thermo-physical properties of the virgin material appeared to affect the initial 

rise of the temperatures throughout the sample, but did not significantly affect the overall 

MLR curve. Chaos et al. found that for charring materials, the emissivity and thermal 

conductivity of the char tended to have a profound effect on the MLR after the onset of 

mass loss.  

Bal et al. emphasized the importance of temperature-dependent thermo-physical 

properties but Linteris concluded that constant values of heat capacity and thermal 

conductivity, evaluated at the average temperature between ambient and decomposition, 

and temperature-dependent values of the same properties yielded similar results in bench-

scale thermal degradation simulations. Stoliarov et al. made a similar conclusion, stating 

that density, heat capacity, and thermal conductivity are of little importance when 

predicting the peak and average MLR and the mean value of these parameters from a 

literature review may be used in lieu of direct measurement.  

The range of methods used to conduct these sensitivity analyses and the conflicting 

conclusions drawn from each demonstrates the complexity and nonlinearity of the 

mathematics of pyrolysis. It is clear from the review of the analyses in this section that the 

sensitivity of the pyrolysis process to each thermo-physical property and kinetic parameter 

is dependent on the test conditions, the sample material, and the structure of the sample. 
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Because of this and because few of the materials investigated in these sensitivity analyses 

were charring or had complicated composite geometries like the materials defined in the 

scope of this work, few of the conclusions specific to non-charring polymers can be applied 

to the current study, although several of the general conclusion regarding the time to mass 

loss and the thermo-physical properties of the unreacted components may be applicable. 

Section 4.2: Experimental Methodology and Philosophy 

The methodology developed through this work is presented in this section. The 

general philosophy that led to the specific steps in the methodology is explained, followed 

by several subsections that are divided into the properties and parameters that must be 

characterized through the methodology. Alternative experimental methods and analyses 

that are available and have previously been used to determine each specific parameter are 

presented, followed by experimental procedures and analyses that were conducted to 

characterize materials in this work. The methodology presented here is intended to provide 

general direction for engineers, scientists, and fire model practitioners to determine thermo-

physical properties that are required for the study and modeling of pyrolysis. Applications 

of the methodology to characterize several composites that are common to the built 

environment is demonstrated in chapters 5 through 8. 

In light of several of the studies described in Sec. 4.1.1. that were conducted to 

assess the required complexity for accurate pyrolysis model predictions, this methodology 

is built on the philosophy that additional complexity is only included in the model when it 

has been demonstrated that the additional complexity will significantly improve the 

accuracy of model predictions. A common complaint about fully characterizing materials 

for pyrolysis models, particularly complicated composites, is the extensive experimental 
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effort and breadth of measurement techniques required.  The philosophy adopted in the 

current investigation is to measure and infer as many properties as possible while making 

as few assumptions that will introduce error into the predictions as possible. An additional 

attribute that was considered essential was the ability to determine several parameters from 

each experimental method or apparatus, effectively reducing the number of experiments 

that must be conducted. 

Pyrolysis models are commonly used as a tool to analyze data collected in thermal 

analysis and bench-scale test methods in inverse analyses. By defining the experimental 

conditions of the specific test method as the boundary conditions in the model, specific 

parameters of interest may be determined by mathematically replicating target 

experimental data. This method of inverse analysis is most effective when the replicated 

experiment has been designed to isolate an individual parameter or set of parameters. The 

experiments conducted to demonstrate this methodology and to test its scope and 

robustness were designed to isolate the condensed phase processes from the gas phase 

processes, but also to isolate individual thermo-physical properties or parameters 

associated with thermal degradation reactions. 

Inverse analyses conducted as part of this methodology are comprised of three 

general steps that may be repeated as many times as necessary. The first step involves 

determining an appropriate functional form to model the parameter of interest. Taking into 

account the overall philosophy adopted for this methodology, the simplest functional form 

is initially chosen. The second step involves simulating the experiment using the model 

parameterized with an initial guess of the desired parameter. The third step is to adjust any 

coefficients in the model by iteratively assessing the agreement between the model 
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prediction and the target experimental data and modifying the coefficients. If an inadequate 

agreement, defined according to predefined acceptance criteria, is achieved between the 

model prediction and the target data regardless of the coefficients chosen, the functional 

form of the model for the parameter is made slightly more complicated and the process is 

repeated. 

When applying this methodology to a composite, the first task is to collect as much 

existing information about the material and similar materials as possible. Of particular 

importance in this preliminary phase is whether research has been published on the 

material, if the distinct components have been identified and further researched, and 

whether the material melts, chars, or undergoes other morphological changes during 

pyrolysis. The information accrued in this preliminary research may potentially inform the 

design of several of the experiments conducted later in the characterization methodology 

and will inform the analyses of data collected in experiments. 

After conducting preliminary research, the geometry of the material must be 

assessed by identifying the number of distinct layers present and determining whether these 

distinct layers may be separated from the composite structure or individually procured to 

be studied independently. If it is determined that there are distinct layers that may be 

separated from the composite, these layers are separated and the remainder of experiments 

are conducted on each distinct layer. Inverse analyses are used extensively in this work, so 

the dimensions and mass of the entire composite as well as any separated layers must be 

measured prior to testing to identify the density and thickness of the representation in the 

pyrolysis model.  
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The experimental effort presented here is divided between milligram-scale samples 

to determine the effective reaction kinetics and thermodynamics (Sections 4.2.1-3) and 

bench-scale samples to determine the thermal transport properties (Sections 4.2.4-5) just 

as the pyrolysis model is divided between a zero-dimensional (thermally-thin) sub-model 

and a one-dimensional (thermal transport) sub-model. The presentation in the following 

section of the methodology used to characterize these materials is done in a chronological 

order because the successive experiments and analysis require the foundation provided by 

the parameters determined in preceding measurements and analyses.  

Section 4.2.1: Thermal Degradation Kinetics 

The treatment of the kinetic parameters has been shown to be important in the 

construction of pyrolysis models in several of the sensitivity analyses of Sec. 4.1.1 as well 

as other investigations [68]. Thermogravimetric Analysis (TGA) [69,70] is the most 

commonly used standard testing method for collecting data from which the reaction 

kinetics may be determined. In TGA, the mass of a sample is measured as the 

environmental temperature follows a user-specified temperature program in a well-defined 

gas atmosphere. TGA tests are completed with various heating programs, generally in an 

inert atmosphere to gather data on the total sample mass as a function of temperature. These 

data may be replicated with mathematical formulae that relate the rate at which the sample 

mass volatilizes at the elevated temperatures to the temperature and composition of the 

sample.  

The sample mass for TGA experiments must be small (3-10 mg) to reduce 

temperature and concentration gradients to effectively eliminate heat and mass transfer 

within the sample. The gas atmosphere is well-defined and continuously purged with high 
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precision mass flow controllers to remove any gaseous byproducts formed in 

heterogeneous reactions, reduce the possibility of secondary reactions, and to continuously 

cool the apparatus. The total gas flow rate is typically on the order of 100 mL min-1, and 

may be reactive or non-reactive according to the desired test conditions. The temperature 

in the vicinity of the sample is controlled by a furnace that is capable of isothermal 

operation and dynamic heating and/or cooling and can operate at heating rates ranging from 

0 K min-1 to as high as 500 K min-1. In material flammability research, the temperature 

program generally includes a constant heating rate in the range of 3 to 30 K min-1. The 

sample is contained in a crucible that may have a lid to improve the uniformity of the 

temperature in the crucible or may not have a lid to improve interaction between the sample 

and the atmosphere and to facilitate the exhaust of gaseous byproducts of the reactions. 

Individual mass loss events are considered reactions and the rates of reactions are 

commonly described using the Arrhenius equation, which was presented as Equation 2.2. 

TGA test data are analyzed to determine the reaction parameters, 𝐴 and 𝐸, that describe the 

condensed phase reactions that take place over the range of temperatures investigated as 

well as the kinetic scheme that consists of the stoichiometric coefficients for the pyrolyzate 

gas and solid pyrolysis products generated through each reaction. In homogeneous kinetics 

terms, the activation energy represents the minimum energy threshold beyond which 

chemical bond redistribution can take place and the pre-exponential factor represents the 

maximum frequency at which a reaction will take place, which is related to the vibration 

frequencies of a molecule. There are a multitude of methods for determining reaction 

parameters from thermogravimetric data, and there is no single, universally accepted 
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standard method in the fire protection community, which can lead to a disparity between 

kinetic parameters determined by different investigators. 

There is a debate about the use of TGA based on the lack of standard calibration, 

testing, and analysis procedures. Calibration generally consists of comparing the measured 

temperature of the sample to a well-defined temperature (generally a melting point or Curie 

point), but the calibration curve is highly sensitive to the heating rate. There is no standard 

heating rate at which data is collected, and often data is collected at several heating rates. 

A related debate exists about whether application of the Arrhenius equation to 

heterogeneous reactions may be justified. Several fire researchers and practitioners of 

pyrolysis models claim that the Arrhenius reaction parameters are fitting parameters and 

that the physics of heterogeneous reactions are of no consequence when defining the kinetic 

mechanism for a material [71].  

Data collected with microscale combustion calorimetery (MCC) (See Section 

4.2.3) [72] and data collected with differential scanning calorimetry (DSC) (See Section 

4.2.2) [73] have been analyzed to extract kinetic reaction parameters as an alternative to 

TGA data. These methods are limited to specific materials that display HRR and heat flow 

rate curve maximums that correspond to the maximum MLR. These limitations make it 

unlikely that the thermal degradation of composite materials would be adequately 

described through these methods and further discussion of them is not warranted.   

Though there is a strong contingent of researchers that use Arrhenius kinetics to 

describe the thermal degradation process of solid phase materials, modeling efforts have 

illuminated a deficiency in the understanding of solid phase reactions. It has been observed 

that the kinetics that describe solid phase processes are highly dependent on the 
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experimental conditions, which leads some researchers to believe kinetic parameters 

cannot be characterized as distinct properties of the material [74]. There is also evidence 

of a kinetic compensation effect, whereby several different sets of Arrhenius parameters 

describe a curve that accurately depicts experimental thermogravimetric data [75,76]. 

Despite the physical interpretation of the reaction rates, the applicability of the Arrhenius 

equation, and the myriad techniques used to determine kinetic parameters, previous 

investigations have demonstrated semi-global reaction kinetics may be adequately 

represented with the Arrhenius equation. 

The analysis methodologies to determine reaction kinetics are so numerous and 

varied that it is impossible to concisely summarize all of them, although some of the most 

common techniques are briefly explained here. Generally, analysis of thermogravimetric 

data requires the transformation of the mass data collected as a function of temperature to 

a non-dimensional variable that represents the fractional reaction or conversion, α, defined 

in Eq. 4.1, where the subscript 0 denotes the initial mass, 𝑓 denotes the final (residual) 

mass, and no subscript indicates the instantaneous mass. 

 𝛼 = (𝑚0 − 𝑚)/(𝑚0 − 𝑚𝑓) (4.1) 

The Arrhenius equation and it relationship to the rate of mass loss of the sample is 

modified from the form presented as Equation 2.2 to Equation 4.2. The form of Equation 

2.2 is specific to first- and second-order reactions and the generic form of equation 4.2 may 

take on several different theoretical models, denoted 𝑔(𝛼), that relate the instantaneous 

mass (or conversion) to the rate of change of the mass (or conversion). Each theoretical 

model has a foundation in physical phenomena including nucleation and growth, diffusion 

processes, reaction order, and geometric considerations for the progress of the reaction 
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front. The functional form of the theoretical model is generally an unknown parameter that 

must be determined in addition to the pre-exponential factor and activation energy when 

analyzing thermogravimetric data [71].  

 𝑑𝛼

𝑑𝑡
= 𝐴 exp (

𝐸

𝑅𝑇
)  𝑔(𝛼) 

(4.2) 

When data is collected at a single heating rate, the functional form of the reaction 

model must be assumed so that the other two unknowns may be determined. Analysis of 

TGA data with the differential form of the rate expression requires the transformation from 

a time derivative to a temperature derivative provided generically in Eq. 4.3, and 

manipulation to Eq. 4.4 to achieve a functional form that easily allows determination of A 

and E by graphical means. In these equations, 𝜑 is the heating rate, 𝛼 is the conversion, 𝑡 

is time, 𝑇 is temperature, and 𝑅 is the universal gas constant. Several simplifications and 

modifications to the relationship provided as Eq. 4.4 that are applicable to specific 

scenarios have been made by many researchers [77] 

 𝑑𝛼

𝑑𝑇
= (

𝑑𝛼

𝑑𝑡
) (

𝑑𝑡

𝑑𝑇
) = (

𝑑𝛼

𝑑𝑡
) (

1

𝜑
) = (

𝐴

𝜑
) 𝑒−𝐸 𝑅𝑇⁄ 𝑔(𝛼) 

(4.3) 

 
ln [(

𝑑𝛼

𝑑𝑇
) 𝑔(𝛼)⁄ ] = ln (

𝐴

𝜑
) − (

𝐸

𝑅
) (

1

𝑇
) 

(4.4) 

Related analyses rely on data collected at multiple heating rates and form the set of 

isoconversional methods. These methods are based on the relationship between the 

activation energy and temperature at constant values of conversion collected at several 

different heating rates. A multitude of isoconversional methods have been used to 

determine the kinetic scheme and reaction parameters [78]. One such method was proposed 

by Friedman [79] that uses a slightly manipulated form of Eq. 4.4, in which the activation 
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energy is determined as the slope of a graph of 1/T vs. ln (
𝑑𝛼

𝑑𝑇
). The theoretical model is 

assumed to take the form of an nth-order reaction shown in Eq. 4.5, which may be 

manipulated to Eq. 4.6 and plotted for the pre-exponential factor and order of the reaction, 

n, to be determined. 

𝑓 (
𝑚

𝑚0
) = [(

𝑚 − 𝑚𝑓

𝑚0
)]

𝑛

 
(4.5) 

ln [𝐴𝑓 (
𝑚

𝑚0
)] = ln 𝐴 + 𝑛 ln [(

𝑚 − 𝑚𝑓

𝑚0
)] 

(4.6) 

Another common isoconversional method is the Ozawa/Flynn/Wall method [70], 

which requires the assumption that decomposition can be described with first-order 

reactions and requires at least four tests conducted on samples at heating rates ranging from 

1 to 10 K min-1. This method uses the general form of the Arrhenius rate equation given as 

Equation 4.3, with the theoretical model defined for first-order reactions, 𝑔(𝛼) = (1 − 𝛼). 

The equation is manipulated to an expression for the activation energy as a function 

of 
∆ log 𝜑

∆(1−𝑇)
, which can easily be evaluated as the slope of data points of constant conversion 

on a semi-log plot of heating rate against (1 − 𝑇). Determination of the activation energy 

and pre-exponential factor requires an iterative process that makes use of tabulated values 

of integration parameters provided in the standard [80,81].  

Investigators have employed optimization software or graphical methods to 

determine the kinetic parameters that provide the best fit for experimental TGA and bench-

scale MLR data [40,41,82]. In the studies that used optimization techniques, the reaction 

scheme was generally formulated based on schemes available in the literature or on 

qualitative analysis of the data. The most common optimization algorithms for highly 

dimensional problems like extracting the parameters of the reaction mechanism from a set 
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of thermogravimetric data are evolutionary algorithms that are based on natural selection. 

These algorithms begin with a diverse group of parameter sets (called individuals) and the 

sets that produce the best fitness to the experimental curve survive and pass on property 

values that produce the most accurate prediction to the next population of parameter sets. 

Over many iterations, all of the property values in the set take on their optimal values.  

Evolutionary algorithms, including genetic algorithms and the stochastic hill 

climber algorithm, have been used extensively to determine thermo-physical properties and 

reaction parameters for materials. Generally, an evolutionary algorithm begins with the 

determination of an initial set of property value and an assessment of the fitness of curve(s) 

predicted by the property value set. A second set of property values is created by random 

mutation of the first set of property values. The magnitude of the mutations are decreased 

with each iteration of the algorithm until the fitness of the predicted curve cannot be 

improved any further. A genetic algorithm will have a large population of individual 

property value sets and the mutated sets are created by combining values of properties from 

two different individual well-performing sets [21]. With a genetic algorithm, the mutated 

property sets always replace the parent property sets that were combined to produce them. 

A unique feature of the stochastic hill-climber algorithm is that there are only a parent and 

offspring individual in the population at one time and the parent property set passes on to 

the next iteration if the mutated offspring property set does not provide a better fit to the 

target data [6]. 

Optimization codes can be useful for determining the kinetic parameters of a 

chemical reaction but a physical understanding of the effect of varying the kinetic 

parameters remains the most important requirement for fitting data. A variety of 
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optimization algorithms have been used with varying degrees of success, though in one 

study several of the optimized parameters were outside the range of physical possibility 

[40]. And it was also shown that the properties determined through an evolutionary 

optimization algorithm predicted cone calorimeter data well from a single heat flux but did 

not extrapolate predictions well to other heat fluxes [6]. Bruns proposed a methodology to 

determine the kinetic parameters for pyrolysis reactions using Bayesian inference to 

compute probability density functions (PDFs) from Markov Chain Monte Carlo 

Simulations intended to fit experimental TGA data [29]. By determining PDFs for the 

kinetic parameters of pyrolysis reactions, the uncertainty in each parameter may be 

inferred, which facilitates the determination of uncertainty in bench-scale simulations in 

which all important physics are represented. It was found that the kinetic parameters 

determined through this method did not always extrapolate well to other heating rates, and 

this was attributed to overly complicated reaction models. It was found that some of the 

parameters that fit experimental TGA data tended to provide qualitatively poor predictions 

for the experimental HRR curves. 

Each of the methods outlined in this section had unavoidable drawbacks, required 

complicated optimization algorithms, or required a battery of tests at a range of heating 

rates. Although isoconversional methods require analysis of data collected at several 

heating rates, there has been little discussion about the ability of isoconversional methods 

to accurately predict data measured at a range of heating rates without modification to the 

kinetic parameters determined through analysis. Additionally, there have been several 

researchers that have noted the high computational expense of optimization algorithms for 

fitting thermogravimetric data [83] that have also demonstrated a deficiency in the ability 
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of the algorithms to predict data outside the calibration conditions and at larger scales. 

Optimization algorithms take most of the engineering judgement out of the determination 

of kinetic parameters, which eliminates the opportunity to make common sense 

modifications to the fit. The method utilized in this work is advantageous because it 

requires relatively few tests conducted at a single heating rate and analysis of the data only 

requires a computational pyrolysis modeling tool. 

Section 4.2.1.1: Experimental Procedure and Analysis 

Simultaneous Thermal Analysis (STA) is a generic term for a class of thermal 

analysis methods that are simultaneously conducted in the same apparatus. In this 

methodology, TGA and DSC tests are conducted together to reduce the number of tests 

that must be conducted to accurately characterize a material. These tests were conducted 

in the Netzsch 449 F3 Jupiter STA. There were some minor deviations from the standard 

STA procedure outlined here, and those differences are indicated in the following chapters. 

Simultaneous measurement of mass and heat flow rate is advantageous over individual 

measurement because the energetic and gravimetric responses of a material to a given 

thermal event are correlated, whereas individual measurements would inevitably be 

affected by a temperature offset [71]. 

STA tests were conducted on each of the distinct materials extracted from the 

composite. The sample material was ground to a powder or cut to be sufficiently small such 

that the total mass of the sample ranged from 3 to 10 mg. It was preferable to keep the 

structure of the sample intact when preparing samples, and powders were only prepared 

when necessary. The sample was compacted into a platinum crucible so that the sample 

was flat against the bottom of the crucible. Thermal contact between the sample and the 
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crucible proved to be an important variable and it was determined that reliably repeatable 

data was only obtained when the sample was positioned in the crucible in a consistent 

manner. All STA tests were conducted with the crucible lid covering the sample to ensure 

a uniform temperature in the crucible. There was an opening in the center of the crucible 

lid to allow pyrolyzate gases to escape the crucible. 

The temperature program was designed with an initial conditioning period when 

the temperature of the sample was held constant at 313 K for a minimum of 20 minutes to 

ensure the sample was purged of oxygen and residual moisture before dynamic data was 

collected. The conditioning period was followed by linear heating at a rate of 10 K min-1 

to approximately 100 K above the highest temperature at which mass loss was observed 

(usually about 900 K). The test chamber was constantly purged with nitrogen flowing at a 

rate of 50 mL min-1 (70 mL min-1 for materials that released high molecular weight 

pyrolyzate products) which was within the range recommended by the manufacturer. 

Conducting STA tests in a nitrogen atmosphere allowed the pyrolysis processes to be 

decoupled from possible oxidation and other heterogeneous reactions as well as heat and 

mass transport within the sample. A temperature calibration was routinely conducted to 

ensure the accuracy of the temperature measurement. The calibration consisted of several 

tests on metals or anhydrous salts in which the samples were heated above their melting 

point and the measured onset of melting was compared to well-defined literature values. 

The heating rate of 10 K min-1 was chosen because it is the most prevalent heating 

rate used in the literature [24,25,40,41,84,85]. This heating rate is low enough that the 

sample does not experience significant temperature or mass gradients, making the effects 

of mass and heat transfer negligible and validating the assumption that the material may be 
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described as thermally thin. It has been noted [47] that a larger error is observed when 

using kinetics determined at high heating rates where the thermally thin assumption may 

be invalid than the error associated with extrapolating the kinetics determined at a low 

heating rate to a situation in which a wide range of heating rates are observed. A heating 

rate of 10 K min-1 is also high enough that portions of the sample could experience this 

heating rate in the bench-scale tests. Additional STA tests were conducted on each of the 

sample materials with a different heating rate to validate the reaction scheme and kinetic 

parameters determined from data collected with a heating rate of 10 K min-1.  

A thermally thin model was constructed using the ThermaKin modeling 

environment to conduct inverse analyses to determine the thermal degradation kinetic 

parameters. In this model, the convection coefficient at the sample boundaries was defined 

sufficiently high to force the boundaries of the sample to adhere to the ambient temperature. 

The mass flow boundary conditions were defined such that the gaseous pyrolyzate 

instantaneously escaped the sample. The sample thickness was defined small enough to 

guarantee uniformity of the sample temperature and component concentrations throughout 

the sample. Transient changes in the heating rate initially caused all modeled thermal 

analysis methods to deviate from the conditions realized in the measurements. A time-

dependent function that is provided as Equation 4.7 approximated the temporal evolution 

of the measured heating rate was defined at the boundary to force the sample temperature 

to the approximate measured temperature. 

𝑑𝑇

𝑑𝑡
(𝑡) = 𝑏1(1 − (exp(−𝑏2𝑡))(cos 𝑏3𝑡 + 𝑏4 sin 𝑏3𝑡)) (4.7) 

One of the assumptions that must be made when conducting an analysis on 

thermogravimetric data collected at a single heating rate is the functional form of the 
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theoretical reaction model. The analysis of the TGA data that is used in this methodology 

assumes a first or second order reaction model as shown in Eq. 2.2. First and second are 

the only reaction orders with physical justification for the solid phase. The number of 

apparent reactions is determined through a visual inspection of the TGA and DSC data to 

locate the maxima in the MLR curve in combination with background information gathered 

in preliminary research on the material. Generally the number of maxima in the TGA data 

curves provides an initial basis for the number of distinct thermal degradation reactions. 

When analyzing each data set to determine the Arrhenius parameters, the reaction 

mechanism evolves from a single reaction, global scheme to a multi-step semi-global 

scheme. The single reaction scheme is initially used in an attempt to minimize the number 

of unknown parameters that require measurement or fitting. It is generally clear from 

analysis of the single-reaction scheme and comparison to the TGA data whether a more 

representative fit can be determined with the inclusion of more reactions. 

The first reaction to be attempted for curve fitting corresponds to the MLR peak at 

the lowest temperature. A manually-iterated method was used to determine the reaction 

parameters that describe an adequate agreement to the experimental data that has been 

illustrated in Figure 4.1. The procedure for fitting the thermogravimetric data to determine 

the kinetic parameters A and E required estimation of the temperature at which the peak 

mass loss rate occurred, the peak mass loss rate, and the residual mass. An initial estimate 

of the activation energy was calculated from Eq. 4.8, which is an approximate solution to 

the first order Arrhenius equation for decomposition under linear heating conditions [86]. 

An approximation of the stoichiometric coefficient may be determined using the graph of 
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the normalized mass and assuming the half of the mass loss associated with the reaction 

occurs prior to the temperature at which the peak appears. 

 

𝐸 =
𝑒𝑅𝑇𝑝𝑒𝑎𝑘

2 𝑀𝐿𝑅𝑝𝑒𝑎𝑘

𝑚0

(1 − 𝜈)
𝑑𝑇
𝑑𝑡

 (4.8) 

The symbols in Eq. 4.8 are defined as follows: 𝑅 is the universal gas constant, 𝑇𝑝𝑒𝑎𝑘 

is the temperature at the peak of interest, 𝑀𝐿𝑅𝑝𝑒𝑎𝑘 is the magnitude of the MLR curve at 

the peak of interest, 𝑚0 is the initial mass, and 𝜈 is the residual mass fraction for the specific 

reaction. The pre-exponential factor corresponding to the initial estimate of the activation 

energy was calculated using Eq. 4.9, where 𝑚(𝑇𝑝𝑒𝑎𝑘) denotes the mass measured at the 

temperature corresponding to 𝑀𝐿𝑅𝑝𝑒𝑎𝑘. 

 
𝐴 =

𝑀𝐿𝑅𝑝𝑒𝑎𝑘

(
𝑚(𝑇𝑝𝑒𝑎𝑘) − 𝑚0𝜈

1 − 𝜈
)

𝑒
𝐸

𝑅𝑇𝑝𝑒𝑎𝑘 
(4.9) 

After the initial estimate, the agreement between specific traits of the predicted 

curve and the experimental curve are evaluated. These traits include the error in the peak 

magnitude of the MLR curve, error in the temperature of the peak of the MLR curve, and 

mean instantaneous relative error between the prediction and experimental curve of the 

normalized mass curve. The activation energy and pre-exponential factor are iteratively 

modified until acceptable agreement is achieved. Acceptable agreement was generally 

defined as a maximum error of 10% in the magnitude of the peak MLR, a maximum error 

in the temperature of the peak of 3 K, and a mean instantaneous error of less than 2% in 

the normalized mass curve. A brief sensitivity analysis was conducted to determine the 
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effect of these criteria on bench-scale model predictions and the results are presented in 

Section 4.3. 

Though this process becomes quicker with experience, general guidelines exist to 

expedite the process. By increasing the pre-exponential factor, the magnitude of the peak 

of the curve tends to increase, the temperature at which the peak occurs decreases, and the 

temperature range of the curve decreases. Increasing the activation energy tends to shift 

the curve to higher temperatures and decreases the magnitude of the peak without a 

significant effect on the temperature range of the mass loss feature. The integral of the mass 

loss rate curve is associated with the total mass lost during the reaction, and can be 

influenced by adjusting the stoichiometry of the reaction. Upon determining the kinetic 

parameters that provide the most representative fit, it may be evident that additional 

reactions are required to accurately describe the thermal degradation of a material. An 

identical process is used for each individual reaction in a multi-reaction mechanism, 

although the reaction rate may be influenced by parallel or consecutive reactions that are 

added to the mechanism. 

The reaction mechanism defines the initial, unreacted components present in the 

sample, the rates of transition of those components to solid products of thermal 

degradation, and the evolution of the mass of all components with respect to time and 

temperature. The solid products of degradation may be the final products, usually termed 

char, or may be intermediate products that eventually degrade to the final products. It is 

important to note that the reaction mechanism and the components included in the 

mechanism are not likely to represent actual reactions or individual chemical components. 

The mechanism is intended to mathematically mimic the mass and mass loss rate data in 
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the simplest form possible and relies on model-specific kinetics to reproduce the 

experimental curve. Understanding the composition changes of the solid sample 

throughout degradation as a function of temperature allows analysis and eventual 

prediction of the DSC data.  

 

Figure 4.1: Flow Chart Depicting the Inverse Analysis Procedure for Determining the Kinetics of Thermal 

Degradation  

 

The uncertainty in each kinetic parameter for the carbon fiber composite in Chapter 

7 was determined by iteratively varying the parameter independent from the other 
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parameters while assessing the effect of the parameter on prediction of the MLR and the 

evolution of the mass. The activation energy and pre-exponential factor for each reaction 

were varied upward and downward by a percentage and the mean relative error between 

the MLR curve predicted by the model and the experimental curve was calculated. The 

percentage of the change in each kinetic parameter was iteratively decreased until the mean 

error between the prediction and the mean experimental data was equivalent to the scatter 

in the experimental data. This analysis yielded a calculated uncertainty in the pre-

exponential factor of ± 20% and an uncertainty in the activation energy was calculated of 

± 1% and these have been adopted as the uncertainties for all kinetic parameters determined 

through this method. It should be noted that each parameter was varied independently and 

this analysis did not consider the compensation effect or modification of multiple 

parameters simultaneously. It was hypothesized that large variations in the stoichiometric 

coefficients would yield similar simulation results provided the variations were balanced 

between positive and negative variations. It was estimated that the uncertainty in the 

stoichiometric coefficients was ± 5%. The uncertainty in the same parameters have been 

estimated previously as ± 50% for the pre-exponential factor and ± 3% for the activation 

energy. 

Section 4.2.2: Heat Capacity and Thermal Degradation Energetics 

The heat capacity of all sample material components through all states of 

degradation must be determined to fully characterize a composite. These have been 

particularly difficult to measure in the past due to the inability to isolate components that 

have been partially degraded and to quantify the degree to which such samples have been 

degraded. The heats of degradation reactions and phase transitions must also be determined 
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before the parameters associated with heat and mass transport can be included in the 

pyrolysis model. A common method that has been used to quantify the heat capacities and 

energetic flows associated with the pyrolysis process is Differential Scanning Calorimetry 

(DSC). 

Differential Scanning Calorimetry [87] derives its name from measuring the 

differential between the heat flow rate to the sample and the reference crucible as the 

temperature of the atmosphere is scanned along a well-defined program. All DSC 

apparatuses consist of a twin measuring system in which environmental changes imposed 

on the system in terms of temperature and gas atmosphere will affect both the sample to be 

measured and the reference. The sample and reference are both contained in crucibles that 

generally have a lid to improve the uniformity of the temperature profile within the sample 

or reference. The sample mass must be small (3-10 mg) to reduce temperature and 

concentration gradients to effectively eliminate heat and mass transfer within the sample. 

The reference is most commonly an empty crucible although any well characterized 

material could be used. 

There are two common types of DSC apparatuses, the major distinction arising 

from the method by which the heat flow rate difference between the sample and reference 

is measured. In heat flux DSCs, the primary measurement is the difference in temperature 

between the sample and the reference crucible. The temperature difference is related to the 

heat flow rate to the sample relative to the heat flow rate to the reference. Power-

compensation DSCs consist of two identical furnaces in which the sample and the reference 

are positioned to maintain thermal isolation. The two furnaces provide an identical heat 

flow, but as the sample absorbs sensible enthalpy or enthalpy associated with a reaction or 
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phase change, the temperatures of the furnaces diverge, which provides a signal to the 

control mechanism to supply more power to the furnace containing the sample. This power 

signal provides a direct measurement of the heat flow rate to the sample [88]. It has been 

observed that the heats of reactions of a material are more accurately determined with a 

heat flux DSC in which both crucibles are fully immersed in the furnace than a power-

compensation DSC [89]. The STA apparatus utilized in this methodology uses the 

principles of heat flux DSC to measure the heat flow rate. 

Recently, fire scientists have used DSC as a standard method to determine the heat 

capacities of materials and the energetics of heterogeneous reactions at the range of 

temperatures comparable to those in fire environments [89–91], but there remains some 

skepticism surrounding the use of DSC in fire science. Some debate exists about the 

validity of DSC because of the lack of standard procedures for evaluating the temperature 

and sensitivity calibrations, as well as the limits of applicability of the measured data and 

the sources of uncertainty and systematic errors. There are also no accepted standard 

heating rates at which tests are conducted and the heating rates that are generally used do 

not necessarily correspond to fire conditions. These factors must be kept in mind by the 

researcher conducting tests and analyzing DSC data to ensure accurate parameter 

measurements. Since DSC provides a direct measurement of the heat flow rate to the 

sample as a function of temperature, interpretation of the data is dependent on knowledge 

of the sample material and the discretion of the practitioner. 

Although DSC has become the most common method for determining heat capacity 

and heats of thermal degradation reactions, alternative methods have been used in past 

studies. A commonly used method before the widespread adoption of DSC was proposed 
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by Tewarson and Pion and involved the measurement of the heat of gasification from a 

series of bench-scale quasi-one-dimensional radiant heating tests [1,92]. This method is 

incapable of completely isolating heat and mass transfer processes from the absorption of 

energy due to sensible enthalpy and decomposition and is limited in applicability to only 

homogeneous materials. The heat capacity of a material may also be extracted from the 

Thermal Response Parameter (TRP) [14], a metric that relates the time to ignition to the 

thermo-physical properties, which is generally measured in one-dimensional radiant 

heating tests.  

 Each of these methods requires significant prior knowledge of thermo-physical 

properties or several additional tests to provide the heat capacity of the material or the heat 

absorbed during thermal degradation. To effectively determine the heat capacity from the 

TRP requires measurement or prior knowledge of the thermal conductivity, density, and 

the ignition temperature to account for thermal transport through the material, which would 

require an extensive experimental and analytical effort to determine a single parameter. 

Each is also limited in the geometry and composition of the materials that may be 

characterized, which effectively eliminates these options for composite materials. The 

limitations on these alternative methods and the ability to determine heat capacities and 

heats of reaction while simultaneously collecting data to determine the kinetic parameters 

of the reactions are major reasons DSC conducted with an STA was chosen for this 

methodology. 

Section 4.2.2.1: Experimental Procedure and Analysis 

The heat flow rate to each material from the composite that required 

characterization as a function of temperature was measured in STA tests. The sample 
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preparation, temperature program, and gas atmosphere for the STA tests were described in 

Sec. 4.2.1.1. All heat flow rate data that was used in analysis was collected in STA tests 

conducted at a heating rate of 10 K min-1. A sensitivity calibration was periodically 

conducted to relate the heat flow rate to the sample to the temperature difference between 

the sample and reference crucible. This sensitivity calibration consisted of comparing the 

integral of the voltage difference between the sample and reference thermocouples to the 

well-defined heats of fusion of several anhydrous salts that melted over a wide temperature 

range. 

The heat flow rate data collected in STA tests may be manipulated according to Eq. 

4.10, which describes the rate of heat flow to a sample, 𝑞̇ [W m-3], in terms of the sensible 

enthalpy and heat flow due to reactions and physical transitions. The same symbols defined 

in Section 2.3 have been used here for clarity. 

It is clear from Eq. 4.10 that when there is no heat flow due to phase changes or 

degradation reactions occurring, the heat flow rate is dictated solely by the sensible 

enthalpy of the material and the rate at which the environmental temperature changes. 

Because of this, the heat capacity of the initial, unreacted material and the final, residual 

material may be extracted from the heat flow rate data at the temperature range before any 

reactions occur and after all reactions have completed. The apparent heat capacity was 

calculated by dividing the heat flow rate by the observed heating rate in temperature ranges 

where a single component comprised the majority of the sample mass. 

 

 𝑞̇ = ∑ (𝜉𝑗𝑐𝑗

𝜕𝑇
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To comply with the philosophy of this methodology and maintain the simplest 

representation of each species, a constant term for the heat capacity was initially attempted 

for the functional form of the heat capacity for both the unreacted species and the residual 

species. If it appeared that the constant value did not adequately represent the calculated 

apparent heat capacity of either species, a linear relationship was attempted and if the 

relationship was still deemed inadequate, an additional term was added to the expression 

while maintaining the form of Equation 2.1. The heat capacities of any intermediate species 

were generally defined as a linear combination of the heat capacity of the initial and 

residual components. 

A thermally-thin model was constructed according to the description provided in 

Section 4.2.1.1. The experimentally measured heating rate was fit was Equation 4.7, and 

the resulting coefficient was defined in the model to ensure the sample in the model adhered 

to the observed temperature program. It has been determined in previous studies that the 

thermo-physical properties, particularly the heat capacity, can significantly affect the onset 

of mass loss [63,66], and so it is important to determine a well-resolved heat capacity for 

the material throughout the temperature range where degradation is observed, but 

particularly at relatively low temperatures where mass loss begins. It was determined that 

the mean error between the model-predicted and experimental heat flow rate curves for the 

carbon fiber aerospace composite presented in Chapter 7 decreased from approximately 

16.2% to 8.4% and the mean relative error in the time-dependent integrals of the heat flow 

rate decreased from 5.5% to 1.9% by instituting the time-dependent heating rate expression 

in the ThermaKin model in place of a constant ideal heating rate.  
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The inverse analysis procedure that was used to determine the heat capacity of each 

solid component and the heat absorbed in each reaction is presented as a flow chart in 

Figure 4.2. The model was used to construct a baseline heat flow rate curve that 

corresponded to the sensible enthalpy of the sample through degradation from modeled 

evolution of the mass of each component as well as the determined heat capacities. With 

the sensible enthalpy baseline constructed, the only other contributions to the heat flow rate 

are due to reactions and phase transitions (ℎ𝑖 in Eq. 4.10). The heat evolved during these 

chemical and physical changes to the sample specimen were determined as the integral 

between the experimental curve and the sensible enthalpy baseline over the range of 

temperatures at which the reaction or phase change occurred. Because the DSC data is 

normalized by the initial mass, the integrals that correspond to the heats evolved during 

reactions must be corrected to the mass of the reactant present when the reaction occurs. 

Though the experimental and predicted heat flow rate curves do not always completely 

coincide, the integral of each must be equal to verify the energy evolved in the model is 

equivalent to the energy evolved in the experiment. The criterion for acceptance of the 

energetic parameters determined through the method described here requires that the mean 

instantaneous error between the time-dependent integrals of the model-predicted heat flow 

rate curve and the experimental curve remain below 5%. The effect of this acceptance 

criterion on bench-scale model predictions was investigated and is presented in Section 

4.3. 

The uncertainty in the heat capacity of virgin and melt components calculated 

through the method described here was determined as ± 10% by varying the heat capacity 

definition to generate a heat flow rate curve prediction that was within the scatter of the 



 

66 

 

experimental data. The heat capacity of char components that were determined through this 

method were calculated from data with relatively larger scatter, and the uncertainty was 

calculated as approximately ± 20%. The graphical method used to determine the heats of 

reaction yielded heats of reaction with uncertainties of approximately ± 20%. 

 

Figure 4.2: Flow Chart Depicting the Inverse Analysis Procedure for Determining the Heat Capacity of Each 

Solid Component and the Energetics of Thermal Degradation  

Section 4.2.3: Heat of Combustion of Pyrolyzate Gases 

The heat of combustion of the gaseous species produced during pyrolysis 

effectively relates the solid-phase processes to the gas-phase processes that occur in a fire. 

This link between the solid- and gas-phase processes is vital to understanding the effect of 

pyrolysis of a building material on its surroundings in a fire scenario. Microscale 

combustion calorimetry (MCC) [93] is a standard thermal analysis method that is capable 
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of measuring the heat release rate due to complete combustion of a material as a function 

of temperature and it was used in this methodology to measure the heats of complete 

combustion and also to verify that the complexity of the combustion of pyrolyzate species 

was fully captured by the kinetic model developed through analysis of STA data. MCC 

data may also provide additional information about the relative importance of each reaction 

to the overall fire response of the material. 

The sample is contained in an open, ceramic crucible to ensure the gaseous 

pyrolyzate escapes the pyrolysis chamber with no resistance to flow. The mass of the 

sample is typically in the range 3 to 5 mg based on a constraint that oxidation of the 

pyrolyzate consume less than half the oxygen in the combustion chamber at any time. The 

sample is pyrolyzed in an inert atmosphere at a well-defined heating rate generally between 

12 and 120 K min-1 (0.2 and 2 K s-1). The gaseous pyrolyzate is allowed to mix with excess 

oxygen at a relatively low temperature in a mixing chamber and flows to a combustion 

chamber at a temperature of 1173 K (900°C) where complete combustion takes place. The 

heat release rate due to combustion of the pyrolyzate is measured using oxygen-

consumption calorimetry. 

Various other methods have been used to measure the heat release rate and to 

provide data from which heats of combustion of gaseous volatiles produced through 

pyrolysis may be extracted. Oxygen bomb calorimetry [94] was used by Walters et al. [95] 

to measure the heat of combustion of several polymers with known chemistry. The 

measurement of the heat released in oxygen bomb calorimetry is made based on the change 

in sensible enthalpy of distilled water surrounding the combustion chamber. A drawback 
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to oxygen bomb calorimetry is the inability to assign a distinct heat of combustion to each 

reaction that has been identified in the kinetic mechanism. 

Several similar methods exist for determining the heat release rate of a burning 

material in which the temperature of air flowing through the test chamber is measured 

before and after coming in contact with the burning sample and change in enthalpy is 

related to the heat released in combustion [96]. The OSU calorimeter  is a measurement 

apparatus that determines the heat release rate according to the change in sensible enthalpy, 

although there has been significant criticism about the errors incurred and overall execution 

of this test method [97]. More common are methods that use the principle of oxygen 

consumption calorimetry, including the cone calorimeter [98], fire propagation apparatus 

[99], and the intermediate scale calorimeter [100]. These methods all require coupon-sized 

samples and can only provide a single effective heat of combustion value for the pyrolyzate 

species from composite materials. These methods are inferior to the MCC because the 

combustion efficiency in each is lower than one, but it is not well-defined and can change 

depending on the conditions. The MCC not only provides heats of complete combustion, 

but also does so for each pyrolyzate species produced through thermal degradation, so the 

complexity of the pyrolysis process is not a limiting factor.  

Section 4.2.3.1: Experimental Procedure and Analysis 

Samples for MCC tests were prepared identically to the samples for STA tests 

described in Section 4.2.1.1. The sample mass, which ranged from approximately 2 to 5 

mg was recorded and the sample was placed in a ceramic crucible. The small sample size 

makes the MCC ideal for determining the heats of combustion of the pyrolyzate species 

produced in the degradation of composite materials when each component can be tested 
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independently. The tests in the MCC were conducted without lids on the crucibles to allow 

all pyrolyzate gases to escape the sample unimpeded. The sample crucible was introduced 

to the pyrolysis chamber and allowed to reach equilibrium at approximately 348 K (75°C). 

Upon reaching equilibrium, the temperature of the pyrolysis chamber was increased 

according to a well-defined constant heating rate of 10 K min-1 to the final temperature of 

approximately 900 K. The heating rate chosen for MCC tests conducted in this work 

changed over the development of the methodology presented here. Initially, the heating 

rate recommended in the standard, 60 K min-1, was used to determine the heats of 

combustion associated with the pyrolyzate species from the corrugated cardboard. As the 

methodology developed, it was determined that a better analysis of the heats of combustion 

could be achieved by conducting MCC tests at 10 K min-1, the same heating rate as all 

other thermal analysis techniques conducted in this work.  

The temperature measurement in the MCC apparatus was calibrated according to 

the melting temperature of several metals over the typical temperature range at which most 

polymers decompose. The oxygen sensor was calibrated against a standard air mixture to 

ensure accurate heat release rate measurements. The mass flow controllers for oxygen and 

nitrogen flow into the combustion and pyrolysis chambers were calibrated against an 

independent flow meter. 

An analysis of the heat release rate data that utilized the reaction kinetics 

determined through analysis of TGA data provided a basis from which to determine the 

heat of complete combustion of the pyrolyzate species evolved during thermal degradation 

of the sample. The thermally-thin pyrolysis model was used to simulate the mass loss 

process in the MCC test with the heating rate profile observed in the tests and described by 
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Equation 4.7. Generally, a shift between the modeled mass loss rate and the experimental 

heat release rate was evident that was most likely due to the difference in the heat transport 

characteristics to and within the crucibles in these two instruments. This analysis was based 

on an assumption that the STA provided a more reliable sample temperature control than 

the MCC. 

An inverse analysis was conducted in which a unique heat of combustion for each 

pyrolyzate species was multiplied by the model-predicted mass flux associated with each 

reaction to yield a HRR curve. The simulated HRR curve was compared to the experimental 

HRR curve and the values of each heat of combustion were adjusted until acceptable 

agreement was achieved. Though qualitative agreement between the simulated and 

experimental HRR curves was important, the only formal acceptance criterion was that the 

total integrals of the simulated and experimental curves agree within 5%. 

The uncertainty in each of the heat of combustion values was determined as 

approximately ± 10%. The uncertainty was determined by independently adjusting two of 

the heats of combustion determined for the carbon fiber composite (Chapter 7) to minimize 

the difference between the experimental and modeled HRR curves while stipulating that 

the third heat of combustion be defined such that the integral of the predicted HRR curve 

assume the upper and lower bounds dictated by the acceptance criterion. In previous, 

related studies, the uncertainty in the heats of combustion was approximated as ± 20%. 

Section 4.2.4: Optical Properties 

The review of sensitivity analyses in Section 4.1.1 concluded that the optical 

properties of a material may significantly affect the pyrolysis model predictions of the 

temperature distribution through the material and the MLR profile. The measurement of 
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sample temperatures and the inverse analysis technique adopted for application of the 

methodology presented in this work to determine the thermal conductivity (Section 4.2.5.1) 

depends on well-defined optical properties at the top and bottom boundary. The optical 

properties that are most important to the pyrolysis process are the surface emissivity and 

the absorption coefficient. 

Composites are generally composed of several polymers, which may possess a wide 

range of absorption coefficient values. It is also evident that the emissivity of a particular 

composite may not be adequately described by literature values. In many other research 

efforts, emissivity and absorption coefficient values for materials characterized in pyrolysis 

models are usually either taken from literature or determined indirectly through a 

comparative method. 

The optical properties have been measured directly and indirectly through several 

standard test methods described in this section, although these methods require specialized 

apparatuses, each of which has limitations. Typically the surface reflectivity of a sample 

material is easier to measure than the emissivity or absorptivity. Radiant heat transfer 

problems may be simplified by assuming material surfaces are opaque or optically thick. 

This simplification allows for the following relationship between the absorptivity (𝛼) and 

reflectivity (𝜌) of a surface: 𝛼 + 𝜌 = 1. By assuming the material surfaces are gray emitter-

absorbers, Kirchhoff’s law may be invoked to equate the absorptivity to the emissivity (𝜖) 

of the material, resulting in the following equation: 𝜖 + 𝜌 = 1 [101]. This simplifications 

has been used by researchers to describe the optical properties of synthetic polymers and 

composites [102,103]. 
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Hubbard et al. measured the surface emissivity of several carbon fiber composite 

formulations using a directional hemispherical reflectometer [54]. While the sample was 

irradiated, the reflectometer allowed the directional total emissivity to be measured at two 

angles of incidence as well as the hemispherical total emissivity. A reflectometer is a form 

of spectrophotometer that measures the radiant energy reflected from a material usually 

within a specific spectral band. Several laboratories use an integrating sphere to measure 

optical properties [64,104]. An integrating sphere is a device used to collect reflected or 

transmitted radiation from a sample to a hemisphere. The electromagnetic radiation gets 

captured in the hemisphere and the entirety of the energy is measured by 

spectrophotometers on the sphere. The integrating sphere allows the measurement of 

spectral as well diffuse optical properties and can accommodate the measurement of the 

optical properties of a wide range of materials [105]. The specialized equipment used in 

these studies generally cannot withstand large temperatures, so it is evident that the changes 

in the optical properties that occur due to thermal degradation of the sample may not be 

assessed with these methods.  

Matsumoto et al. measured the emissivity of graphite as a function of temperature 

up to 3000 K [106]. The sample was held between two electrodes in a cylindrical vacuum 

chamber and a gold coated hemispherical mirror was positioned centered on the middle of 

the sample surface. A radiation thermometer that was calibrated against a blackbody 

measured the surface temperature of the sample through an aperture in the hemispherical 

mirror. The spectral emissivity was determined by comparing the voltage measured from 

the radiation thermometer with and without the hemispherical mirror. This method is so 

specialized that it is not applicable to any composites that undergo thermal degradation. 
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Though the emissivity measured by Matsumoto et al. is used in this methodology often to 

define char species, the method of measurement was completely ruled out. 

Linteris et al. used a method in which a well-defined thickness of polymer was 

exposed to radiation from a heater with a well-defined emission spectrum to measure the 

transmitted radiation with a heat flux gauge [102] to effectively determine the absorption 

coefficient.  Similar methods have also been used by other researchers [107,108]. A slight 

modification of this method was used in this methodology. The method only required a 

heater that irradiated through a broad spectrum and a heat flux gauge, which made it ideal 

for the minimalist approach presented in this work. 

Section 4.2.4.1: Experimental Procedure and Analysis 

Early in the development of this methodology, the surface emissivity of corrugated 

cardboard was determined through a comparative method that utilized an inverse analysis 

on data collected on two samples with a well-defined emissivity due to paint and an 

unknown emissivity, with all other properties identical. The heat flow into the depth of the 

sample was tracked by thermocouples that were inserted at several depths. An inverse 

analysis was conducted on the data from the sample with the well-defined emissivity to 

determine the thermal conductivity. After the thermal conductivity was determined, an 

identical inverse analysis was conducted on the sample of unknown emissivity to determine 

the emissivity. 

Though this comparative method was effective when used to characterize the 

emissivity of the corrugated cardboard, it was hypothesized that the paint affected 

absorption of radiation at the surface of the material. This effect was insignificant with 

corrugated cardboard because it was non-transparent to radiation before the paint was 
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applied and because the difference in emissivity between the painted and unpainted 

samples was relatively large. When this method was attempted with other materials studied 

in this work, the differences in temperature and MLR profiles between the painted and 

unpainted samples were not significant enough to confidently conclude that the emissivity 

of the material was different than the paint. Literature values were relied upon to define the 

emissivity of these materials.  

The method used in this work to measure the absorption coefficient for each layer 

of the composites material was adapted from Linteris et al. [102]. A rendering of the 

general measurement technique is provided in Figure 4.3. The radiant heat flux transmitted 

through a sample of a well-defined thickness, subjected to a well-defined heat flux from 

the cone heater, was measured with a Schmidt-Boelter heat flux gauge. The sample was 

irradiated for up to ten seconds, at which point the sample was removed and the heat flux 

directly to the gauge was measured for one minute. Eq. 4.11 (Adapted from [103]) was 

used to calculate the effective absorption coefficient based on the data from this 

measurement. In Eq. 4.11, 𝜅 is the absorption coefficient, 𝛾 is the reflection loss coefficient, 

and 𝜏0 is the transmission coefficient defined in Eq. 4.12 as the fraction of radiation allowed 

to pass through the film thickness, 𝛿. In Eq. 4.12, the radiant energy incident to the sample 

surface, 𝐼𝑥=0, was approximated as the radiant energy directly incident to the gauge. 

Linteris et al. found that this method of determining the absorption coefficient produced 

consistent results to those measured with an integrating sphere. 

 
𝜅 =

[2 ln(1 − 𝛾) − ln 𝜏0]

𝜌𝛿
 (4.11) 
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Figure 4.3: Rendering of Technique Used to Measure Absorption Coefficient 

The reflection loss coefficient, γ, accounts for reflection of incident radiation at the 

interface between the material and the gaseous atmosphere. In this methodology, this 

coefficient was assumed to be 0.05 for all materials unless there was evidence of a more 

representative value. This value is the approximate mean of the reflection loss coefficients 

for common polymers tabulated by Tsilingiris [109] and supported by the work of Linteris 

et al. [102] and Försth and Roos [104]. 

Linteris et al. estimated that the uncertainty in the measurement of the absorption 

coefficient using this method was approximately ± 5%, although variations in calculated 

absorption coefficients determined from measurements made in this work indicate that the 

uncertainty in all absorption coefficient definitions is approximately ± 25%. 

Section 4.2.5: Determination of Thermal Conductivity 

Measurement of thermal conductivity can be difficult and is further complicated 

when the material to be measured undergoes thermal degradation during the measurement. 

This is a common occurrence because thermal conductivity values are required for all 

components at the range of temperatures that are encountered in the test to be simulated. 

Several standard methods and apparatuses exist for the measurement of thermal 

 
𝜏0 =

𝐼𝑥=𝛿

𝐼𝑥=0
 (4.12) 
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conductivity for a wide range of material classes and a wide range of conditions, although 

each method is limited in its scope. The main distinction between these methods is whether 

the system may be dynamic or must be in operated in steady-state. 

The guarded-hot-plate apparatus [110] and the heat flow meter apparatus [111] are 

steady-state methods that are limited to homogeneous samples with parallel sides with 

dimensions that do not change during the tests. Because of the requirement that the system 

be in steady state (isothermal), a single test can last for hours because of the time required 

for the system to reach steady conditions. When thermal conductivity values are required 

over a range of temperatures, tests must be conducted at several temperatures, which 

compounds the amount of time required to collect meaningful data and implies that the 

thermal conductivity of the materials may not be measured as the material degrades. 

The flash method [112] was designed to measure the thermal diffusivity of non-

porous, homogeneous, isotropic materials that are opaque to thermal radiation. The range 

of thermal diffusivities that may be measured is from 0.1 to 1000 mm2 s-1 and the 

temperatures that the apparatus can accommodate are in the range of 75 to 2800 K. This 

method allows determination of the thermal conductivity as long as the density and the 

specific heat of the material is known. It may also be used to measure the heat capacity of 

a material relative to other materials. The flash method must be conducted at a specific 

temperature, and if data is required over a temperature range, the tests must be conducted 

at several discrete temperatures over the desired range, which brings about the criticisms 

aired about the other steady-state methods. Harada et al. used the flash method to determine 

the thermal conductivity, heat capacity, and thermal diffusivity of wood up to 543 K for 

the purpose of studying the charring process for the wood samples [113].   
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The transient plane source technique [114] is intended to measure the thermal 

conductivity of materials that may have orthotropic properties. A flat coil of heating wire 

acts as both the heating element and temperature sensor. The sensor is clamped between 

two planar samples with known dimensions and a known amount of heat is introduced to 

the specimen. The thermal conductivity can be calculated from the voltage and resistance 

measurements over the surface of the sensor as a function of time. The transient plane 

source method has been used by Suleiman et al. to measure the thermal conductivity and 

diffusivity of several wood samples at temperature up to 373 K [115] and by Bentz to 

measure thermal properties of fire resistive materials at room temperature, although slug 

calorimetry was used in the same study to determine thermal conductivity at elevated 

temperatures [116]. This method is limited by the maximum sample temperature at which 

thermal conductivities may be measured that do not allow materials that undergo 

degradation to be accurately characterized. 

Myllymäki and Baroudi conducted an investigation that demonstrated the merit of 

inverse analyses and showed that a direct measurement is not always necessary when 

determining thermo-physical properties [117]. Bentz did a study that demonstrated that it 

is possible to predict the thermal conductivity of a complicated composite material by 

measuring the thermal conductivity of each of the individual components and applying 

knowledge about the geometry of the composite and heat transfer through composites 

[118].  

Quintiere et al. measured the thermal conductivity of a carbon fiber aerospace 

composite using a method similar to the transient plane source method calorimeter [58]. A 

flat power source was sandwiched between two plates of the composite and the temperature 
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difference between the power source and each plate was measured as a function of time. 

The power was increased throughout the duration of the measurement in steps and the 

system was allowed to reach thermal equilibrium. The temperature difference, thickness of 

the sample, and power supplied to the system were used to calculate the temperature-

dependent thermal conductivity for the composite. The authors estimated that the 

uncertainty in the measurement was approximately ± 20% and recommended that a more 

rigorous measurement be made. 

Many of the testing methods described in this section do not facilitate the 

measurement of the thermal conductivity of layered composite materials or of materials 

that are undergoing thermal degradation. Additionally, they all require specialized 

equipment and the methods that have the widest temperature range are steady-state 

methods that must be conducted isothermally and time-consuming. Common to all the 

transient methods is the generation of a temperature gradient through the material and two 

or more temperature or heat production measurement points at well-defined locations in 

the sample. All of these methods require some analysis of the collected temperature and 

heat data to determine the thermal conductivity of the material and may be significantly 

affected by poor thermal contact. 

Section 4.2.5.1: Experimental Procedure and Analysis 

The method adopted in this investigation to determine the thermal conductivity of 

the sample specimen relies on temperature measurements collected during one-

dimensional radiant heating and an inverse analysis that utilizes a pyrolysis model that has 

been completely parameterized, with the exception of the thermal conductivity. Two 

methods of temperature measurement that are demonstrated in this work include embedded 



 

79 

 

thermocouples, which may be impractical for many commonly encountered materials, and 

infrared thermometry to measure the back surface temperature of the samples, which is 

essentially capable of measuring surface temperatures for any material. 

Infrared thermometry is a form of non-invasive temperature measurement that 

relies on the emission of electromagnetic radiation from a source object to determine the 

temperature of the source object, although it can be complicated by uncertainty in defining 

the surface optical properties of the target specimen. Though there are several types of 

infrared thermometers, the infrared thermometer used in this study, a thermal imager, is 

the only thermometer capable of determining the spatial distribution of electromagnetic 

radiation emitted from a surface that has a well-defined emissivity [119]. 

Most of the one-dimensional bench-scale tests conducted in this work utilized a 

gasification apparatus designed at the University of Maryland that augments the standard 

cone calorimeter called the controlled-atmosphere pyrolysis apparatus (CAPA). The study 

conducted on corrugated cardboard utilized the cone calorimeter and embedded 

thermocouples, and the experimental procedure is completely described in Chapter 5. 

Analysis of the temperature data was identical regardless of the measurement method. The 

CAPA was developed to generate a well-defined oxygen concentration in the vicinity of 

the sample material while the sample is subjected to a well-defined heat flux from the cone 

heater. The basic design of the CAPA consists of two concentric, square, metal ducts with 

a sample holder inside the inner duct. The sample holder is completely isolated from the 

gas flow chamber to ensure there is no interference between the two that may result in 

unphysical mass loss data. The annular space between the two ducts features a gas flow 

path through a low pressure drop area followed by approximately 1 inch of glass beads to 
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homogenize the gas flow that is injected into the gas flow chamber. This design was 

implemented to uniformly distribute the gas along the edges of and over the surface of the 

sample. The CAPA makes possible simultaneous measurement of the back surface 

temperature for determination of the thermal transport parameters, and the mass of the 

sample for model validation. Simultaneous measurement improves the efficiency with 

which a material may be characterized, which may be very important for complicated 

layered composites. 

The interior volumes of the inner duct and sample holder have square cross sections 

with sides measured 120 mm and 115 mm, respectively. The gap between these two is 

blocked by a lip installed on the sample holder (see Figure 4.4). The lip is located 1 mm 

above the upper edge of the inner duct, ensuring that the sample holder is suspended on the 

balance and does not make contact with the CAPA ducts to prevent interference with the 

mass measurement. 

 

Figure 4.4: Rendering of Controlled Atmosphere Pyrolysis Apparatus (CAPA) 

CAPA tests were conducted on square samples with a side of 0.08 m at a range of 

heat fluxes that are commonly encountered in enclosure fires. Samples were located in the 

center of a square sheet of 0.00625 m thick Kaowool PM board with an edge dimension of 

0.105 m for a total of 0.0125 m of insulation at each face of the sample orthogonal to the 

heated surface. The method for measuring the back surface temperature with infrared 
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thermometry required a well-defined emissivity at the surface to be measured. This 

definition was achieved by applying a highly emissive paint to the back surface of the 

sample, or resting the sample on aluminum foil with the surface facing the camera painted. 

The aluminum foil was deemed necessary only when it was evident that oxygen introduced 

to the back surface of the sample affected pyrolysis. A picture of the sample holder is 

provided in Figure 4.5. 

 

Figure 4.5: Picture of a Sample of Carpet Composite Mounted to the CAPA Sample Holder and Surrounded 

by Kaowool PM Insulation Board 

A Schmidt-Boelter heat flux gauge was positioned at a location corresponding to 

the geometric center of the top sample surface, 40 mm below the bottom of the cone heater, 

to set the radiant heat flux to the sample. A feedback control system internal to the cone 

calorimeter automatically adjusted the temperature of the heater based on the signal from 

the heat flux gauge. The uniformity of the heat flux at the sample surface was examined 

with a separate heat flux gauge and found to be satisfactory (< 7% maximum deviation 

from the set point). 

The tests conducted in this work with the CAPA had nitrogen introduced to the gas 

flow chamber at a rate of 225 SLPM unless otherwise noted. At this flow rate, the mean 

oxygen concentration was measured as 2.2 ± 0.4 vol.% over nine points approximately 1 
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mm from the surface of the sample. It was found that this oxygen concentration prevented 

autoignition for all samples tested and appeared to make any effects of oxidation on 

temperature profiles and mass loss rates inconsequential. 

Analysis with ThermaKin required construction of a thermal transport sub-model 

to systematically determine thermal transport parameters from sets of data collected in 

CAPA tests. The model required a one-dimensional assumption and the spatially-resolved 

temperature data was reduced to a single representative value of the Tback. The Tback data 

was recorded at a rate of 7.5 Hz. In each frame, the image was divided into three regions. 

Region 1 consisted of the central 0.04 m × 0.04 m square, region 2 consisted of the central 

0.06 m × 0.06 m square less region 1, and region 3 consisted of the entire 0.08 m × 0.08 m 

sample surface less regions 1 and 2. The mean Tback was calculated in each frame using 

four randomly selected locations from regions 1 and 2, and two randomly selected locations 

from region 3. The Tback was generally uniform, with the maximum deviation from the 

mean value on the order of 5%. 

To quantify convective heat losses from the top surface, a 3 mm thick copper plate 

of sample dimensions was placed in the CAPA in place of a sample. Copper was chosen 

because its thermal conductivity, heat capacity, and density are well defined in literature 

[120]. The plate was painted black for a surface emissivity of 0.95, which allowed a fully 

parameterized one-dimensional heat transfer model to be constructed, leaving the 

convection coefficient as the only unknown parameter that could not be directly measured. 

The plate was instrumented with two embedded thermocouples. Tests were performed at 

incident heat fluxes of 20, 40, and 60 kW m-2. The temperature of the nitrogen flowing 

through the CAPA was measured at the level of the sample upper surface in the middle of 
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the annular space between the ducts using a 0.13 mm diameter type K thermocouple. The 

temperature changed linearly from 330 to 370 K as the heat flux increased from 20 to 60 

kW m-2. It was assumed the same linear temperature dependency could be interpolated and 

extrapolated up to 80 kW m-2. Defining the convection coefficient as 5 W m-2 K-1 was found 

to produce the best agreement between the experimental and simulated temperatures. 

Specific details of this convection coefficient determination procedure are provided 

elsewhere [121]. 

The boundary conditions for the top surface of the sample were defined with a 

radiant heat flux identical to the heat flux set point for the CAPA tests, the convective heat 

transfer coefficient was defined as 5 W m−2 K−1, and the ambient temperature at the front 

surface was defined according to the aforementioned linear dependence. The mass 

transport at the boundary was defined to provide no impedance to the escape of gaseous 

pyrolyzate produced during degradation. 

Chaos et al. found heat loss from the back boundary can significantly affect the 

results predicted by a bench-scale model [122,123], which indicates the importance of an 

accurate definition of the back boundary condition. The back surface was defined to be 

impenetrable to mass transport. The convective boundary condition at the back surface of 

the sample was defined with a heat transfer coefficient of 4 W m−2 K−1 and an ambient 

temperature of 310 K. A radiant heat flux of 500 W m−2 was applied to the back surface to 

simulate radiation from the internal walls of the test apparatus (which were assumed to be 

at ambient temperature). The absorption coefficient of the back surface was defined such 

that all incident radiation was absorbed at the surface. The emissivity of the back surface 

was defined as 0.95 to simulate the presence of high emissivity paint on the back surface 
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of the tested samples or on the aluminum foil on which the samples rested. A default value 

for the mass transport coefficient was defined for all components (2 × 10−5 m2 s−1). This 

value was determined as high enough to allow all gaseous pyrolyzate to escape the 

condensed phase with no impedance to flow, and low enough that it would maintain the 

stability of the integration [24]. 

The material was geometrically defined in the thermal transport sub-model 

according to the measured thickness, composition, and temperature of each layer. Each 

component was defined with its measured density, state of matter, and its specific heat 

capacity determined through analysis of milligram-scale data, and its emissivity and 

absorption coefficient. The mass transport coefficient was initially assigned a value based 

on the assumption that no component provides any impedance to the flow of pyrolyzate 

through the material, though this assumption was relaxed if sufficient justification was 

available. 

The initial conditions and the boundary conditions for the bench-scale test were 

defined in the model and the thermo-physical properties of the tested material were 

determined through several iterative inverse analyses that used the sample temperature data 

as the target for the analyses Temperature profile data collected at the lowest tested heat 

flux for each material were generally used to determine the thermal transport parameters. 

These data were chosen to determine the thermo-physical properties of the material 

because they were collected under the best defined boundary conditions. Additionally, by 

using only temperature data to determine the thermal transport properties, the mass and 

mass loss rate predictions were completely decoupled from the process of property 

determination and served as independent validation data sets. 
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It has been observed [124] that the structure of the unreacted material at room 

temperature changes as the material degrades, and with the changing structure of the 

material come changes in the properties of the material. The changes in the structure and 

properties of the material are captured in the model as species defined as solid products of 

degradation reactions. During the process of conducting inverse analyses to determine the 

thermal transport parameters, it proved advantageous to focus the analysis on specific time 

periods in the data to isolate individual species. In this way, the entire material could be 

parameterized incrementally for its most accurate mathematical representation. 

The thermal transport sub-model was used to conduct an inverse analysis on the 

back temperature data to determine the only remaining unknown thermal transport 

parameters, the thermal conductivities of the solid components. A flow chart that represents 

the inverse analysis is presented as Figure 4.6. The temperature data that was collected at 

the back surface of the sample through infrared thermometry were analyzed in relatively 

small time increments to first isolate the unreacted species. The focus when fitting 

temperature data for the unreacted species was the time to the initial rise and slope of the 

initial rise in the temperature. In maintaining the philosophy in which additional 

complexity was only included in the model when necessary, the thermal conductivity of 

each species was initially defined as a constant and additional terms were included in the 

expression while maintaining the form of Equation 2.1 when it was demonstrated that 

doing so would improve agreement with the experimental data. Common sense limits have 

been applied to the thermal conductivity values determined in the case studies presented in 

Chapters 5-8 along with justification for each limit definition. 



 

86 

 

 

Figure 4.6: Flow Chart Describing the Inverse Analysis Procedure for Determining the Thermal 

Conductivity of Each Solid Component. 

 

The heat transfer through multi-layered composites is a complicated process that is 

difficult to accurately model. The highly emissive paint that was applied to the sample has 

been observed to degrade in the temperature range of approximately 650 K, which makes 

data above this threshold range unreliable. These complicating factors make the most 

important criterion for acceptance of a thermal conductivity definition a qualitative 

agreement with the experimental back temperature data curve. A quantitative criterion that 

has been used in this work is a mean instantaneous error not greater than the scatter in the 

mean back surface temperature measurement up to approximately 600 K. The effect of this 

criterion on bench-scale model predictions was investigated and is presented in Section 

4.3. 
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The second time range at which an inverse analysis was conducted was the final 

portion of the CAPA test in which the residual species composed the greatest fraction of 

the sample. The temperatures at which this analysis was conducted were generally close to 

the threshold above which the measurements were considered unreliable, although one of 

the reasons the data collected at the lowest heat flux was used for target data in inverse 

analyses was the relatively low maximum temperature measured in these tests.  

The residual species were generally characterized by a highly porous structure and 

low densities. The temperatures at which the char forms were sufficiently high that 

radiation was assumed to be the dominating form of heat transfer in the porous char layers. 

The radiation-diffusion approximation was invoked to describe the radiant heat transfer in 

terms of an effective thermal conductivity. The radiation-diffusion approximation [125] is 

stated in the following equations, where k is thermal conductivity, σ is the Stefan-

Boltzmann constant, k’ is the effective thermal conductivity which is described by the 

coefficient to the temperature-dependent term, 𝜂.  

Fourier’s law for conductive heat transfer is defined as Eq. 4.13 and represents the 

diffusion of energy along a spatial temperature gradient. The spatial temperature gradient 

can be approximated as a finite temperature difference over a finite distance instead of the 

infinitesimal temperature difference for the differential defined in the equation. 

 𝑞′′ = −𝑘
𝜕𝑇

𝜕𝑥
≈ −𝑘

∆𝑇

∆𝑥
 (4.13) 

The Stefan-Boltzmann law for radiant heat transfer is provided as Eq. 4.14. The 

radiant heat transfer is proportional to the fourth power of the temperature of the radiating 

surface. 
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 𝑞′′ = 𝜖𝜎𝑇4 (4.14) 

By manipulating the Stefan-Boltzmann law and Fourier’s law and introducing an 

effective thermal conductivity, k’, to approximate the radiant heat transfer by the 

conductive heat transfer equation, Eq. 4.15 is derived. 

 𝑘′∆𝑇 ≈ 𝜖𝜎𝑇4∆𝑥 (4.15) 

The effective thermal conductivity that describes the radiant heat transfer with 

Fourier’s law is defined by simplifying Eq. 4.15 and approximating ΔT as T to yield Eq. 

4.16. 

 𝑘′ ≈ (𝜖𝜎∆𝑥)𝑇3 = 𝜂𝑇3 
(4.16) 

The agreement between the model-predicted back temperature profiles and the 

experimental data was assessed for the entire duration of the tests and the thermal 

conductivity definitions for the intermediate species were adjusted as a linear combination 

of the unreacted and residual species if modification was required. The properties of the 

gaseous volatiles had little impact on the model because transport of the pyrolyzate was 

assumed to be fast and the mass of the solid phase components was much larger than the 

mass of the gases. The heat transfer due to advection of gases through the solid phase fuel 

had a minor effect on heat transfer in the solid and the heat capacity of the pyrolyzate gas 

was the only factor that was found to affect the model predictions. 

An important observation that was made during investigation of the low-pile carpet 

and the fiberglass-reinforced polyester composite was the influence of interfacial effects 

on thermal transport within the material. Each layer of these composites was characterized 

independently, and it was shown that the reconstruction of each independently-

characterized layer into a model of the composite did not adequately reproduce mass or 
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temperature data collected on the composite. The solution that was incorporated into the 

methodology consisted of reparametrizing the most uncertain thermal conductivity 

definitions from back temperature data collected on the full composite, which essentially 

determines the thermal transport parameters with the interfacial effects built in. The most 

uncertain thermal conductivity must be determined while adhering to the guiding 

philosophy of this methodology, which, in essence, seeks to relate the properties of well-

defined species to the properties of less well-defined species to maintain the fewest 

independent parameters in the model that require determination. 

The thermal conductivities determined through this method of inverse analysis are 

considered to have an uncertainty of approximately ± 15%. The uncertainty was 

determined by varying the thermal conductivity definition for the component of interest 

and observing the change in the back temperature prediction relative to the scatter in the 

experimental data. This uncertainty was the largest variation in the thermal conductivity 

expression that yielded a back surface temperature prediction that was within the limits of 

error of the mean experimental data.  

Section 4.2.6: Bench-scale One-Dimensional Pyrolysis Tests 

As mentioned in Sec. 4.2.5.1, the bench-scale one-dimensional radiant heating test 

that was used to collected sample temperature data for analyses and MLR data for model 

validation changed over the development of this methodology. The cone calorimeter was 

initially used, and an apparatus that augmented the cone calorimeter, the CAPA, was also 

utilized as the bench-scale apparatus for this work. These apparatuses serve to demonstrate 

the generality of this methodology and show that almost any bench-scale apparatus with 

well-defined boundary conditions for the sample may be substituted here to determine the 
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thermal transport parameters and may provide validation data for the constructed model. 

Some alternatives are discussed in the following section. 

Common bench-scale testing methods including the cone calorimeter, FPA (Fire 

Propagation Apparatus), and NIST gasification device provide mass loss data for samples 

that are irradiated with a well-defined heat flux incident to a single face to simulate one-

dimensional pyrolysis behavior. The mass loss rate data may be used as a target for inverse 

analyses conducted to determine thermo-physical properties as well as validation for fully-

parameterized pyrolysis models. These bench-scale tests have relatively simple 

configurations that allow for the assumption of quasi-one-dimensional behavior. 

Cone calorimetry is a type of calorimetry that is common in fire science that uses 

the oxygen-consumption concept to measure heat released during burning of solids. The 

cone calorimeter is designed with a cone-shaped coil of wire that heats through electrical 

resistance. The distance between the heater and the sample is kept constant throughout a 

test and the heat flux from the heater to the sample depends on the temperature of the heater 

coil. The temperature of the heater, and effectively the heat flux from the heater, is set 

based on feedback from a Schmidt-Boelter heat flux gauge mounted 25 mm from the heater 

surface in the standard test [98]. The heater is oriented such that an approximately uniform 

heat flux falls incident on the surface of the sample. The sample is usually placed on a 

holder that rests atop a balance to track the mass of the sample over the course of the test. 

A spark igniter is held over the sample at the beginning of a test to induce piloted ignition 

and the igniter is removed upon ignition. A ventilation system is included in the apparatus 

with a well-defined flow rate of 0.024 m3 s-1. A pump is connected to the ventilation system 

to sample the gases in the exhaust and feed the sampled gas to a gas analyzer.  
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The oxygen consumption calorimeter is called such because ventilation gas 

sampling is conducted primarily to detect the concentration (volume fraction) of oxygen in 

the exhaust gas. By comparing the concentration of oxygen in the exhaust gases during 

combustion of the sample to the exhaust gases sampled during a baseline measurement 

when there is no sample present, the mass of oxygen consumed in the combustion process 

can be determined. It has been hypothesized, observed, and validated in experiments that 

the mass of oxygen consumed in the combustion process is directly proportional to the rate 

of heat release from a burning material [126,127]. 

One of the major characteristics of the cone calorimeter is the size of the samples 

for which it was designed. As a bench-scale test, the materials generally have masses of 

the order of tens of grams. The tests are conducted under a ventilation hood that does not 

isolate the sample from the surrounding atmosphere, resulting in test samples that are 

subjected to an oxygen concentration equivalent to ambient air. A major advantage of using 

the cone calorimeter is the ability of the user to easily modify the test to measure additional 

variables that affect burning.  

Several researchers have made modifications to the standard cone calorimeter to 

integrate the ability to dictate the oxygen concentration in the vicinity of the sample 

specimen, which eliminates the solid-gas interactions and further simplifies analysis of the 

mass loss data. With these modifications made to the cone calorimeter, the gas analyzer 

and the spark igniter become extraneous and only the mass of the sample is measured 

during tests. The Fire Propagation Apparatus and the NIST gasification device have the 

capability to continuously purge the gas atmosphere with an inert gas to provide well-

defined boundary conditions at the top and bottom surface. As mentioned previously, in 
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addition to using the cone calorimeter as a method for measuring the heat release rate due 

to flaming combustion of pyrolyzate species, it has also been utilized to measure the heat 

of combustion and time to ignition and to determine the heat of gasification and thermo-

physical properties for the material [1]. 

The Fire Propagation Apparatus (FPA) [99], developed by FM Global, is a standard 

bench-scale test apparatus that is used to characterize the propensity of a material to support 

fire propagation in a manner similar to the cone calorimeter. A distinguishing feature 

between the cone calorimeter and the FPA is a test section duct in the FPA that isolates the 

sample from the ambient atmosphere and allows the gas atmosphere to be well-defined 

throughout the test. The FPA has an infrared heating system that is capable of producing 

heat fluxes up to 510 kW m-2 at the heater surface. It has been shown that the heating 

system in the FPA does not radiate as an ideal black or gray body and emits closer to the 

visible and near infrared ranges, whereas the cone heater radiates as a near perfect 

blackbody [108,128]. The FPA is instrumented with a load cell to measure the mass loss 

history of the sample during burning or gasification, as well as a gas analyzer to measure 

the concentrations of oxygen and other gases in the vicinity of the sample in the test section 

duct. 

The FPA allows researchers to assess the effects of oxygen concentration, gas 

pressure, convection coefficient, as well as other atmosphere-related variables on the mass 

loss rate of the sample material during pyrolysis and combustion [35]. As with the cone 

calorimeter, the samples tested with the FPA have masses on the order of tens of grams. 

Modifications to the standard apparatus can also be made to collect additional data 
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pertaining to the sample material, including thermometry to measure the temperature of the 

surfaces of the sample. 

The NIST gasification apparatus [129] was designed to control the oxygen 

concentration of the atmosphere as a solid or liquid sample was subjected to a uniform heat 

flux. The heater, sample holder, and the balance are contained within a sealed cylindrical 

chamber that is continuously purged with the desired gas mixture. The inner walls are 

painted black and the surface of the chamber features a water cooling circuit that maintains 

the temperature of the walls at room temperature to reduce reflection and radiation from 

the walls to the sample. The heater is constantly maintained at a temperature of 750°C and 

the heat flux to the sample is specified according to the distance between the heater and the 

sample. By maintaining the temperature of the heater at a constant value, the spectral 

distribution of the radiation incident to the sample also remains constant.  

Several gasification apparatuses have been constructed for the purpose of 

subjecting materials to a radiant heat flux in an atmosphere with an oxygen concentration 

sufficiently low to eliminate all oxidation and gaseous combustion. These devices are 

generally capable of measuring the mass loss and possibly temperature profiles of the 

sample during pyrolysis, while others can collect and analyze the composition of the 

gaseous pyrolysis products. The main motivation behind development of a gasification 

apparatus is to eliminate the flame on the surface of the sample and the effects of all other 

gas phase phenomena while simultaneously simulating the response of the sample material 

to the heat flux from the flame and other radiating sources. The advantage of such a test 

over the cone calorimeter is that the boundary conditions of the sample are better defined 

by eliminating the fluctuating behavior of the flame, resulting in a condition that is more 
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easily modeled than the conditions encountered in flaming cone calorimeter tests. A 

disadvantage of testing with a gasification apparatus is the lack of standardized test 

parameters and the resulting inability to compare data collected in different apparatuses. 

Babrauskas et al. developed a controlled-atmosphere cone calorimeter (CACC) to 

test the fire response of sample materials subjected to a range of oxygen concentrations 

above and below ambient conditions [3]. The specimen holder was encased in a high-

temperature glass enclosure. The joints of the enclosure were sealed to prevent any inflow 

or outflow of gases which would affect the measurements. The desired mixture of gases 

that comprise the test atmosphere were introduced to the glass enclosure from the bottom 

to take advantage of buoyancy. The gas mixture was designed to flow through a manifold 

system, through a layer of glass beads intended to homogenize the flow, and into the 

enclosure housing the test specimen. The authors acknowledged the advantage a controlled 

atmosphere test has over the standard cone calorimeter for characterizing polymers and 

developing improved materials.  

Marquis et al. conducted an extensive investigation on the gas flow rate in to the 

test section of a modified CACC and its effect on the burning rate of the condensed phase 

sample as well as the combustion of pyrolyzate gases downstream of the testing enclosure 

[130]. The authors stated that due to the design of the open CACC, with a chimney between 

the test chamber and the ventilation intake, it is possible to achieve a flame outside the test 

chamber that will not affect pyrolysis of the sample specimen. It was concluded that the 

flow of a gas mixture into the bottom of the testing enclosure does not have a cooling effect 

on condensed phase pyrolysis. The authors advocated the definition of standard testing 
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protocol for controlled atmosphere pyrolysis tests and referred to potential discussion with 

the International Organization for Standardization (ISO).  

Lattimer et al. recently developed a small-scale thermal decomposition apparatus 

(TDA) capable of irradiating square samples with a characteristic dimension as large as 0.2 

m and up to 12 kg with a cylindrical ceramic heater [131]. The apparatus measures the 

mass of a sample in a well-defined gas atmosphere as the temperature of the heater is either 

maintained constant or changed over time along a predefined temperature program. The 

apparatus was designed such that the sample specimen is in a vertical orientation to allow 

for natural convection to exhaust the gaseous pyrolyzate. Testing in a vertical orientation 

provides the unintentional possibility that gaseous pyrolyzate influences the pyrolysis of 

the sample specimen downstream of the flow. The TDA does not feature any means to 

homogenize the gas flow introduced to the testing chamber, which could produce locations 

in the test chamber with oxygen concentrations and flow conditions that are not well 

characterized. 

Lattimer et al. used the TDA to measure the thermal conductivity, heat capacity, 

and density as a function of temperature for several composite materials. The authors also 

attempted to determine the Arrhenius reaction parameters and the heat of decomposition 

through bench-scale tests. A model capable of calculating the heat transfer through a 

degrading material was utilized in an inverse analysis on front and back surface 

temperature data and mass loss rate data collected in the TDA. The data was collected in a 

series of tests in which the temperature of the heating element was increased over a 

predefined temperature program as well as tests in which the temperature of the heater was 

held constant. TGA and DSC tests were conducted to validate the findings from the thermal 
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decomposition apparatus. Though the overall procedure in this investigation was 

considerably different than the procedure used in the current methodology, the work of 

Lattimer et al. provides precedence for estimating parameters through bench-scale tests. 

Section 4.3: Justification for Acceptance Criteria 

An analysis was conducted to determine the effect of the acceptance criteria on the 

final bench-scale gasification test MLR predictions. The analysis specifically examined the 

effect of independent variations in the pre-exponential factors, activation energies, heat 

capacities, heats of reaction, and thermal conductivity on the final model predictions for 

the carbon fiber composite that is the subject of Chapter 7. (Please note that an attempt was 

made to generalize the results, but for a specific understanding of the material, it is advised 

that this section is read after Chapter 7) 

Because criteria were defined for the peak MLR and the temperature at which the 

peak MLR occurred for acceptance of the kinetic parameters for each of the reactions, the 

kinetic pairs were adjusted to independently investigate each of the limits of the acceptance 

criteria. The criteria defined a maximum deviation of 10% from the magnitude of the 

design MLR and a maximum deviation of 3 K between the design temperature at which the 

peak MLR occurred and the predicted temperature at which the peak MLR occurred. Kinetic 

pairs were generated that independently assumed the approximate positive and negative 

limits in temperature and magnitude of MLR while the other criterion was held within its 

defined limits with an attempt to minimize any change in the other criterion. In each case, 

the effect on the complete predicted STA MLR curve was assessed as was the effect on the 

bench-scale MLR predictions at two incident heat flux conditions. The results of this 

sensitivity analysis on the acceptance criteria are presented in Tables 4.1 and 4.2. 
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Table 4.1. Results of Sensitivity Analysis Investigating the Effect of the Acceptance Criteria for the Kinetic 

Parameters on the Agreement Between Experimental and Predicted Mass and MLR data from STA Tests  
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Final 0.4 7.2 -4.7 -1 

Reaction 1  

Minimum Allowable MLR (1M-) 0.2 11.0 +5.4 -3.4 

Maximum Allowable MLR (1M+) 0.2 10.9 -6.0 -3.3 

Minimum Allowable Tpeak (1T-) 0.2 10.9 -5.9 -3.3 

Maximum Allowable Tpeak (1T+) 0.2 10.9 -6.7 -3.2 

Reaction 2  

Minimum Allowable MLR (2M-) 0.4 8.9 -5.8 -7.3 

Maximum Allowable MLR (2M+) 0.4 7.5 +4.6 +1.5 

Minimum Allowable Tpeak (2T-) 0.4 12.1 +5.8 +4.7 

Maximum Allowable Tpeak (2T+) 0.4 9.2 -11.5 -6.3 

Reaction 3  

Minimum Allowable MLR (3M-) 0.4 7.1 -1.8 -1.3 

Maximum Allowable MLR (3M+) 0.4 8.4 -10.8 -7.2 

Minimum Allowable Tpeak (3T-) 0.4 11.2 -22.8 -3 

Maximum Allowable Tpeak (3T+) 0.4 9.8 +5.8 -1.2 

Reaction 4  

Minimum Allowable MLR (4M-) 0.5 10.6 -7.0 -4.5 

Maximum Allowable MLR (4M+) 0.3 8.4 -5.7 -3.3 

Minimum Allowable Tpeak (4T-) 0.5 14.5 -8.0 -4.8 

Maximum Allowable Tpeak (4T+) 0.3 9.5 -5.5 -2.5 

 

The data presented in Table 4.1 shows the effect of accepting kinetic parameters 

for each individual reaction at the extreme allowable values. In the table, ‘M’ represents 

the mass acceptance criterion and ‘T’ represents the temperature criterion. In general, the 

mean instantaneous error in the normalized mass curve was not significantly affected by 

the changes to individual reactions. This indicates that the acceptance criterion for the 

normalized mass may be made more stringent without an increase in the analysis time. The 
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Mean Instantaneous Error in the Normalized MLR increased from approximately 7.2% to 

a mean of 10% at the acceptance limits. The prediction of the maximum MLR was only 

significantly affected by the reactions in closest proximity to the total peak MLR and the 

temperature at which the peak experimental MLR was almost uniformly affected by the 

limits outside of the acceptance limits for the entire kinetic mechanism. 

Though the limits of the acceptance criteria for the kinetic parameters were found 

to have a profound effect on the agreement between the normalized mass and MLR 

predictions from the thermally-thin model, the data presented in Table 4.2 shows that they 

did not significantly affect the bench-scale MLR predictions. The error between 

experimental and predicted MLR curves at 40 kW m-2 was increased uniformly but only by 

as much as 4.5% and the error for the MLR curves at 80 kW m-2 were either unaffected or 

decreased. The predicted magnitude of the MLR and the time to the peak MLR was not 

uniformly degraded at either heat flux and the time to the peak MLR at 40 kW m-2 appeared 

to most significantly affected by the peak MLR of the first reaction.  

These data appear to indicate that the acceptance criteria may be relaxed without a 

significant decrease in the agreement between bench-scale model predictions and 

experimental data. These results also indicate that the definition of the acceptance criteria 

that resulted in this four reaction mechanism established a process for adding reactions 

whereby every reaction was important to the final prediction. In other words, the 

acceptance criteria defined for the kinetic parameters for this material yielded the simplest 

mechanism that described all phenomena associated with degradation. The results of this 

analysis also indicate that each reaction defined in a multiple reaction scheme is important 

to the final model prediction regardless of the magnitude of the mass loss associated with 
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the reaction. It was shown that the first reaction in the scheme for the composite modeled 

here that accounted for a total mass loss of approximately 1% of the total mass of the 

composite had the most profound effect on the qualitative shape of the bench-scale MLR 

predictions.  

Table 4.2. Results of Sensitivity Analysis Investigating the Effect of the Acceptance Criteria for the kinetic 

Parameters on the Agreement Between Experimental and Predicted Bench-scale MLR data 
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 40 kW m-2 80 kW m-2 

Final 28.8 -0.8 -4 18.2 -32.1 +2 

1M- 29.9 +0.7 -10 16.9 -32.4 -1 

1M+ 31.4 -0.5 +15 19.7 -32.5 +3 

1T- 30.8 +0.7 +1 18.5 -32.3 +2 

1T+ 30.0 +1.2 -4 17.8 -32.6 +1 

2M- 29.5 +1.2 -4 17.9 -32.6 +1 

2M+ 31.4 +0.3 -2 18.4 -32.2 +1 

2T- 31.9 +0.0 -4 18.3 -32.2 +1 

2T+ 32.4 +1.4 -5 18.2 -32.4 +2 

3M- 29.7 +1.2 -5 17.9 -32.5 +2 

3M+ 31.1 +0.7 -3 18.3 -32.3 +1 

3T- 33.0 +0.4 -3 18.1 -32.5 +2 

3T+ 32.5 +1.3 -5 18.3 -32.3 +1 

4M- 30.9 -0.7 -5 18.2 -31.4 +3 

4M+ 30.0 +2.4 +1 18.2 -33.4 0 

4T- 33.3 -1.6 -5 18.2 -31.2 +3 

4T+ 32.4 +2.5 +1 18.2 -33.0 0 
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The acceptance criteria for the heat capacities and heats of reaction stipulated that 

the mean instantaneous agreement between the experimental and predicted integral of the 

heat flow rate remain less than 5%. The heat capacity of the unreacted components, the 

residual mass component, and the heats of all reactions were independently proportionally 

modified to yield heat flow rate curve predictions that were at the positive and negative 

limits of the acceptance criteria. These values were used to parameterize a bench-scale 

model and the resulting agreement between the model prediction and mean experimental 

data from heat fluxes of 40 and 80 kW m-2 were assessed. The results of this sensitivity 

analysis are presented in Table 4.3. 

Table 4.3. Results of Sensitivity Analysis Analysis Investigating the Effect of the Acceptance Criteria for the 

Heats of Reactions and the Heat Capacities on the Agreement Between Experimental and Predicted Bench-scale 

MLR data 

 Final 𝒄𝒗𝒊𝒓𝒈𝒊𝒏
+  𝒄𝒗𝒊𝒓𝒈𝒊𝒏

−  𝒄𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍
+  𝒄𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍

−  ∆𝒉𝒓
− ∆𝒉𝒓

+ 

Mean Instantaneous Error 

in heat flow rate curve [%] 
8.4 9.7 10.4 19.2 17.5 13.9 18.0 

 40 kW m-2 

Mean Instantaneous Error 

in MLR [%] 
28.8 24.4 28.8 24.4 27.8 23.1 34.8 

Error in Maximum MLR 

[%] 
-0.8 3.4 -4.1 2.8 -3.1 6.2 -11.1 

Error in Time to 

Maximum MLR [s] 
-4 -10 +5 0 -9 -7 +2 

 80 kW m-2 

Mean Instantaneous Error 

in MLR [%] 
18.2 17.3 20.8 18.5 20.6 18.3 22.6 

Error in Maximum MLR 

[%] 
-32.1 -34.8 -28.9 -33.8 -29.6 -34.7 -27.4 

Error in Time to 

Maximum MLR [s] 
+2 0 +4 +2 +1 +1 +4 

 

At the low heat flux condition, an increase in the heat capacity was found to 

improve the mean instantaneous error in the MLR curve and a decrease improved the 

agreement for the high heat flux scenario. An increase in the heats of reaction was found 

to have the most significant effect on the bench-scale MLR by increasing the mean 

instantaneous error by 6% at 40 kW m-2 and 4.4% at 80 kW m-2. The time to the peak MLR 
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for both heat flux conditions was largely unaffected by changes in the energetic parameters, 

with the most significant effect coming from the upper limit of the heat capacity of the 

unreacted component and the lower limit of the heat capacity of residual component. The 

effect of varying the energetic parameters to the limits of the acceptance criterion indicates 

that the criterion is likely appropriate for this particular case.  

The criterion for acceptance of the thermal conductivity definition in the inverse 

analysis described in Section 4.2.5.2 dictates that the mean relative error between the 

experimental and predicted back surface temperature must remain within the mean scatter 

of the experimental temperature data. The thermal conductivity definitions for the 

unreacted component and the residual mass component were modified to the limits of 

scatter in the back surface temperature data and the effect on the model predictions at all 

tested heat fluxes was assessed. The thermal conductivity values for the unreacted 

components were increased by 2.5% and decreased by 3% and the values for the residual 

component were increased and decreased by 5% to achieve the limits of the acceptance 

criterion. Table 4.4 shows the results of the analysis. 

By increasing the thermal conductivity of the unreacted component to its upper 

limit, the mean instantaneous error in the MLR prediction was increased at 40 and 60 kW 

m-2 by 4.9% and 7.4%, but agreement was improved at 80 kW m-2 by 0.3% and the opposite 

effect appeared to occur when decreasing the thermal conductivity of the unreacted 

components to its lower limit. The thermal conductivity of the residual components had 

little effect on the MLR predictions and the mean instantaneous error in the sample back 

temperature was largely unaffected by modifications to the thermal conductivities. The 

deviations from the final model produced when modifying the thermal conductivities are 
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reasonable and this indicates that the acceptance criterion for the thermal conductivities is 

justified.   

Table 4.4. Results of Sensitivity Analysis Analysis Investigating the Effect of the Acceptance Criteria for the 

Heats of Reactions and the Heat Capacities on the Agreement Between Experimental and Predicted Bench-scale 

MLR data 

 Final 𝒌𝒗𝒊𝒓𝒈𝒊𝒏
+  𝒌𝒗𝒊𝒓𝒈𝒊𝒏

−  𝒌𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍
+  𝒌𝒓𝒆𝒔𝒊𝒅𝒖𝒂𝒍

−  

 40 kW m-2 

Mean Instantaneous Error in 

MLR [%] 
28.8 33.7 27.1 28.5 28.6 

Error in Maximum MLR [%] -0.8 -5.9 5.2 -1.7 0.2 

Error in Time to Maximum 

MLR [s] 
-4 -1 -11 -7 -1 

Mean Instantaneous Error in 

Tback [%] 
0.8 1.0 0.8 0.8 1.0 

 60 kW m-2 

Mean Instantaneous Error in 

MLR [%] 
21.5 28.9 21.9 22.4 21.0 

Error in Maximum MLR [%] -15.9 -12.3 -20.1 -14.9 -16.9 

Error in Time to Maximum 

MLR [s] 
-10 -9 -8 -11 -5 

Mean Instantaneous Error in 

Tback [%] 
4.2 4.4 4.7 4.7 3.6 

 80 kW m-2 

Mean Instantaneous Error in 

MLR [%] 
18.2 17.9 19.6 18.3 18.4 

Error in Maximum MLR [%] -32.1 -29.5 -35.1 -31.4 -32.8 

Error in Time to Maximum 

MLR [s] 
+2 +1 +4 +1 +2 

Mean Instantaneous Error in 

Tback [%] 
5.9 6.1 5.6 6.6 5.2 
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Section 4.4: Previous Studies to Construct Complete Pyrolysis Models 

The importance of the pyrolysis process has not been lost on a large contingent of 

the fire research community. Though gas-phase phenomena have been studied 

overwhelmingly more often than solid-phase phenomena, there have been several 

extensive efforts to study the major processes that dictate pyrolysis that have included 

construction and parameterization of pyrolysis models. Many such studies have been 

completed, drawing from several of the researchers referred to in preceding sections of this 

chapter and those that made the most significant contributions have been discussed in this 

section.  

Salvador et al. developed a one-dimensional model to describe the combustion of a 

porous homogeneous medium composed of cardboard and polyethylene [132]. To facilitate 

the construction of the model, the investigators made several assumptions. The main 

assumptions built in to the model were that local thermal and chemical equilibrium was 

achieved and oxidation did not occur in the condensed phase material. The investigators 

also chose to neglect the heat flux contribution from the flame. The target data identified 

in this study was the mass loss rate profile collected in cone calorimeter tests. The model 

was validated by comparing predictions to the temperature profiles collected during cone 

calorimeter tests. 

Chaos et al. conducted an investigation to construct complete pyrolysis models for 

single-wall corrugated cardboard and chlorinated poly-vinyl chloride (CPVC) [122]. The 

investigation consisted of FPA tests on coupon-sized samples of each material at heat 

fluxes of 20, 60, and 110 kW m-2. Mass loss rate data for each of the materials was used as 

target data in a curve-fitting procedure that used a Shuffled Complex Evolution (SCE) 
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algorithm to determine eleven parameters required to model pyrolysis of each material. 

The density of the undegraded material was directly measured, and the thermal 

conductivity, heat capacity, and emissivity of the virgin material and the char, the density 

of the char, and four parameters associated with the kinetics and energetics of thermal 

degradation were determined with the optimization algorithm. Surface temperature 

measurements were found to be in satisfactory agreement with the model predicted surface 

temperatures at the heat fluxes tested. This study employed the common approach of 

applying a genetic algorithm to curve-fit mass loss rate data and extract effective properties 

for a pyrolysis model. A common criticism of this and similar methodologies is the 

uncertainty about whether it is possible to apply the effective properties determined with 

the optimization algorithm to situations outside the calibration conditions.  

Stoliarov et al. conducted an investigation to develop complete pyrolysis models 

for two common charring polymers, bisphenol A polycarbonate (PC) and poly-vinyl 

chloride (PVC) [25]. The investigation employed TGA and DSC data to determine the 

reaction kinetics and energetics for the pyrolysis process, MCC to determine the heat of 

complete combustion of the gaseous pyrolyzate, and cone calorimeter tests to supply heat 

release rate curves for validation of the constructed models. A single reaction was used to 

describe the thermal degradation of PC, and two consecutive first-order reactions described 

the thermal degradation of PVC. TGA tests were conducted at heating rates of 10 and 30 

K min-1. It was determined that significantly different kinetic parameters accurately 

described each of the curves, but the authors showed that these differences in the kinetic 

parameters had little effect on the predicted cone calorimeter heat release rate curves. 
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The densities of the polymers were directly measured, and the thermal 

conductivities, heat capacities, reflectivities, and absorption coefficients were determined 

through an extensive literature review. The heat capacity and thermal conductivity values 

used in the model were calculated as the average in the temperature range between room 

temperature and the decomposition temperature and it was determined that substituting 

constant values for temperature-dependent property values had no effect on the 

simulations. The structure of the char was assumed to be similar to graphite, and the heat 

capacity and reflectivity was defined as an average value of char in the range of 700 to 

1100 K, while the density and thermal conductivity of the char were determined through 

inverse analyses of cone calorimeter heat release rate curves. The models constructed for 

each polymer were able to predict results of cone calorimetry tests conducted on charring 

and intumescing polymers at a range of conditions outside those used to calibrate the 

models. This study provides precedence for several of the assumptions made in the current 

investigation and proves the usefulness of a generalized methodology in parameterizing 

predictive pyrolysis models. 

Marquis et al. conducted an investigation that involved the development of a CFD 

solver-coupled pyrolysis model for a balsa wood and fiber reinforced polymer (FRP) 

sandwich structure composite material [10]. The kinetic reaction parameters and energetics 

of the degradation were determined with a genetic algorithm applied to data collected in 

TGA and DSC tests. The thermo-physical properties used to describe each component were 

inferred from individual standard test methods.  Simulations were conducted to predict the 

mass loss rate and heat release rate of the material at five scales, ranging from sample sizes 

on the order of 10 mg up to full scale (more than 50 kg). The authors found deficiencies in 
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the model when attempting to predict flame spread for intermediate to large scale 

geometries because of the increased influence of non-one-dimensional behavior at larger 

scales. The model captured the overall fire growth in a full-scale test up to the point of 

flashover, which the authors attributed to an accurate representation of the thermal 

degradation kinetics. This study exhibits the powerful prediction capability of a model for 

a composite, in which each component was characterized individually. The implication of 

this investigation as it pertains to the current study is the possibility that full-scale model 

predictions can be made by characterizing a complicated composite at the milligram- and 

bench-scale. 

A recent study by Tsoi et al. attempted to develop a model to capture the thermal 

degradation of FRP composites and validate the model with experimental data collected 

with the cone calorimeter [9]. The authors developed a single-layer, homogeneous model 

as well as a zonal model with alternating layers of polyester resin and resin-infused glass 

mat. Both models were based on a pyrolysis model formulation from literature, and all the 

property values were adopted from the same reference with few modifications. The cone 

calorimeter experiments were conducted according to the standard test method, which 

resulted in a condition with flame covering the surface of the sample through most of the 

test, which served to complicate the agreement between the model and the experimental 

data. By slightly modifying the model, the authors were able to predict the upper surface 

and midplane temperatures collected in the experiments well, although agreement between 

the measured and modeled mass loss rate and back surface temperatures were not 

consistent. It is likely that better model predictions could have been achieved by 

parameterizing the model with thermo-physical property values specific to the sample 
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material and by defining finite-rate reaction kinetics to describe the thermal degradation of 

the FRP composite. 

Li et al. have conducted studies in which complete pyrolysis models were 

parameterized for charring [133] and non-charring polymers [121]. The kinetics and 

thermodynamics of thermal degradation were determined through inverse analyses of 

experimental data collected in differential scanning calorimetry and thermogravimetric 

analysis tests conducted simultaneously. The reaction mechanisms determined in these 

analyses included one to four consecutive reactions. The thermal conductivity of each of 

the polymers was determined throughout degradation through inverse analyses of back 

temperature data collected in bench-scale gasification tests. The predictions produced with 

the fully parameterized models agreed well with experimental data, although there were 

some complications with intumescence for some of the charring polymers that affected 

agreement. 

The studies explored in this section demonstrated a range of techniques to 

determine the full set of parameters required to define a material in a comprehensive 

pyrolysis model. Some of the measurement and estimation techniques mentioned in these 

studies are utilized in the current investigation in addition to some techniques that have not 

been used previously. An alternative to direct and indirect measurement of properties 

presented in this section is the use of genetic algorithms to determine property values from 

target bench-scale mass and temperature data. Though these methods appear to be more 

efficient than measurements, there are also well-known issues with these techniques that 

prevent them from being adopted as a standard method for parameterizing pyrolysis models 

that have been elucidated by Webster et al. [6]. 
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Chapter 5: Corrugated Cardboard 

Section 5.1: Introduction 
This chapter presents the development of a one-dimensional pyrolysis model for 

corrugated cardboard and the contents of this chapter were modified from a more detailed 

publication [134]. One of the major obstacles faced when investigating this material was 

the complicated, non-one-dimensional geometry. An objective of this study was to 

determine the level of geometric complexity required in the model to adequately describe 

the complicated pyrolysis behavior of the material. Data collected in milligram-scale tests 

were analyzed to determine an effective reaction mechanism, the thermodynamic 

properties of the material components, and the energetics associated with the thermal 

degradation process. An iterative inverse analysis was conducted on data obtained in cone 

calorimeter experiments to infer the thermal transport properties for the corrugated 

cardboard and its products of degradation. These measured and inferred properties were 

used as parameters to define the corrugated cardboard material in the pyrolysis model.  

Analysis of the collected data and the subsequent definition of the model 

parameters are presented through a logical progression in which a single parameter (or a 

set of related parameters) is determined through each experimental method. These 

parameters are used to develop a model aimed at predicting the results of cone calorimeter 

tests [135] with incident heat flux set points ranging from 20 to 80 kW m-2.  Validation of 

the constructed pyrolysis model is provided through a comparison against the mass loss 

rate (MLR) and heat release rate (HRR) histories collected in these tests.  It is important to 

note that these histories are not utilized in the model parameterization. 

The ThermaKin modeling environment [22] was used in this investigation during 

analysis of experimental data to extract chemical and thermo-physical property values and 
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was ultimately employed to construct a one-dimensional pyrolysis model to predict the 

results of cone calorimetry tests. Heat was transferred to the material with a radiation 

boundary condition set to the external heat flux of the cone calorimeter tests.  As the sample 

surface was heated, convective cooling to the atmosphere occurred, which was defined by 

a convection coefficient of 10 W m-2 K-1 and a constant ambient temperature of 300 K 

[136]. The cooling was turned off and additional heat flux was turned on when the mass 

flux at the boundary reached a critical value representing piloted ignition of the sample.  

The values of parameters describing the ignition process are provided as they become 

relevant. 

Section 5.2: Experiments and Analysis 

Section 5.2.1: Material and Sample Preparation 

The samples specific to this study were double-wall cardboard designated as 69-

23B-69-23C-69. Figure 5.1 displays a schematic representation of these samples. The 

numbers in the cardboard designation refer to the areal density of the layer in lb per 1000 

ft2. The letters signify the flute designation.  B-flute is characterized by 160 ± 10 flutes per 

m and a layer height of 2.1 ± 0.2 mm.  C-flute is characterized by 132 ± 10 flutes per m 

and a layer height of 3.4 ± 0.2 mm. 

 
Figure 5.1. Schematic representation of the corrugated cardboard samples used in the current investigation 

The thickness of the linerboards was measured as 0.64 ± 0.03 mm.  The density of 

the linerboards (𝜌𝐿𝐵) was calculated as approximately 520 kg m-3. The composite density 

of the fluted layers was defined as the mass of the fluted medium over the volume of the 

entire layer. The composite density of the C-fluted section (𝜌𝐶𝐹𝐿) was measured as 49 kg 
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m-3 and the density of the B-fluted section (𝜌𝐵𝐹𝐿) was measured as 74 kg m-3. The 

uncertainty in the densities of the linerboard and fluted layers was estimated as ± 10%. 

STA and MCC tests comprise the milligram-scale experiments conducted during 

this investigation. These experiments require approximately homogeneous samples with 

masses between 2 and 10 mg. A thoroughly cleaned file was used to grind the edge of a 

corrugated cardboard specimen to generate powder, which was subsequently compacted 

into a thin (< 1 mm), flat disk to form these samples. Preliminary STA tests performed on 

samples prepared from individual cardboard layers indicated that these layers have 

identical chemical composition (same mass loss versus temperature profiles). Therefore, 

all thermal analysis results reported in a later section were obtained for a mixture of the 

linerboards, C-fluted medium and B-fluted medium. 

All bench-scale tests were conducted in a cone calorimeter and used octagonal 

corrugated cardboard samples oriented such that the C-fluted layer was closest the cone 

heater. Figure 5.2 shows a schematic of the plan view of a sample prepared and mounted 

for bench-scale testing with the dimensions of the sample provided. The octagonal samples 

were used instead of standard square samples [135] to minimize the impact of spatial 

variation in radiant heat flux from the cone heater. The cardboard samples used in all tests 

(including milligram-scale experiments) were allowed to dry in a desiccator in the presence 

of Drierite for a minimum of 48 hours before testing to obtain measurements with little 

contribution from moisture. 

The cone calorimetry samples were wrapped in heavy gauge aluminum foil such 

that one face of the sample could accept a radiant heat flux. The sample was placed on top 

of 30 mm of Kaowool PM insulation and positioned 25 mm from the cone heater surface. 
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Kaowool PM insulation was chosen as the backing for bench-scale tests because its thermo-

physical properties are well-established [137]. Steel wires were used at each of the corners 

of the samples to mount the sample to the holder. The choice to use these wires is discussed 

in a later section. 

 

 
Figure 5.2. Plan view drawing of sample prepared and mounted for bench-scale testing 

Section 5.2.2: Milligram-scale Testing 

MLR and heat flow rate data were collected on the corrugated cardboard samples 

as a function of temperature through STA tests following the procedure described in 

Section 4.2.1.1. The temperature program for the STA tests consisted of a conditioning 

period when the temperature of the sample was held constant at 313 K for 20 min, followed 

by heating to 1113 K at a rate of 10 K min-1. The heat of the overall degradation process 

and the heat capacities of the virgin cardboard material and solid degradation products 

(char) were determined from heat flow rate data collected in STA tests.  Three additional 

tests were conducted with a heating rate of 5 K min-1 and the same heating program 

temperatures to examine the generality of the reaction mechanism derived from the 10 K 

min-1 tests.  
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MCC tests were conducted to determine the heats of complete combustion of the 

gaseous pyrolyzate produced in each thermal degradation reaction observed in the STA 

tests. The sample masses were around 4 mg for the MCC experiments to minimize the 

effects of mass and temperature gradients in the samples.  Five MCC tests were conducted 

in nitrogen with a heating program from 373 to 1073 K and a heating rate of 60 K min-1. 

Section 5.2.3: Bench-scale Testing 

A cone calorimeter allows a set, constant radiant heat flux to be applied to a tile-

like material specimen while the MLR and HRR of the sample are recorded. Govmark CC-

1 cone calorimeter was utilized in this investigation. This apparatus was calibrated before 

each day of testing according to the standard procedure [135]. All bench-scale tests 

employed a spark igniter 12 mm from the surface of a horizontally mounted sample unless 

otherwise noted. Five tests were conducted to measure the HRR and MLR of the cardboard 

samples at each heat flux of 20, 40, 60, and 80 kW m-2. 

The radiant heat flux incident to the sample was automatically set for each test 

according to a feedback control system built into the calorimeter. A Schmidt-Boelter heat 

flux gauge was oriented such that its sensing surface was the same distance from the heater 

as the upper surface of the sample during testing (25 mm).  The control system for the 

heater adjusted the temperature of the heater based on the signal from the heat flux gauge. 

It was observed during preliminary tests that layers of the corrugated cardboard 

tended to peel away from the sample as the adhesive binding the layers degraded at high 

temperatures.  Delamination and exfoliation of layers resulted in poor reproducibility of 

MLR data.  Several solutions were considered to eliminate exfoliation or minimize its effect 

during testing.  It was decided that the method of preventing exfoliation that introduced the 
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smallest mass to the system and obscured the sample surface least would also introduce the 

smallest amount of uncertainty and error.  The method adopted for all tests consisted of the 

sample held in place with four 1.7 mm diameter steel wires located at the corners of the 

sample. 

A 6.4-mm diameter water-cooled Schmidt-Boelter heat flux gauge was embedded 

in the corrugated cardboard for several bench-scale tests. The intended purpose of these 

tests was to measure the heat flux generated by the flame that was incident to the cardboard 

surface. The magnitude of the flame heat flux is a parameter required for the modeling of 

flaming combustion.  The heat flux gauge was oriented such that the surface of the gauge 

was flush with the sample surface. Three tests were conducted at cone heater fluxes of 20 

and 60 kW m-2 and the heat flux gauge in two locations to provide insight about the spatial 

variation of the heat flux fed back to the sample surface due to the presence of the flame. 

The heat flux gauge was positioned in the center of the sample and close to the edge of the 

sample. MLR and HRR data were not collected during the tests with the heat flux gauge 

embedded in the samples because preliminary tests indicated that the presence of the gauge 

resulted in unreliable mass loss information.  

Tests were conducted to determine whether the cardboard material transmitted 

thermal radiation according to the procedure described in Section 4.2.4.1.  A single (0.64 

mm thick) linerboard layer was inserted between the cone heater set to produce a heat flux 

of 40 kW m-2 and a free-standing heat flux gauge to measure the transmitted radiant heat 

flux.   

Bench-scale tests were conducted with 0.25 mm diameter, grounded type K 

thermocouples inserted in each of the three linerboard sections at a central point such that 
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the bead of the thermocouple was located at the approximate middle of the double-wall 

cardboard specimen and the thermocouple wire was perpendicular to the main direction of 

heat flow.  Five tests were conducted on the unaltered samples at each incident heat flux 

of 20 kW m-2 and 60 kW m-2.  Five tests were also conducted on samples with the surface 

painted black to define the surface emissivity as 0.95 at an incident heat flux of 20 kW m-

2.  High emissivity spray paint supplied by Medtherm was used in these experiments.  The 

spark igniter was not used in the tests with the surface painted in an effort to increase the 

amount of time the thermocouples collected meaningful data before structural degradation 

led to the displacement of the thermocouples.  MLR and HRR data was not collected during 

the tests with thermocouples. 

Section 5.3: Analysis and Model Development 

Section 5.3.1: Milligram-scale Data Analysis and Model Construction  

Figure 5.3 presents the mean thermogravimetric data collected in five TGA tests 

conducted with a heating rate of 10 K min-1. The mass and MLR data are normalized by 

the initial sample mass, 𝑚0. The mass loss rate was consistent between individual tests 

with an average of 3% instantaneous deviation. The deviations appeared to be random 

noise partially amplified by the numerical differentiation of the total mass data to produce 

the mass loss rate plots. 

Three distinct processes can be observed in the TGA data.  The first occurred in the 

range of 325 – 385 K and was attributed to the evaporation of residual moisture from the 

sample.  Residual moisture is defined in this study as the moisture retained by the sample 

after drying in the desiccator. The second process was evidenced by the large peak in the 

MLR curve ranging 500 – 650 K which corresponded to volatilization of the majority of 

the mass of the sample.  The final process started at approximately 650 K and finished at 
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approximately 850 K, generating a tail that slowly approached a mass loss rate of zero as 

the sample pyrolyzed to yield a final char in the amount of approximately 18.5% of the 

original mass. 

(a) 
 

(b) 

Figure 5.3. Experimental TGA data collected in nitrogen at a heating rate of 10 K min-1 presented as (a) 

normalized total mass (b) normalized mass loss rate 

The TGA data were analyzed to determine the reaction mechanism of the thermal 

degradation process.  The reaction mechanism was assumed to consist of sequential, first-

order reactions with one solid and one gaseous product. The reaction parameters (𝐸, 𝐴, and 

𝜈) were obtained by fitting the TGA data with the ThermaKin model of mg-scale 

experiments.  A detailed explanation of this fitting procedure is provided in Section 4.2.1.1.  

The reaction mechanism was intended to mathematically mimic the 𝑚TGA and MLRTGA 

data using the minimum number of reactions possible.  No attempt was made to identify 

the actual chemical species produced in the cardboard degradation. 

A four-reaction mechanism was found to reproduce the experimental TGA curves.  

The quality of the agreement is demonstrated by Figure 5.4. The average deviation between 

the experimental and predicted mass loss rate was found to be 13%. Table 5.1 displays the 

fitted reaction kinetics and other reaction parameters. The values of the heat of reaction 

(ℎ𝑟) and the heat of combustion (ℎ𝑐) given in the table were determined from the analysis 

presented later in this section. 
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(a) 
 

(b) 

Figure 5.4. Experimental (solid lines) and simulated (dashed lines) TGA data collected in nitrogen at a 

heating rate of 10 K min-1 and presented as (a) normalized total mass and (b) normalized mass loss rate. 

 

  Table 5.1. Parameters of cardboard degradation reactions 

Reaction 𝑨 (s-1) 𝑬 (J mol-1) 𝝂 𝒉𝒓 (J kg-1) 
𝒉𝒄 of gas 

product (J kg-1) 
1 6.14 2.35×104 0 −2.45 × 106 0 

2 7.95×109 1.30×105 0.90 0 1.85 × 107 

3 2.00×1011 1.60×105 0.37 −1.26 × 105 1.36 × 107 

4 2.61×10-2 1.70×104 0.59 0 1.40 × 107 

 

Figure 5.4 also displays contributions of individual reactions to the total mass loss.  

Reaction 1 corresponds to the liberation of residual moisture in the virgin material.  

According to the TGA data, about 2% of the initial material mass is H2O.  Reactions 2 and 

3 describe the large peak in the MLRTGA curve. The solid material produced in reaction 2 

is described by a generic intermediate species that is consumed in reaction 3 to produce an 

intermediate char. These intermediate species are identified in this chapter with the 

subscripts int and char1, respectively.  Reaction 4 corresponds to the gradually decreasing 

tail of the MLRTGA curve in which the intermediate char is degraded to the final char, which 

is identified with the subscript char2. 

To examine generality of the formulated reaction mechanism and kinetic 

parameters, they were used to simulate TGA experiments performed with a heating rate of 

5 K min-1. A comparison of the results of these simulations with the mean of three 
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experiments performed at the same heating rate is shown in Figure 5.5. The average 

instantaneous deviation between the prediction and the experimental data is below 2%, 

which indicates that the reaction mechanism instituted in the model is valid over a range 

of heating rates. No higher heating rate TGA experiments were performed to test the 

reaction model because, even after compacting, the cardboard samples were highly porous 

and resistant to heat flow and it was hypothesized that high heating rate tests would not 

yield accurate MLR curves 

(a) (b) 

Figure 5.5. Experimental (solid lines) and simulated (dashed lines) TGA data collected in nitrogen at a 

heating rate of 5 K min-1 and presented as (a) normalized total mass (b) normalized mass loss rate 

 

Figure 5.6 shows the mean heat flow data from five DSC tests. This data represents 

sensible enthalpy changes and reaction heats associated with the thermal degradation 

process. The initial drop in the heat flow, at 313 – 350 K, is a result of a gradual increase 

in the STA furnace heating rate to its set point value (10 K min-1).  The average scatter 

between the five tests was significant, approaching 25% of the instantaneous mean. The 

reason for this scatter is essentially the same as the reason why higher heating rate TGA 

experiments were avoided in this study: the nature of the material made it very difficult to 

ensure a good thermal contact between the sample and the crucible and within the sample. 

The DSC measurements are highly sensitive to the quality of this contact [88]. 
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Figure 5.6. Experimental DSC data collected in nitrogen at a heating rate of 10 K min-1. Exo is down. 

The DSC heat flow curve was normalized by the instantaneous heating rate. A 

region of this curve between the release of moisture and the onset of the first degradation 

reaction, 400 – 540 K, was identified as the most representative range to describe the heat 

capacity of the dried virgin cardboard (𝑐𝐶𝐵). The value of 𝑐𝐶𝐵 was assumed to be 

independent of temperature and was assigned the mean of the normalized heat flow in this 

range, 1.8 J g-1 K-1. The normalized heat flow values in the range of 700 – 870 K were 

considered the steadiest portion of the DSC data when only char (primarily char2) was 

present. The mean of the heat flow in this range renormalized by residual mass was 

specified as the heat capacity of the char: 𝑐𝑐ℎ𝑎𝑟1 = 𝑐𝑐ℎ𝑎𝑟2 = 1.3 J g-1 K-1. 

 The heat capacity of the intermediate solid species (𝑐𝑖𝑛𝑡) could not be determined 

from the DSC test data because this intermediate existed only during the chemical 

degradation, at 500 – 650 K (see Figure 5.4). Therefore, this heat capacity was assumed to 

be the mean of the virgin cardboard and char heat capacities. The heat capacities of liquid 

water (representing residual moisture in the virgin cardboard) and water vapor were taken 

from the literature [138]. The heat capacities of the gaseous volatiles produced in the 

degradation reactions (Reactions 2-4) were assumed to be equivalent to the heat capacity 
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of the char. The values of these heat capacities had no impact on the modeling of milligram-

scale experiments and a minor impact on the modeling of bench-scale tests because of the 

fast transport assumption implemented in these models. 

The heat of overall degradation of the corrugated cardboard was determined from 

the DSC data as follows. A baseline curve was constructed to represent the sensible 

enthalpy of the material through the procedure described in Section 4.2.2.1. Figure 5.7 

shows the baseline as well as the integral of the heat flow curve that was defined as the 

heat of the overall degradation process.  The abscissa of Figure 5.7 has a time scale as 

opposed to a temperature scale to make the baseline and integral easier to calculate. 

 

Figure 5.7. Experimental DSC heat flow data (solid line) and modeled sensible heat baseline (dashed line). 

Exo is down. The area corresponding to the heat of overall degradation is highlighted 

The heat of the overall degradation process was renormalized by the total mass of 

the solid intermediate species produced by Reaction 2 and assigned to Reaction 3 because 

this reaction was responsible for the majority of the mass loss. The reaction corresponding 

to the evaporation of moisture (Reaction 1) was assigned a heat of reaction equal to the 

enthalpy of vaporization for water [138]. The remaining decomposition reactions were 

assumed to have zero reaction enthalpies.  The reaction heats are listed in Table 5.1. 
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 Figure 5.8 displays a comparison between the experimental heat flow and the curve 

generated by the ThermaKin program, accounting for the reaction mechanism, heat 

capacities for each component, and the heats of reaction. The predicted heat flow curve 

overestimates the total energy transferred to the sample heated from 313 to 900 K by 

approximately 4%. 

 

Figure 5.8. Comparison of the experimental (solid line) and simulated (dashed line) DSC heat flows collected 

in nitrogen at a heating rate of 10 K min-1. Exo is down 

The MCC data was also analyzed using the reaction model developed on the basis 

of STA experiments.  ThermaKin was employed to simulate 60 K min-1 linear heating of 

the MCC tests. The analysis procedure used to determine the heats of complete combustion 

of the pyrolyzate species was described in Section 4.2.3.1. An effort was made to generate 

similar HRR shapes, while keeping the integral of the experimental curve equal to that of 

the model prediction instead of attempting to precisely reproduce the experimental HRR 

curve. The resulting heats of combustion are provided in Table 5.1. 

Figure 5.9 shows the mean HRR obtained by averaging the results of five MCC 

tests and the predicted curve. The average scatter between the experiments was 

approximately 12% of the instantaneous mean. Although there was a significant scatter in 
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the instantaneous HRRMCC values, the integrals of individual curves were within less than 

5% of each other. 

 
Figure 5.9. Comparison of experimental (solid line) and simulated (dashed line) MCC experiments 

performed at a heating rate of 60 K min-1. 

Section 5.3.2: Bench-scale Data Analysis and Model Construction 

 

The structure of corrugated cardboard presents a modeling challenge because of the 

presence of complex, low-density layers consisting of the non-planar fluted medium (see 

Figure 5.1). In an initial attempt to circumvent this complexity, the model of bench-scale 

experiments was formulated using a homogeneous representation of the cardboard 

samples. The samples were assumed to be a mixture of uniformly distributed cardboard 

component (CB) and residual moisture (H2O
ℓ
). These samples were characterized by a 

single, effective density. The results obtained with this model led to the conclusion that the 

experimental in-depth temperature profiles (discussed later in this section) could not be 

captured without accounting for the density differences between the linerboard and fluted 

layers. Therefore, a non-homogeneous model was developed. 

In the non-homogeneous model, the geometry of the sample was defined with three 

initial components: the linerboard (LB), C-fluted medium (CFL) and B-fluted medium 

(BFL).  The densities of these components were set to be equal to the composite densities 
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of the corresponding layers (reported in Section 5.1.1).  Figure 5.10 shows a schematic of 

the geometry of the sample including a representation of the backing material (Kaowool 

PM).  Each of the cardboard layers defined in this model was also specified to contain 2% 

of H2O
ℓ
 component, which was assumed not to contribute to the material volume. The 

amount of moisture was determined from the TGA measurements discussed in the previous 

section. The presence of aluminum foil between the linerboard and Kaowool PM was 

simulated implicitly by setting all gas transport within the Kaowool to zero. 

 

Figure 5.10. Schematic of the virgin cardboard sample defined in the model of bench-scale experiments 

The decision to represent cardboard layers with individual components led to an 

expansion of the thermal degradation mechanism. Each cardboard component that existed 

after the initial removal of moisture (LB, CFL and BFL) degraded according to the same 

three-reaction sequence but generated solid intermediate products with different densities, 

resulting in one reaction for drying and nine degradation reactions. The density of the solid 

products of degradation of each component was assumed to be equal to the density of the 

reactant multiplied by the stoichiometric coefficient of the product. This assumption was 

consistent with the observation that thicknesses of the layers and entire sample did not 
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change significantly over the duration of the cone calorimetry experiments. The reactions 

that define the expanded kinetic mechanism are provided as equations 5.1-10. The reaction 

index (the number over arrow) denotes the corresponding reaction number in Table 5.1. 

 H2O
ℓ

1
→ H2O

𝑔
 (5.1) 

 
LB

2
→ 0.9LB𝑖𝑛𝑡 +0.1CB𝑣𝑜𝑙1 

(5.2) 

 
LB𝑖𝑛𝑡

3
→ 0.37LB𝑐ℎ𝑎𝑟1 + 0.63CB𝑣𝑜𝑙2 

(5.3) 

 
LB𝑐ℎ𝑎𝑟1

4
→ 0.59LB𝑐ℎ𝑎𝑟2 + 0.41CB𝑣𝑜𝑙3 

(5.4) 

 
CFL

2
→ 0.9CFL𝑖𝑛𝑡 +0.1CB𝑣𝑜𝑙1 

(5.5) 

 
CFL𝑖𝑛𝑡

3
→ 0.37CFL𝑐ℎ𝑎𝑟1 + 0.63CB𝑣𝑜𝑙2 

(5.6) 

 CFL𝑐ℎ𝑎𝑟1

4
→ 0.59CFL𝑐ℎ𝑎𝑟2 + 0.41CB𝑣𝑜𝑙3 (5.7) 

 
BFL

2
→ 0.9BFL𝑖𝑛𝑡 +0.1CB𝑣𝑜𝑙1 

(5.8) 

 
BFL𝑖𝑛𝑡

3
→ 0.37BFL𝑐ℎ𝑎𝑟1 + 0.63CB𝑣𝑜𝑙2 

(5.9) 

 BFL𝑐ℎ𝑎𝑟1

4
→ 0.59BFL𝑐ℎ𝑎𝑟2 + 0.41CB𝑣𝑜𝑙3 (5.10) 

The cone radiation transmission experiments indicated that even a relatively thin 

sample of cardboard material (a single linerboard) absorbed all of the non-reflected 

radiation.  Therefore, all cardboard components were defined as non-transparent to the 

radiation in the model (i.e., all radiation was set to be either absorbed or reflected at the 

material boundary). Confirmation that the corrugated cardboard did not transmit radiation 

allowed the surface of the sample to be painted to define its emissivity without concern 

that applying paint would also affect the in-depth absorption characteristics of the material. 
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The temperature data with the surface of the sample painted black for an emissivity 

of 0.95 was collected at a heat flux of 20 kW m-2 to isolate the thermal conductivity of the 

initial components (𝑘𝐶𝐵) as the only unknown parameter that affected the temperature 

profiles.  Although the linerboard layers were physically different from the fluted layers, it 

was assumed that all the initial components (LB, CFL, and BFL) could be described by a 

single, temperature-independent thermal conductivity value. Only the data before the onset 

of mass loss was considered to ensure that only the initial cardboard components were 

present and all parameters describing the system could be considered invariant. The 

temperature profile predictions generated by the model were used to infer the thermal 

conductivity by adjusting the thermal conductivity value to reproduce the experimental 

temperature curves. 

The results of this fitting procedure are shown in Figure 5.11. The discrete data 

points in the plot correspond to the mean experimental data collected in five tests and the 

error bars represent two standard deviations of the mean. The solid lines correspond to the 

model prediction obtained with 𝑘𝐶𝐵 = 0.1 W m-1 K-1. The uncertainty in the position of the 

temperature measurement, ± 0.15 mm, is reflected in the dashed lines. This uncertainty is 

associated with the difficulty determining precise locations of the thermocouples after their 

insertion into the linerboard. This convention for uncertainties and error bars is adopted for 

all plots of temperature shown later in this chapter. 
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Figure 5.11. Experimental (points with error bars) and simulated (lines) temperature profiles collected in 

bench-scale tests at an incident heat flux of 20 kW m-2. The sample surface was painted black for an emissivity 

of 0.95 

The same experimental conditions were used to collect temperature data for 

samples which surfaces were unaltered. These data were employed to obtain the emissivity 

of the initial components (𝜖𝐶𝐵). 𝜖𝐶𝐵 = 0.7 was found to provide the best agreement between 

the experiments and simulations. The quality of this agreement is demonstrated by Figure 

5.12. 

 

Figure 5.12. Experimental (points with error bars) and simulated (lines) temperature profiles collected in 

bench-scale tests at an incident heat flux of 20 kW m-2 on unaltered samples 

Further analysis of the bench scale experiments required that a piloted ignition 

criterion and changes in the heat flux to the sample associated with the appearance of flame 

are defined in the model. The ignition was defined using the notion of critical heat release 
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rate [139] which was converted to the critical mass flux in ThermaKin using given gaseous 

effluent composition and the heats of combustion reported in Table 5.1. Previous studies 

indicated that, in horizontal cone calorimetry tests, the critical heat release rate for piloted 

ignition varies between 10 kW m-2 [24] and 20 kW m-2 [25]. In this work, the value of 16 

kW m-2 was adopted because it provided the best match between experimental and 

simulated temperature profiles discussed later in this section. 

The change in the upper surface boundary condition at the point when piloted 

ignition occurred and the flame covered the surface of the sample was characterized in the 

model according to the measurements made with a heat flux gauge embedded in the 

sample.  An average curve for the total heat flux incident on the sample surface as a 

function of time from ignition was generated from the collected data. There was no 

significant difference between the data collected at the center of the sample and at the edge 

of the sample. The steady incident heat flux measured before ignition was subtracted from 

the heat flux evolution profile to obtain the contribution of heat flux from the flame incident 

on the sample surface. Figure 5.13 shows this contribution obtained at cone heat flux set 

points of 20 and 60 kW m-2 as well as a simplified model representation of the flame flux 

discussed below. 
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Figure 5.13. Experimental flame heat flux data collected at cone heat fluxes of 20 and 60 kW m-2 and model 

representation of this flame heat flux 

 Each experimental data set contained a gradual increase to the first peak succeeded 

by a relatively steady period. The graduate increase approximately reflected the process of 

flame spreading over the sample surface. The data collected had a notable scatter of about 

10% of the instantaneous mean (on average). Observations of the tests conducted at 20 kW 

m-2 of cone heat flux led to the conclusion that the decrease in the flame heat flux occurring 

at 15-25 s after ignition did not correspond to physical changes observed in the flame 

structure and was most likely caused by an obstruction of the heat flux gauge with partially 

delaminated upper cardboard layers.  The fluctuations in the flame heat flux observed in 

the 60 kW m-2 experiments after about 10 s after ignition did not exhibit a systematic trend 

and also lacked any connection to the visual appearance of the flame. Therefore, both of 

these features were ignored in the construction of the flame representation. 

The flame was defined in the model by turning off convective, pre-ignition cooling 

(see the discussion of ThermaKin in Section 2.3) and applying incident radiative heat flux 

that was ramped from 0 to 30 kW m-2 over 10 s and remained steady until extinction. 30 

kW m-2 was used for the plateau region because it was the mean experimental heat flux 

measured between 10 and 50 s after ignition in the 60 kW m-2 experiments.  This flux was 
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assumed to be radiative in nature because the flame observed in the cone calorimetry tests 

was essentially non-transparent and was lifted from the sample surface. 

It was hypothesized that at the temperatures where char components (LB𝑐ℎ𝑎𝑟1, 

LB𝑐ℎ𝑎𝑟2, CFL𝑐ℎ𝑎𝑟1, CFL𝑐ℎ𝑎𝑟2, BFL𝑐ℎ𝑎𝑟1 and BFL𝑐ℎ𝑎𝑟2) form during combustion, the heat 

transfer within these highly porous substances is dominated by radiation. The radiation-

diffusion approximation [125] was invoked to describe this transfer using conduction 

mathematics by defining an effective thermal conductivity as a function of 𝑇3. The 

coefficient in front of this term was assumed to be inversely proportional to the density of 

each component. The ratio of densities between the linerboards and the fluted sections was 

approximated as 10:1 resulting in 𝑘𝐿𝐵𝑐ℎ𝑎𝑟1
= 𝑘𝐿𝐵𝑐ℎ𝑎𝑟2

 = 𝜂𝑇3 and 𝑘𝐶𝐹𝐿𝑐ℎ𝑎𝑟1
= 𝑘𝐶𝐹𝐿𝑐ℎ𝑎𝑟2

= 

𝑘𝐵𝐹𝐿𝑐ℎ𝑎𝑟1
= 𝑘𝐵𝐹𝐿𝑐ℎ𝑎𝑟2

 = 10𝜂𝑇3, where 𝜂 is an adjustable parameter. 

Based on apparent high carbon content of degraded cardboard, the emissivity of all 

char components was defined as 0.85, which was the emissivity of graphite in the 

temperature range at which these components were formed [106]. The thermal conductivity 

and emissivity of the intermediate components (LB𝑖𝑛𝑡, CFL𝑖𝑛𝑡 and BFL𝑖𝑛𝑡) were set to be 

equal to the mean of the thermal conductivities and emissivities of the corresponding char 

and virgin cardboard components. The only unspecified heat transport parameter, 𝜂, was 

fit to the temperature profile data collected during flaming combustion in bench-scale 

experiments at a cone heat flux of 20 kW m-2.  The fitting results, obtained with 𝜂 = 1.5×10-

10 W m-1 K-4, are shown in Figure 5.14.  Note that no attempt was made to fit temperature 

readings once they exceeded 800 K. At this temperature, the structural stability of the 

sample was clearly compromised and the thermocouple was likely to be shifted 

significantly from its original position. 
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Figure 5.14. Experimental (points with error bars) and simulated (lines) temperature profiles collected in 

bench-scale tests at a cone heat flux of 20 kW m-2 on unaltered samples. The solid vertical line in the plot 

indicates the time of piloted ignition observed in experiments 

The thermal transport property set was validated by simulating bench-scale 

experiments performed under significantly different heating conditions. The modeled 

temperature histories obtained at a cone heat flux of 60 kW m-2 are compared to the 

corresponding experimental observations in Figure 5.15. The average instantaneous 

difference between the model and experiment was less than 8%. This difference is less than 

5% for the 20 kW m-2 temperature data (shown in Figure 5.14). The consistency between 

the model prediction and the experimental temperature profiles at both heat fluxes 

indicated that the thermal transport properties determined through analysis of the bench-

scale data were reasonably accurate. 
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Figure 5.15. Experimental (points with error bars) and simulated (lines) temperature profiles collected in 

bench-scale tests at a cone heat flux of 60 kW m-2 on unaltered samples. The solid vertical line in the plot 

indicates the time of piloted ignition observed in experiments 

A summary of thermo-physical properties describing pyrolysis of the corrugated 

cardboard is presented in Table 5.2.  Although there are 54 property values defined in this 

table, simplifying constraints imposed on the problem limit the number of independent 

properties to 14. Note that all independent properties, with the exception of those 

describing residual moisture, Kaowool PM, and the emissivity of the charring components 

(which were obtained from the literature), were directly measured or inferred from the data 

collected in this study.  Component properties that are not defined in the table were not 

utilized in the simulations. 

  



 

131 

 

Table 5.2. Thermophysical properties of cardboard components and Kaowool PM 

Component 𝜌 (kg m-3) 𝑐 (J g-1K-1) 𝑘 (W m-1K-1) 𝜖 

H2O
ℓ
 -- 5.2 − 6.7 × 10−3𝑇 + 1.1

× 10−5𝑇2 

-- -- 

H2O
𝑔

 -- 2.4 − 1.6 × 10−3𝑇 + 2.0
× 10−6𝑇2 

-- -- 

LB 520 1.8 0.10 0.70 

LB𝑖𝑛𝑡 470 1.55 0.05 + 7.5 × 10−11𝑇3 0.78 

LB𝑐ℎ𝑎𝑟1 170 1.3 1.5 × 10−10𝑇3 0.85 

LB𝑐ℎ𝑎𝑟2 100 1.3 

 
1.5 × 10−10𝑇3 0.85 

CFL 49 1.8 0.10 0.70 

CFL𝑖𝑛𝑡 44 1.55 0.05 + 7.5 × 10−10𝑇3 0.78 

CFL𝑐ℎ𝑎𝑟1 16 1.3 1.5 × 10−9𝑇3 0.85 

CFL𝑐ℎ𝑎𝑟2 9.4 1.3 1.5 × 10−9𝑇3 0.85 

BFL 74 

 

1.8 

 

0.10 0.70 

BFL𝑖𝑛𝑡 67 1.55 0.05 + 7.5 × 10−10𝑇3 0.78 

BFL𝑐ℎ𝑎𝑟1 25 1.3 1.5 × 10−9𝑇3 0.85 

BFL𝑐ℎ𝑎𝑟2 15 1.3 1.5 × 10−9𝑇3 0.85 

CB𝑣𝑜𝑙1−3 -- 

 

1.3 

 

-- -- 

Kaowool 

PM 

256 1.07 0.052 − 4 × 10−5𝑇 + 1
× 10−7𝑇2 

-- 

 

Section 5.4: Model Validation 

Figure 5.16 shows the experimental cone MLR data collected at four heat flux 

settings between 20 and 80 kW m-2. The data obtained in each individual test are plotted 

as discrete points to show the scatter between tests with a solid line representing the mean 

of five experiments. The plots display data collected from the beginning of radiant 

exposure to the point of time when the surface of the sample was no longer covered with 
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the flame. No attempt was made to model smoldering of the corrugated cardboard char, 

which took place after flaming. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.16. Experimental (points and solid lines) and simulated (dashed lines) mass loss rate cuves collected 

in cone calorimetery tests at an incident heat flux of (a) 20 kW m-2 (b) 40 kW m-2 (c) 60 kW m-2 (d) 80 kW m-2 

The mass loss rate curves predicted by the model are plotted as dashed lines in 

Figure 5.16.  A three-peak structure of these curves reflects the presence of three high-

density linerboards in the corrugated samples. Table 5.3 summarizes the characteristic 

values and times associated with the experimental MLRcone and model predictions. The 

uncertainties defined in the table are two standard deviations of the mean. The model 

accurately predicted the time to ignition (which is also the time to onset of mass loss), the 

height of the first (and highest) peak MLR and the timing of this peak. The model 

systematically under-predicted the magnitude and timing of the second peak.  
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Table 5.3. Characteristic parameters of experimental and predicted mass loss rate curves collected in cone 

calorimetry tests at heat fluxes ranging 20 – 80 kW m-2 

Characteristic Parameter 
20 kW m-2 40 kW m-2 60 kW m-2 80 kW m-2 

Exp. Model Exp. Model Exp. Model Exp. Model 

Time to Ignition [s] 56.2 ± 3.4 57 14.2 ± 1.8 11 7.3 ± 1.0 6 5.8 ± 1.0 4 

Peak MLR [g m-2 s-1] 24.1 ± 1.0 27 32.6 ± 2.0 32 37.3 ± 4.6 38 48.9 ± 1.5 44 

Time to Peak MLR [s] 59.3 ± 2.9 63 18.5 ± 1.1 16 10.5 ± 1.4 10 9.4 ± 1.0 7 

Second Peak MLR [g m-2 s-1] 15.1 ± 0.7 11 21.4 ± 0.7 15 28.3 ± 1.1 19 31.8 ± 0.7 22 

Time to Second Peak MLR [s] 98.8 ± 2.5 95 47.8 ± 1.9 43 32.0 ± 1.0 31 27.4 ± 1.0 25 

 

The total mass lost during the flaming portion of the cone calorimetry tests was also 

under-predicted by the model by 19%, on average.  This disagreement suggested that 

chemical processes were not fully accounted for in the simulations. One process, which 

was not captured by the model, was a direct oxidation of solid cardboard components by 

atmospheric oxygen. This oxidation may have occurred in the second half of the tests where 

flame was still present on the sample but did not always cover its entire surface. A recent 

study found that accounting for surface oxidation in a cardboard pyrolysis model is 

essential for an accurate prediction of flame spread on this material [140]. An expansion 

of the current model to include oxidation will be a subject of future work. 

The mass production rate of each volatile product of cardboard degradation was 

multiplied by the corresponding heat of combustion (given in Table 5.1) to compute 

predicted HRRcone histories. These histories are compared with the mean experimental 

results in Figure 5.17. The experimental HRRcone were obtained in the same tests as the 

mass loss rate data discussed above.  The experimental data were consistent between 

individual tests with an average of 7% instantaneous deviation. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.17. Experimental (solid lines) and simulated (dashed lines) heat release rate cuves collected in cone 

calorimetery tests at an incident heat flux of (a) 20 kW m-2 (b) 40 kW m-2 (c) 60 kW m-2 (d) 80 kW m-2 

Unlike in the case of MLRcone, the first peak HRRcone was systematically and 

significantly over-predicted by the model.  This over-prediction was most likely a 

consequence of the fact that, in the experiments, the flame covered only a fraction of the 

sample surface for several seconds after ignition resulting in a significant portion of the 

volatiles escaping uncombusted.  The time evolution of the flame heat flux shown in Figure 

5.13 supports this observation. The total heat released during the flaming portion of the 

cone calorimetry tests was still under-predicted by the model by about 13%. 
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Section 5.5: Conclusions 

This investigation demonstrated a general procedure to determine the parameters 

required to build a pyrolysis model for double-wall corrugated cardboard. Milligram-scale 

experiments were conducted to determine the kinetics and thermodynamics of the 

cardboard thermal degradation and combustion. Temperature and heat flux measurements 

performed in bench-scale experiments were utilized to characterize heat transfer inside the 

degrading cardboard structure.  The model was shown to provide reasonably good 

predictions of the material burning rate over a wide range of heat exposures. Considering 

the complex nature of the studied material, the quality of predictions serves to demonstrate 

that this procedure can be successfully applied to a wide range of material systems. 

Building on the results of this study, future work will be focused on improving the 

bench-scale measurements. It is expected that by controlling the gaseous atmosphere in 

cone-calorimetry-like experiments, it will be possible to eliminate the flame and reduce 

uncertainties in the heat transfer characterization. A controlled atmosphere pyrolysis 

apparatus, similar to the NIST Gasification Device, would also enable determination of the 

rate of solid oxidation, which is thought to be at least partially responsible for the 

discrepancies between the experimental and predicted burning rates obtained in this work.  
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Chapter 6: Low-Pile Carpet Tiles 

Section 6.1: Introduction 
This chapter demonstrates the characterization of a multilayer low-pile carpet flooring 

system using the model parameterization methodology presented in this work. This 

demonstration includes the construction of a model for each individual layer to identify its 

contribution to the pyrolysis dynamics of the full composite. A complete understanding of 

the contribution of each layer to the response of the composite provides the possibility to 

engineer composite materials to meet specific flammability performance metrics. The 

complicated structure and composition of the low-pile carpet system presented a significant 

challenge that required modifications to methods and analyses of the existing methodology. 

The ThermaKin numerical pyrolysis modeling environment was used in this work to 

conduct inverse analyses on experimental data to indirectly measure thermo-physical 

properties and reaction parameters to describe the thermal degradation of the carpet 

samples. ThermaKin was also used to generate gasification mass loss rate (MLR) and 

temperature predictions for the sample material to validate the measured properties and 

constructed models.  

Section 6.2: Experiments and Analysis 

Section 6.2.1: Materials 

EcoWorx style low-pile carpet tiles produced by the Shaw Contract Group were 

characterized in this work according to the methodology presented in the following 

sections. A schematic of a carpet tile sample is provided in Figure 6.1. The approximate 

mass of each polymer contributing the largest mass to each layer of the carpet was provided 

by the manufacturer. The face yarn is made of 0.42–0.57 kg·m−2 of woven polyamide-6 

(PA6) with auxiliary polymers. The primary backing, which is composed of a mesh through 
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which the face yarn is interwoven, includes approximately 0.11 kg·m−2 of a PA6 and 

polyethylene terephthalate (PET) bicomponent mixture. The precoat is made from 

approximately 0.42 kg·m−2 of highly-filled vinyl-acetate ethylene (VAE) with other 

auxiliaries. The base layer consists of approximately 1.18 kg·m−2 of highly filled very-low-

density polyethylene (LDPE) (labeled as “thermoplastic compound” in Figure 6.1) with 

auxiliary additives as well as 0.05 kg·m−2 of nonwoven fiberglass mat. 

 

Figure 6.1. Schematic of the EcoWorx carpet tile [141]. 

The tile was separated by pulling the composite into two layers denoted as the upper 

layer and the base layer. Coupon-sized samples of the two individual layers were tested in 

bench-scale experiments to characterize thermal transport through the composite. The two 

layers tested in bench-scale experiments are displayed in Figure 6.2b,c together with a 

photograph of the full carpet sample Figure 6.2a. 

 
(a) 

  
(b) (c) 

Figure 6.2. Photographs of (a) full carpet composite; (b) upper layer; and (c) base layer. 
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Samples of each of the three individual layers sized on the order of several milligrams 

were harvested and tested to characterize the thermal degradation reaction kinetics, 

energetics, and combustibility of the gases evolved during thermal degradation. These three 

layers were the face yarn, the middle layer, which consisted of the primary backing and the 

precoat, and the fiberglass-reinforced base layer. Because of their small size, these samples 

were easily cut from the upper layer and base layer while keeping the structure of each 

layer intact. 

The masses and thicknesses of coupon-sized samples (0.08 m × 0.08 m) of the entire 

carpet, the upper layer, and the base layer were measured to verify the geometric and 

gravimetric definitions of the individual layers in the successive analyses and to confirm 

the additive nature of each layer to the composite. The thickness of the face yarn in the 

upper layer sample was measured, all the face yarn was carefully removed from the sample, 

and the mass and thickness of the remaining middle layer portion was measured to 

determine the relative masses of the face yarn and middle layer in the upper layer. The 

areal density of the face yarn was calculated as the compliment to the areal density of the 

middle layer in the upper layer samples. 

The areal density of the base layer was measured as 1.770 ± 0.060 kg·m−2 and the 

thickness of the layer was measured as 0.0017 ± 0.0001 m. The areal density of the face 

yarn layer was measured as 0.350 ± 0.050 kg·m−2 and the thickness of the layer was 0.0030 

± 0.0002 m. The areal density of the middle layer was measured as 0.970 ± 0.050 kg·m−2 

and the thickness was measured as 0.0016 ± 0.0003 m. These measurements led to the 

following definitions for the density of each virgin component: The Face Yarnvirgin 

component density was defined as 125 kg·m−3, the Middlevirgin component density was 
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defined as 582 kg·m−3, and the Basevirgin component density was defined as 1060 kg·m−3 

in individual layer models constructed as described in Section 6.2.2.4. 

The areal densities of the individual layers were additive to within the uncertainty of the 

measured areal density of the composite, but the thicknesses did not add to within the 

uncertainty of the thickness of the composite. The disparity between these two 

measurements originated from a textured interface between the base layer and the precoat 

component in the middle layer (see Figure 6.2). The thickness of the middle layer was 

measured as approximately 0.0011 ± 0.0001 m as a layer in the composite and the thickness 

of the base layer was measured as 0.0015 ± 0.0001 m as a layer in the composite. 

The densities of the base layer and middle layer components defined in the individual 

layer models were modified during construction of the full carpet composite model to 

maintain consistency with the measured masses and to account for the reduced thicknesses 

of these layers in the tested composite. The density definitions for the middle layer and 

base layer were modified to the following values: the Middlevirgin component density was 

defined as 750 kg·m−3, and the Basevirgin component density was defined as 1200 kg·m−3 

in the full carpet composite models. Construction of the model that required these 

geometric and gravimetric definitions is outlined in Section 6.2.2.4. 

Section 6.2.2: Experimental Methods 

Section 6.2.2.1: Simultaneous Thermal Analysis 

Ten STA tests were conducted on samples of each of the three layers to accumulate 

the necessary statistics following the procedure described in Section 4.2.1.1. Analysis of 

STA data required a model constructed in the ThermaKin modeling environment that 

simulated the STA tests as described in Section 4.2.1.1. The criteria for acceptance of the 

kinetic mechanism was defined as a maximum error of 10% in the prediction of the 
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magnitude of MLRpeak, a maximum absolute error in the prediction of Tpeak of 3 K, and a 

mean error of less than 2% in the normalized mass versus temperature curve. The resulting 

reaction schemes are presented in Section 6.3.1.1. 

The heat capacity was calculated from the STA heat flow rate data according to the 

procedure presented in Section 4.2.2.1. The range of data analyzed corresponded to the 

initial, unreacted components. The heat capacity of the char components was assumed 

based on the mean heat capacity determined for seven common charring polymers [133]. 

The intermediate components that were produced and consumed in reactions during 

degradation were assumed to have the mean heat capacities of the component that reacted to 

produce the intermediate and the component that was produced when the intermediate was 

consumed. A baseline heat flow rate curve that accounted for the sensible enthalpy as a 

function of temperature throughout degradation was constructed and the heat of phase 

transitions and degradation reactions were determined according to the procedure in 

Section 4.2.2.1. 

The preceding analysis yielded all the parameters required to predict the heat flow 

rate to the sample as a function of temperature. The STA experiment was simulated and 

the predicted heat flow rate curve was compared to the mean experimental curve to ensure 

that all heat flow events were adequately described by the reaction mechanism. 

Modifications were made to the heat capacities or the reaction mechanism if the 

comparison indicated that the predictions yielded from this analysis were unacceptable. 

The acceptance criterion for this analysis required that the mean instantaneous relative 

difference between the time-dependent integrals of the predicted heat flow rate curve and 

the experimental curve remain less than 5% to verify the total energy absorbed by the 
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sample in the model was equivalent to the total energy absorbed by the sample in the 

experiment throughout decomposition. 

Section 6.2.2.2: Microscale Combustion Calorimetry 

Three MCC tests were carried out on samples of each of the face yarn, middle layer, 

and base layer. Samples for MCC tests were prepared identically to the samples tested in 

the STA. The sample mass, which ranged from approximately 2 to 5 mg was recorded and 

the sample was placed in a ceramic crucible. The tests were conducted according to the 

procedure from Section 4.2.3.1 programmed for a heating rate of 10 K·min−1 and a final 

temperature of 1023 K. The heating rate used in this investigation is outside the range of 

heating rates recommended in the standard, but was chosen to provide data collected under 

conditions comparable to those used in the STA tests. 

A predicted HRR curve was generated by simulating the mass loss process in the 

MCC experiment and applying the heat of combustion value to each distinct gaseous 

species. The predicted HRR curve was compared to the experimental HRR curve. 

Modifications were made to the heat of combustion values until the predicted and 

experimental curves agreed to within the acceptance criterion. Though qualitative agreement 

between the experimental and modeled HRR curves was important for determining the heat 

of combustion for each modeled gaseous species, the only formal acceptance criterion 

required that the total integrals of the predicted curve and the experimental curve agree to 

within 2%. 

Section 6.2.2.3: Absorption Coefficient Measurement 

A crude measurement method described in detail in Section 4.2.4.1 was used to 

measure the broadband radiant flux transmitted through a thin sample. As described in 
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Section 4.2.4.1, the measured transmitted radiant flux was used in conjunction with Eq. 

4.14 to estimate the absorption coefficient of each of the layers in the carpet composite.  

Section 6.2.2.4: Gasification Experiments and Analysis 

The CAPA, described in Section 4.2.5.1, was used to collected data on the mass 

and back surface temperature (Tback) while each sample material was subjected to radiant 

heat flux in well-controlled atmospheric conditions. The tests conducted in this work on 

the carpet materials with the CAPA had nitrogen introduced to the gas flow chamber at a 

rate of 225 SLPM (measured at 1 atm and 298 K). The CAPA tests were conducted on 

samples of the upper layer, the base layer, and the full carpet composite subjected to radiant 

heat flux of 30, 50, and 70 kW·m−2. Each test was repeated three times to accumulate 

statistics. Inverse analyses of the data were conducted with the ThermaKin modeling 

environment as described in Section 4.2.5.1 to determine the parameters that define thermal 

transport at the surface and within the condensed phase. 

Samples were prepared in a square geometry with a side of 0.08 m. They were 

located in the center of a square sheet of 0.00625 m thick Kaowool PM board with an edge 

dimension of 0.105 m. In the tests on the face yarn and the full composite, the sample rested 

on a square piece of aluminum foil that was painted on the side facing away from the 

sample for an emissivity of 0.95 to provide a well-defined surface emissivity for the 

infrared camera. The base layer samples were tested without aluminum foil and their back 

surfaces were painted for an emissivity of 0.95. It was observed that the paint partially 

degraded above approximately 600 K, compromising the well-defined emissivity, and data 

collected above this threshold was considered unreliable and was not used in inverse 

analyses. It was observed during preliminary CAPA tests that the edges of the face yarn 
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samples curled toward the center of the sample immediately upon heating and decreased 

the exposed area of the sample. The face yarn samples prepared for subsequent CAPA tests 

were secured to the holder with wires to combat deformation of the samples.  

Section 6.3: Results 

Section 6.3.1: Data Analysis for Property Evaluation 

Section 6.3.1.1: Thermal Degradation Kinetics and Energetics Determination 

The STA data collected on each of the individual carpet layers was analyzed 

according to the procedures outlined in Section 4.2 to determine the kinetics and energetics 

of the thermal degradation process as well as the heat capacity of the condensed phase 

components. The heating rate measured in each of the tests had reproducible time-

dependency that was approximated in ThermaKin by Equation 4.7. The parameters of this 

equation were adjusted until it matched the experimental data. The agreement between the 

experimentally observed and modeled heating rate profiles is evident in Figure 6.3. 

 

Figure 6.3. Experimentally observed and modeled heating rate histories typical of the Simultaneous Thermal 

Analysis (STA). The coefficients for Equation 4.7 that describe the modeled curve are the following: b1= 0.166 K 

s−1, b2 = 0.0024 s−1, b3 = 0.004 s−1, b4 = −0.0623. 

It was assumed that a mechanism with consecutive reactions would be suitable for 

the face yarn and the base layer. Analysis of the face yarn layer resulted in a mechanism 

with one phase transition reaction and two thermal degradation reactions. The mechanism 
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determined for the base layer also featured a single phase transition and two thermal 

degradation reactions. A parallel scheme was assumed for the middle layer because it was 

known prior to the analysis that the middle layer was composed of at least four distinct 

polymers that degraded independently. The pyrolysis mechanism for the middle layer 

included two parallel phase transitions and four parallel thermal degradation reactions. The 

effective reaction mechanism determined for each layer is provided in Table 6.1. 

Table 6.1. Effective reaction mechanisms for each layer of the carpet composite and the heats of reactions. 

Positive heats represent endothermic processes. 

# Reaction Equation A (s−1) E (J mol−1) h (J kg−1) 

Face Yarn 

1 Face Yarnvirgin → Face Yarnmelt 6.0 × 1038 3.80 × 105 6.1 × 104 

2 Face Yarnmelt → 0.92Face Yarnint. + 0.08Face Yarnvolatiles 1.0 × 109 1.41 × 105 5.3 × 104 

3 Face Yarnint. → 0.06Face Yarnchar + 0.94Face Yarnvolatiles 3.0 × 1014 2.30 × 105 5.3 × 105 

Middle Layer 

1 Middle4,virgin → Middle4,melt 9.0 × 1038 3.84 × 105 8.0 × 104 

2 Middle3,virgin → Middle3,melt 1.0 × 1028 3.00 × 105 6.0 × 104 

3 Middle1,virgin → 0.334Middlechar + 0.666Middlevolatiles 1.0 × 1012 1.55 × 105 2.7 × 106 

4 Middle2,virgin → 0.334Middlechar + 0.666Middlevolatiles 1.0 × 1020 2.62 × 105 0 

5 Middle3,melt → 0.334Middlechar + 0.666Middlevolatiles 5.0 × 108 1.42 × 105 3.5 × 105 

6 Middle4,melt → 0.334Middlechar + 0.666Middlevolatiles 1.0 × 1010 1.70 × 105 2.0 × 105 

Base Layer 

1 Basevirgin → Basemelt  1.0 × 1021 1.72 × 105 6.0 × 103 

2 Basemelt → 0.92Baseint. + 0.08Basevolatiles  5.0 × 106 1.15 × 105 4.0 × 104 

3 Baseint. → 0.71Basechar + 0.29Basevolatiles  1.0 × 1016 2.58 × 105 1.5 × 105 

The STA normalized mass and normalized MLR data for all carpet layers is plotted 

in Figure 6.4 along with the curves predicted by the reaction mechanism shown in Table 

6.1. In Figure 6.4, m0 indicates initial mass of the sample. In general, the reaction 

mechanisms determined in the work presented in this chapter generated curves that agreed 
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well with the experimental MLR and total mass curves. All error bars displayed in this 

chapter correspond to two standard deviations of the mean. 

The heat flow rate data collected in STA tests on each layer were analyzed to 

determine the temperature-dependent heat capacity for all the virgin carpet components. 

Two linear temperature-dependent relationships were found for the Face Yarnvirgin and Face 

Yarnmelt components. The heat capacity of all the Middlevirgin components was adequately 

described with a single temperature-dependent term. It was impossible to assign a heat 

capacity value to each individual Middlevirgin component, and all were assigned the same 

value. The base layer sample melted shortly into the tests, and it proved impossible to 

determine the heat capacity of the Basevirgin component from the collected heat flow rate 

data. The heat capacity of the Basemelt component was determined with a linear 

temperature-dependence and it was assumed that the same expression could adequately 

describe the heat capacity of the Basevirgin component. 

 

 

(a) (b) 
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(c) (d) 

 

 

(e) (f) 

Figure 6.4. Normalized mass loss rate (MLR) and normalized mass data collected in STA experiments and 

model predicted curves for: (a) and (b) face yarn layer; (c) and (d) the middle layer; and (e) and (f) the base layer. 

Error bars indicate two standard deviations of the mean experimental data. 

The Face Yarnchar and Middlechar components were characterized by low masses 

and a porous structure that compromised the thermal contact between the sample and the 

crucible and yielded unreliable heat flow rate measurements. These char components were 

assigned a single heat capacity that was measured as the mean value for the chars produced 

by seven common polymers [91]. The heat capacity of the Basechar component was 

determined by conducting independent tests on the char produced from thermal 

degradation of the base layer sample. The heat capacity of the char did not follow a 

recognizable functional form, so the arithmetic mean of the data over the entire tested 

temperature range was defined as the heat capacity of the Basechar component. 
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The heat capacity of the Face Yarnint. component was defined as the mean between 

the heat capacities of the Face Yarnmelt component evaluated at 560 K and the Face Yarnchar 

component. The heat capacity of the Middle3,melt and Middle4,melt components was defined 

as the mean between the heat capacity of the Middlevirgin components evaluated at 500 K 

and the Middlechar component. The heat capacity of the Baseint component was defined as 

the mean between the heat capacities of the Basemelt component evaluated at 600 K and the 

Basechar component. The heat capacity of the reactant was evaluated at a different 

temperature for each layer based on the temperature at which the intermediate was 

produced and subsequently reacted. 

The heat capacity of the gaseous volatiles produced during thermal degradation of 

the carpet samples was assumed to be well approximated by hydrocarbons ranging in 

length from one to eight carbon atoms in the temperature range of 400 K to 500 K. This 

resulted in the specific heat capacity of all gaseous volatiles defined as 1800 J·kg−1·K−1. 

The expressions determined for the heat capacity of each component are provided in Table 

6.2. 

Table 6.2. Heat capacity values for each component in the carpet composite. 

Component c [J kg-1 K-1] Method 

Face Yarnvirgin 8.2T − 1180 STA 

Face Yarnmelt 3.6T + 580 STA 

Face Yarnint. 2150 Assumed 

Face Yarnchar, Middlechar 1700 [91] 

Middle1,virgin, Middle2,virgin, Middle3,virgin, 

Middle4,virgin 
4.2T STA 

Middle3,melt, Middle4,melt 1900 Assumed 

Basevirgin 2.0T + 1000 Assumed 

Basemelt 2.0T + 1000 STA 

Baseint. 1525 Assumed 

Basechar 850 STA 

Face Yarnvolatiles, Middlevolatiles, Basevolatiles 1800 Assumed 
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The integral between the experimental heat flow rate curve and the sensible 

enthalpy baseline was defined as the enthalpy absorbed by the sample undergoing phase 

transition or thermal degradation. Each heat of reaction was assigned to the reaction that 

occurred at the temperature range corresponding to the heat flow rate peak. It was difficult 

to differentiate between the two thermal degradation reactions in the heat flow rate curve 

for the face yarn and the base layer and the total integral of the peak was divided between 

the two reactions in approximate proportion to the total mass volatilized in each reaction. 

The resulting heat flow quantities associated with each reaction are provided in Table 6.1. 

The experimental heat flow rate curves are plotted in Figure 6.5 along with the model 

predictions generated with the parameters summarized in Tables 6.1 and 6.2. 

  

(a) (b) 

 

 

(c) (d) 
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(e) (f) 

Figure 6.5. Normalized heat flow rate and integral heat flow rate data collected in STA experiments and 

model predicted curves for: (a) and (b) face yarn layer; (c) and (d) the middle layer; and (e) and (f) the base 

layer. Error bars indicate two standard deviations of the mean experimental data. 

Section 6.3.1.2: Heat of Combustion Determination 

The MCC data collected on each of the carpet layers at a set heating rate of 10 K min-1 

(0.167 K s−1) were analyzed using the degradation kinetics determined from analysis of 

STA data. The heating rate profile observed in MCC experiments was different than the 

profile observed in STA experiments, but was adequately described by the form of 

Equation 4.7. The agreement between the experimentally observed and modeled heating 

rate profiles is displayed in Figure 6.6. 

 

Figure 6.6. Experimentally observed and modeled heating rate histories typical of the Microscale 

Combustion Calorimetry (MCC) experiments conducted in this work. The coefficients for Equation (14) that describe 

the modeled curve are the following:  

b1= 0.168 K s−1, b2 = 0.0039 s−1, b3 = 0.0065 s−1, b4 = 0.256. 
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The mean HRR curve measured for each layer was shifted in temperature to 

properly align with the MLR curve predicted with the corresponding reaction mechanism. 

The magnitude of the shift in the data for each layer was based on the principle that heat 

release required a concurrent mass loss. By applying this shift, the MLR curves agreed well 

with the rising and falling edges of the HRR curves. The face yarn HRR curve was shifted 

upward in temperature by 14 K, the middle layer curve was shifted upward in temperature 

by 15 K, and the base layer was shifted upward in temperature by 5 K. 

The heats of combustion determined through this analysis are provided in Table 6.3 

and the experimental and predicted HRR curves and integral HRR curves are provided in 

Figure 6.7. The MCC data was highly repeatable for all materials, and error bars were 

omitted because the magnitude of the scatter was insignificant for the scale plotted. 

Contrary to the convention used to define the heats of reaction, positive values in Table 6.3 

correspond to exothermic processes. 

The HRR curve collected on the middle layer was shifted such that the falling edge 

of the curve corresponded to the falling edge of the MLR curve. After applying this offset 

in the temperature scale, the first thermal degradation reaction appeared to correspond to a 

zero magnitude heat release. This led to the conclusion that the volatile species produced 

in this reaction had no associated heat of combustion. The other values determined for the 

heats of combustion of volatile species were within a reasonable range for common fuels. 

 
Table 6.3. Effective heat of combustion values for the volatile species released in each reaction. Positive heats 

of combustion are exothermic. 

Volatile Species hc (J kg−1) 

Face Yarnvolatiles,reaction 2 2.4 × 107 

Face Yarnvolatiles,reaction 3 2.9 × 107 

Middlevolatiles,reaction 3 0 

Middlevolatiles,reaction 4 1.6 × 107 
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Middlevolatiles,reaction 5 2.4 × 107 

Middlevolatiles,reaction 6 5.0 × 107 

Basevolatiles,reaction 2 3.4 × 107 

Basevolatiles,reaction 3 5.9 × 107 

 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 6.7. Normalized heat release rate and integral heat release rate data collected in MCC experiments 

and model predicted curves for: (a) and (b) the face yarn layer; (c) and (d) the middle layer; and (e) and (f) the 

base layer. Error bars were omitted due to small magnitude scatter. 
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Section 6.3.1.3: Absorption Coefficient and Emissivity Determination 

The data collected in transmitted heat flux measurements on all the sample 

materials and used to calculate the absorption coefficients are provided in Table 6.4. Since 

the virgin face yarn was observed to melt shortly after the beginning of radiant heating, the 

absorption coefficient of the melted face yarn was measured instead of the virgin face yarn. 

The density of the melted face yarn used in the calculation is discussed later in this section. 

Table 6.4. Measurements used to calculate the absorption coefficient for each virgin and melt component. 

Layer (
𝑰𝒙=𝟎

𝑰𝒙=𝜹
) 𝛅 (m) 𝛒 (kg m−3) k (m2 kg−1) 

Face Yarn Melt 0.025 0.0008 ± 0.0001 625 7.17 

Middle Layer 0.026 0.0013 ± 0.0001 582 4.69 

Middle Layer 0.020 0.0016 ± 0.0001 582 4.09 

Base Layer 0.010 0.0010 ± 0.0001 1060 4.25 

Base Layer 0.005 0.0010 ± 0.0001 1060 4.90 

Because the radiant flux transmitted through the melted face yarn was measured, the 

density used to model the Face Yarnmelt component was also used to calculate the 

absorption coefficient. The densities of the middle layer and the base layer defined in the 

individual layer models were used to calculate the absorption coefficient of each of those 

layers. The mean of the individual measurements of the absorption coefficient for each 

layer was calculated to define the absorption coefficient in the models. Approximate values 

were assigned to each component based on the transmitted heat flux measurements (7 

m2·kg−1 for the face yarn, 4.4 m2·kg−1 for the middle layer, and 4.6 m2·kg−1 for the base 

layer). The absorption coefficients of the melt and intermediate components were assigned 

the same absorption coefficient as the virgin component for all layers. 

It was observed during gasification tests on the upper layer that the char components 

were optically dark and appeared to be graphitic. To make the simulations consistent with 

this observation, the absorption coefficient of the char components was defined such that 
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all radiation was absorbed at the surface of the sample (100 m2·kg−1). The char formed 

during thermal degradation of the base layer did not appear to be optically dark. The 

absorption coefficient for the Basechar component was assumed to be equal to the 

absorption coefficient of all other base layer components. 

The relationship between the reflection loss coefficient and emissivity of optically thick 

materials (must add to unity) led to the definition of the emissivity of all of the virgin and 

melt components in each of the carpet layers as 0.95. Due to observations of the samples 

in gasification tests on each of the layers, the char components were assumed to have lower 

emissivities than the virgin components. It was assumed that the char components had high 

carbon content, and the emissivity of all chars was expected to be similar to graphite. The 

emissivity of graphite was measured at elevated temperatures as approximately 0.86 [106] 

and was defined as the emissivity of the char components. These definitions are consistent 

with results of a study by Försth and Roos, who conducted experiments on various colors 

of PVC and vinyl carpets and found that in some instances, the emissivity tended to 

decrease as the samples degraded [104]. The emissivity of the intermediate components 

was defined as the mean value between the virgin components and the char components 

(ϵ = 0.905). 

Section 6.3.1.4: Thermal Conductivity Determination 

It was observed that the thickness of the face yarn decreased by a factor of 

approximately five upon melting. This observation was difficult to confirm in gasification 

tests because the surface of the sample was completely covered with rapidly regenerating 

bubbles shortly after melting occurred. However, it was reproduced in a furnace with the 

temperature set to the melting point of the face yarn (approximately 490 K). A small mass 
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of porous char was produced by the face yarn during degradation, though the thickness of 

the face yarn layer did not change significantly after melting. The density of the Face 

Yarnmelt component was defined five times larger than the density of the Face Yarnvirgin 

component, and the density of the Face Yarnint and Face Yarnchar components were defined 

proportional to the stoichiometric coefficient for the condensed phase product of each 

reaction to simulate a constant thickness for the layer after melting. 

All Middlevirgin components were defined with the same density because it was 

impossible to identify and separate each individual initial component. Two of the middle 

layer components underwent phase changes that did not affect the geometry of the sample, 

so the Middlemelt components were defined with the same density as the Middlevirgin 

components. The Basevirgin component went through a phase change without the geometry 

of the layer changing considerably and the density of the Basemelt component was defined 

equivalent to the virgin component density. The overall thickness of the middle layer and 

the base layer remained approximately constant throughout the CAPA tests. The densities 

of the Middlechar, Baseint and Basechar components were defined proportional to the 

associated stoichiometric coefficients in the reaction mechanism to maintain a constant 

thickness in the simulations. The definitions for the densities of all components are 

provided in Table 6.5. 

The thermal conductivities of the components in each layer of the carpet composite 

were the only remaining undefined parameters that affected the pyrolysis model 

predictions. Inverse analyses were conducted on the Tback data collected in the CAPA tests 

using the ThermaKin modeling environment. The initial rise of the Tback data curve was 

chosen as the target for the virgin and melt components because these were the only 
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components that affected the Tback curve early in the tests. The model prediction for the 

upper layer (face yarn and middle layer) is compared to the experimental data in Figure 

6.8. The temperature prediction was not sensitive to the thermal transport parameters of the 

char and intermediate components for the time range that corresponded to the initial rise of 

Tback. 

Table 6.5. Full set of thermophysical properties used in the individual upper layer model and base layer 

model. 

Component ρ [kg m-1] k [W m-1 K-1] ϵ κ [m2 kg-1] 

Face Yarn 

Face Yarnvirgin 125 0.05 0.95 7 

Face Yarnmelt 625 0.05 0.95 7 

Face Yarnint. 575 0.025 + 6.5 × 10-10T3 0.905 7 

Face Yarnchar 34.5 11 × 10-10T3 0.86 100 

Middle Layer 

Middle1,virgin, Middle2,virgin, 

Middle3,virgin, Middle4,virgin, 

Middle3,melt, Middle4,melt 

582 0.05 0.95 4.4 

Middlechar 194.4 11 × 10-10T3 0.86 100 

Base Layer 

Basevirgin, Basemelt 1060 0.25 – 2.85 × 10-4T 0.95 4.6 

Baseint. 975.2 0.125 – 1.425 × 10-4T + 3.5 × 10-10T3 0.905 4.6 

Basechar 692.4 7 × 10-10T3 0.86 4.6 

It was found that a single, constant value for the thermal conductivity (k = 0.05 

W·m−1·K−1) of the Face Yarnvirgin, Middlevirgin, Face Yarnmelt and Middlemelt components 

was adequate to describe the rising edge of the Tback curve. There was no evidence in the 

data of a change in the thermal conductivity from the virgin components to the melt 

components. Though this thermal conductivity value is low for a mixture of solid polymers 

and is more typical of air at elevated temperatures (650 K), the structure of the carpet upper 

layer supports a thermal conductivity value lower than the typical range for polymers. The 

face yarn was made of fibrous filaments woven into a yarn and the majority of the volume 

of the defined face yarn layer was air (or, in the case of the gasification tests, nitrogen). 

Furthermore, the face yarn melted shortly after exposure to the cone heater and the melted 

face yarn was characterized by rapidly regenerating bubbles. The middle layer was 
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structured as a mesh interwoven with face yarn and although the density of the middle layer 

was larger than the face yarn, gases still made a large contribution to the volume of the 

layer. 

 

Figure 6.8. First 120 s of experimental Tback curve measured in Controlled Atmosphere Pyrolysis Apparatus 

(CAPA) tests and corresponding model predicted curve for the upper layer exposed to a radiant flux of 30 

kW·m−2. The shaded region corresponds to two standard deviations of the mean experimental data. 

Although the thermal conductivity determined for the upper layer is the only value 

that provides an adequate agreement between the predicted curve and the experimental 

data, it is probable that some physical phenomena that occurred during testing are not 

represented in the model. As mentioned in Section 6.2.2.4, the edges of the upper layer 

sample tended to curl inward during CAPA tests, and the method of securing the sample 

to the holder was only partially effective in reducing the deformation. It is possible that the 

decrease in exposed area may have caused the samples to deviate from one-dimensional 

behavior. The back surface of the upper layer samples was textured which may have 

compromised the thermal contact between the ample and the aluminum foil, resulting in 

inaccurate Tback profiles. 
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An inverse analysis was conducted on the Tback data collected on the upper layer 

subjected to a heat flux of 30 kW·m−2 to determine the thermal conductivities of the char 

components. The target data for the inverse analysis was chosen as the slowly rising portion 

of Tback that was observed after 120 s in the gasification tests. Due to the high porosity of 

the chars produced in each layer, radiation was assumed to be the dominant mode of heat 

transfer through the char and the radiation diffusion approximation [125] was invoked to 

describe the thermal conductivity of all the char components. It was determined that a 

single value of β adequately described the Tback profile in the final 480 s of the curve. The 

thermal conductivities of all the intermediate components were defined as the mean of the 

thermal conductivities of the corresponding virgin component and char component. For the 

face yarn intermediate, this produced an expression with a constant term and a T3 term. The 

agreement between the Tback predictions and the experimental data collected on the upper 

layer at a heat flux of 30 kW·m−2 are shown in Figure 6.9. The full set of parameters that 

were determined for the upper layer of the carpet composite to describe thermal transport 

to and within the solid sample are provided in Table 6.5. 
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Figure 6.9. Final 480 s of experimental Tback curve measured in CAPA tests and corresponding model 

predicted curve for the upper layer exposed to a radiant flux of 30 kW·m−2. The shaded region corresponds to 

two standard deviations of the mean experimental data. 

An inverse analysis to determine the thermal conductivity of the virgin and melt 

components was conducted on the data collected in CAPA tests on the base layer at a heat 

flux of 30 kW·m−2. The target data was identified as the slope of the initial increase in the 

Tback. Inadequate agreement between the model prediction and the experimental data was 

produced with a single, constant value for the thermal conductivity of the virgin and melt 

components. A linearly decreasing thermal conductivity for the Basevirgin and Basemelt 

components was able to adequately predict both the fast and slow rising portions of the 

initial 150 s of the Tback curve. The agreement between the experimental curve and the 

model prediction are provided in Figure 6.10. 

 

Figure 6.10. First 150 s of experimental Tback curve measured in CAPA tests and corresponding model 

predicted curve for the base layer exposed to a radiant flux of 30 kW·m−2. The shaded region corresponds to two 

standard deviations of the mean experimental data. 

 

The data collected in the CAPA tests on the base layer were analyzed to determine the 

thermal conductivity of the Basechar component. The resulting experimental and predicted 

curves for the Tback of the base layer are provided in Figure 6.11. A single, constant value 
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of β in the βT3 expression adequately described the Tback profile in the final 450 s of the 

curve. The thermal conductivity of the Baseint component was defined as the mean between 

the Basevirgin and Basechar components, which resulted in a form with a constant, linear, and 

T3 term. The full set of parameters that define the base layer thermo-physical properties are 

provided in Table 6.5. 

 

Figure 6.11. Final 450 s of experimental Tback curve measured in CAPA tests and corresponding model 

predicted curve for the base layer exposed to a radiant flux of 30 kW·m−2. The shaded region corresponds to two 

standard deviations of the mean experimental data. 

Section 6.3.2: Individual Layer Model Predictions 

Section 6.3.2.1: Upper Layer (Consisting of Face Yarn and Middle Layer) 

The model constructed from the parameters presented in Tables 6.1, 6.2 and 6.5 was 

independently validated against Tback data collected at incident heat fluxes of 50 and 70 

kW·m−2 as well as MLR curves collected in CAPA tests conducted at incident heat fluxes 

of 30, 50, and 70 kW·m−2. The model predicted curves and the experimental data are 

provided in Figure 6.12. 
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(c) (d) 

 

 

(e) (f) 

Figure 6.12. Experimental Tback and MLR curve collected in CAPA tests and corresponding model predicted 

curve for the upper layer exposed to radiant fluxes of (a) and (b) 30 kW·m−2; (c) and (d) 50 kW·m−2; and (e) and (f) 

70 kW·m−2. The shaded region and error bars correspond to two standard deviations of the mean experimental 

data. 

The model for the upper layer captures the time to the initial increase of the Tback 

profile as well as the slope of the initial increase for all incident heat fluxes. The model 

also accurately predicts the final steady temperature at each heat flux. The model 

overpredicts the Tback from approximately 40 to 180 s at a heat flux of 50 kW·m−2 and 

overpredicts the Tback from 45 to 90 s at a heat flux of 70 kW·m−2, although the qualitative 
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shape of each temperature prediction agrees with the experimental data. This 

overprediction may be attributed to systematic errors in the measurement of Tback due to 

sample deformation of the upper layer and poor thermal contact between the back surface 

of the sample and the aluminum foil. It may also be due to uncertainty in the measurement 

because of degradation of the high emissivity paint on the back surface of the foil above 

600 K. 

The model was able to accurately predict the total mass lost at all heat fluxes and 

the qualitative shapes of each MLR curve. The approximate time to initial mass loss and 

the approximate peak MLR were also well predicted at each heat flux. The model 

systematically overpredicted the rising edge of the MLR curve and underpredicted the time 

to the peak MLR. There was also a portion of the predicted curve after the peak MLR that 

underpredicted the experimental data at all heat fluxes. 

The disagreement between the predicted MLR curves and the experimental curves 

may be attributed to possible compensation effects between the absorption coefficients and 

the thermal conductivities for the face yarn components. The measurements made to 

determine the absorption coefficient of the face yarn were conducted on a melted sample 

that had solidified, but the melted face yarn observed in the tests was characterized by 

rapidly regenerating bubbles that may have influenced the actual absorption coefficient and 

thermal conductivity of the layer. Though there was a possible compensation effect, and 

considering the complexity of the layer, the predictions provide adequate agreement with 

the experimental data over a range of conditions outside of the calibration conditions. 
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6.3.2.2. Base Layer 

The model constructed from the parameters for the base layer presented in Tables 

6.1, 6.2, and 6.5 was independently validated against Tback data collected at incident heat 

fluxes of 50 and 70 kW·m−2 as well as MLR curves collected at incident heat fluxes of 30, 

50, and 70 kW·m−2. The model predicted curves and the experimental data are provided in 

Figure 6.13. 

The model tends to predict the experimentally observed time to the initial 

temperature rise and the slope of the initial temperature rise well at all incident heat fluxes. 

The model tends to overpredict Tback after about 50 s at heat fluxes of 50 and 70 kW·m−2, 

although the temperatures measured at times later than 50 s into the tests for the higher heat 

fluxes correspond to temperatures significantly above 600 K, so there is some uncertainty 

about the validity of that data due to degradation of the high emissivity paint on the back 

surface of the sample. It is also possible that the glass reinforcement, which comprises a 

large fraction of the residual mass in the base layer and has a relatively low emissivity, 

compromised the well-defined emissivity at the back surface. A decrease in the emissivity 

of the measured surface manifests as artificially low Tback measurements. 

The predicted MLR profiles tend to capture the overall trends in the experimental 

data at all heat fluxes. The initial rise to the peak MLR for the predicted curves follows the 

slope of each of the experimental curves with a slight lag in the time to the initial increase. 

The peak value is slightly underpredicted in each case, although the time to the peak MLR 

is captured well by the model. 
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(e) (f) 

Figure 6.13. Experimental Tback and MLR curves collected in CAPA tests and corresponding model predicted 

curves for the base layer exposed to radiant fluxes of (a) and (b) 30 kW·m−2, (c) and (d) 50 kW·m−2, and (e) and 

(f) 70 kW·m−2. The shaded region and error bars correspond to two standard deviations of the mean 

experimental data. 

Section 6.3.3: Full Carpet Model Predictions 

The individual upper layer and base layer model parameters that were validated against 

Tback and MLR data from CAPA tests were combined in a full carpet model to evaluate their 



 

164 

 

ability to predict the pyrolysis behavior of the full carpet composite. The thicknesses and 

densities of the middle layer and the base layer were modified based on a discrepancy in 

thickness measurements discussed in Section 6.2.1. The density definitions for the full 

carpet composite model are provided in Table 6.6. 

Table 6.6. Thermal conductivity and density values for Final Full Carpet model. Modifications to property 

values from individual layer models are shown in bold. 

Component ρ [kg m-1] k [W m-1 K-1] 

Face Yarn 

Face Yarnvirgin 125 0.12 

Face Yarnmelt 625 0.12 

Face Yarnint. 575 0.06 + 3.5 × 10-10T3 

Face Yarnchar 34.5 7 × 10-10T3 

Middle Layer 

Middle1,virgin, Middle2,virgin, 

Middle3,virgin, Middle4,virgin, 

Middle3,melt, Middle4,melt 

750 0.12 

Middlechar 250.5 7 × 10-10T3 

Base Layer 

Basevirgin, Basemelt 1200 0.25 – 2.85 × 10-4T 

Baseint. 1104 0.125 – 1.425 × 10-4T + 3.5 × 10-10T3 

Basechar 783.8 7 × 10-10T3 

The Tback and MLR data predicted by the model of the full carpet constructed from 

the combination of the individually parameterized upper and base layer representations are 

labeled in Figure 6.14 as “Initial Model Prediction”. The model was able to predict the 

qualitative trends in the experimental Tback curves at all heat fluxes. The approximate steady 

Tback was well predicted at 30 and 50 kW·m−2 and slightly overpredicted at 70 kW·m−2. 

The shape of the MLR curve was well predicted at 30 kW·m−2, but the agreement between 

the predicted curve and the experimental curve degraded at the higher heat fluxes. Though 

the model was able to predict the qualitative trends in the experimental data, the 

quantitative agreement required improvement. 

All predicted temperature and MLR curves had a tendency to be lower than the 

experimental curves. This tendency may be attributed to the difficulties encountered with 
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testing and modeling the upper layer that led to a low thermal conductivity defined for the 

virgin face yarn and virgin middle layer components. It is also evident that, by separating 

the layers, the physical structure of the composite was compromised and the thermal 

transport within the sample was affected. To investigate the extent to which the structure of 

the carpet and interaction between layers affects thermal transport in the composite, the upper 

layer thermal transport was re-parameterized in the context of the full carpet composite. 

The full carpet samples did not deform significantly during tests and the texture of 

the back surface of the full carpet samples guaranteed proper thermal contact between the 

sample and the aluminum foil. The target data for the inverse analysis to re-parameterize 

the upper layer was the Tback profile collected on the full carpet samples in CAPA tests 

conducted at a heat flux of 30 kW·m−2. It was hypothesized that the individually 

parameterized base layer model provided sufficient description of the actual tested base 

layer and the only independent parameters that were adjusted to improve agreement 

between the experimental data and the model prediction were the thermal conductivities of 

the upper layer components. The curves that were predicted when the thermal transport 

parameters were adequate to describe the target experimental data are plotted as “Final 

Model Prediction” in Figure 6.14. The changes made to the thermal conductivity 

definitions provided in Table 6.5 to generate the “Final Model Prediction” are provided in 

Table 6.6. 
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Figure 6.14. Experimental Tback and MLR curve collected in CAPA tests and corresponding model predicted 

curves for the full carpet composite exposed to radiant fluxes of (a) and (b) 30 kW·m−2, (c) and (d) 50 kW·m−2, 

and (e) and (f) 70 kW·m−2. The shaded region and error bars correspond to two standard deviations of the mean 

experimental data. 

There is an obvious improvement in the model predictions from the combination of 

the individually parameterized layers to the re-parameterization of the upper layer in the 

context of the full carpet composite. The temperature profiles predicted with the final full 
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composite model captured the time to the initial increase in the Tback and the slope of the 

initial increase at all heat fluxes. The entire Tback curve was well predicted at heat fluxes of 

30 and 50 kW·m−2, and alternated between underpredicting and overpredicting the Tback 

above 600 K at a heat flux of 70 kW·m−2. An interesting observation is that the 

experimental Tback of the base layer and the full composite never reached temperatures 

higher than approximately 750 K, which corresponds to the peak MLR in the base layer 

TGA data. This temperature indicates the point in the tests at which the largest fraction of 

the volatile mass of the base layer is liberated from the solid, which leaves a matrix of 

fiberglass as residue. It is possible that a more comprehensive definition of the base layer 

that includes the properties of the fiberglass reinforcement would improve the agreement 

between the experimental data and the model predictions for the full carpet composite. 

The initial increase in the MLR curve was predicted well by the model at all heat 

fluxes. The peak MLR was well predicted at 30 kW·m−2, but the time to the peak was over 

predicted by approximately 50 s. At the higher heat fluxes, the time to the peak MLR was 

better predicted, but the peak value was underpredicted by larger percentages with each 

increase in the incident heat flux. The qualitative shape of the predicted curve at 30 and 50 

kW m−2 agree with the experimental curve. The curve predicted at a heat flux of 70 kW 

m−2 showed a slowly decaying plateau from approximately 120 to 210 s that did not occur 

in the experiments. The mean error between the predicted MLR and the mean experimental 

MLR was calculated as 13% for 30 kW m−2 (mean MLR value of 0.00171 kg m−2 s−1), 18% 

for 50 kW m−2 (mean MLR value of 0.00427 kg m−2 s−1), and 28% for 70 kW m−2 (mean 

MLR value of 0.00850 kg m−2 s−1). The mean error between the predicted MLR and the 



 

168 

 

mean experimental MLR was within the mean experimental uncertainty for all tested heat 

fluxes. 

Section 6.4: Conclusions 

This work presents several improvements to a relatively new methodology to 

parameterize pyrolysis models [142] and extends this methodology to a multilayered 

composite system. To the knowledge of the authors, this is the most complicated material 

system ever to be fully parameterized for a pyrolysis model. The developments to the 

existing methodology presented here include a focus on characterizing each layer of the 

composite individually, modeling STA data according to an approximation of the observed 

heating rate profiles, and the use of MCC tests to incorporate heat release rate predictions 

into the capabilities of the pyrolysis models. 

The carpet sample was divided into three separate layers and the thermal 

degradation of each was characterized independently. The kinetics and energetics of the 

thermal degradation process were determined through an inverse analysis of STA data. The 

heats of combustion of the gaseous species produced in each degradation reaction were 

determined through analysis of data collected in MCC tests. The absorption coefficient of 

each layer of the initial material was calculated from data on the radiant flux transmitted 

through thin film samples. The carpet was divided into two layers for bench-scale 

gasification tests. These layers were independently investigated to characterize the thermal 

transport through the carpet composite by conducting inverse analyses on the back surface 

temperature data collected in these tests. 

The models for the two individual layers of the carpet that were tested in the 

gasification experiments generated MLR and Tback predictions that agreed well with the 
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experimental data. The combination of these two layers produced predictions that had a 

fair agreement with experimental data collected on the full carpet composite. It was likely 

that, by separating the layers of the carpet and effectively compromising the structure of 

the composite, the thermal transport characteristics of the layers were affected. 

Qualitatively and quantitatively improved predictions were produced by re-parameterizing 

the thermal conductivity of the upper layer components in the context of the full carpet 

composite. 

The previously used parametrization methodology enhanced by the aforementioned 

improvements produces pyrolysis models that are capable of predicting the fire response 

for highly complicated materials subjected to a wide range of conditions. It was shown that 

individual layer parameterization works to a significant degree and provides the ability to 

extrapolate results to different material structures, provided the properties of the additional 

material elements are available. It was also shown that the interfaces between 

macrostructural elements affect the overall heat transfer within the condensed phase, and 

high fidelity models require additional measurements on the structures that include any 

such interfaces for accurate characterization. 
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Chapter 7: Carbon Fiber/Epoxy Aerospace Composite 

Section 7.1: Introduction 
The primary test method for suitability of materials to act as airplane cabin 

materials relies on flame spread over an inclined surface of the material. By developing an 

accurate comprehensive pyrolysis model of the material, the test may be modeled and a 

greater insight and understanding about the physics that dominate flame spread may be 

extracted from test data. This improved understanding will aid in the design of future 

carbon fiber laminates intended for aerospace applications and may act as a screening 

method to determine the suitability of a material for airplane cabins. The methodology 

presented in this work has been has demonstrated in this chapter on a carbon fiber structural 

composite that is used in aerospace applications. 

The carbon fiber laminate composite investigated in this chapter had many densely 

packed layers of carbon fiber tape that have been previously hypothesized to affect mass 

transport through the material. An objective of this investigation was to assess the degree 

to which the transport of gaseous volatiles was retarded by the high density of the carbon 

fiber layers. An additional objective was to investigate whether this complicated composite 

could be modeled as a homogeneous material to simplify the model and reduce 

computational expense.  

The ThermaKin numerical pyrolysis modeling environment was used in this work 

to conduct inverse analyses on experimental data to indirectly measure thermo-physical 

properties and reaction parameters to describe the thermal degradation of the carbon fiber 

composite samples. ThermaKin was also used to generate gasification mass loss rate (MLR) 

and temperature distribution predictions for the sample material to validate the measured 

properties. By developing a fully parameterized model, it was possible to use the two-
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dimensional formulation of ThermaKin to investigate the effect of in-plane conduction due 

to the laminate structure of the carbon fiber composite. A direct comparison has been made 

between the model developed through the procedures described in this chapter and a model 

developed for the same material by Quintiere et al. [58]. 

Section 7.2: Experiments and Analysis 

Section 7.2.1: Material 

The material that is the subject of this work is a carbon fiber laminate composite 

produced by Toray Co. in compliance with Boeing Material Specification (BMS) 8-276. 

The layup is made of 16 plies with an orientation defined by [-45,0,45,90]2s, which results 

in a composite with orthotropic thermo-physical properties. The laminae are composed of 

continuous carbon fibers and the matrix material is an epoxy resin. The composite is 

produced in the form of a preimpregnated panel and is cure toughened at 450 K to satisfy 

BMS 8-276. Figure 7.1 displays the carbon fiber composite samples characterized through 

this investigation. Note from the figure that the composite has one face with a smooth 

surface finish and the other face has a rough surface finish due to the manufacturing 

process. 
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Figure 7.1. Picture that Includes All Surfaces of the Toray Co. BMS 8-276 Aerospace Composite [58] 

Section 7.2.2: Experimental Methods 

Section 7.2.2.1: Simultaneous Thermal Analysis 

STA tests were conducted to measure the sample mass and heat flow rate to the 

sample as a function of temperature and time as the material underwent thermal 

degradation. The calibration and experimental testing procedures for the all STA tests 

conducted on the carbon fiber composite are described in Section 4.2.1.1. The STA tests 

used to collect data from which the thermal degradation kinetic and energetic parameters 

were determined were conducted with a heating rate of 10 K min-1 to a maximum 

temperature of approximately 1000 K. The test chamber was constantly purged with 

nitrogen flowing at a rate of 50 mL min-1 to investigate thermal degradation while 

eliminating oxidation and other unwanted heterogeneous reactions. Seven STA tests were 

conducted on carbon fiber composite samples to accumulate statistics and assess 

repeatability of the data sets. The samples for the STA tests were cut to a size such that the 

total mass of the sample ranged from 3 to 10 mg and the layered structure of the laminate 

was maintained.  
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 The mass and MLR data collected in STA tests were analyzed through a manually 

iterative inverse analysis procedure using the ThermaKin modeling environment described 

in Section 4.2.1.1 to determine the thermal degradation kinetic mechanism. Acceptable 

agreement was defined for the carbon fiber composite as a maximum error of 10% in the 

prediction of the magnitude of 𝑀𝐿𝑅peak, a maximum absolute error in the prediction of 

𝑇peak of 3 K, and a mean error of less than 2% in the normalized mass versus temperature 

curve. The resulting reaction schemes are presented in section 7.3.1.1. 

 The energetic parameters were determined through analysis of the heat flow rate 

data collected in STA tests described in Section 4.2.2.1. The range of data analyzed to 

determine the heat capacity corresponded only to the initial, unreacted components. Since 

the final residual mass was primarily composed of carbon fibers, the heat capacity of the 

char component was assumed equivalent to the heat capacity of graphite. The intermediate 

components that were produced and consumed in reactions during degradation were 

assumed to have the mean heat capacities of the component that reacted to produce the 

intermediate and the component that was produced when the intermediate was consumed. 

The acceptance criterion for this analysis required that the instantaneous relative difference 

between the time-dependent integrals of the predicted heat flow rate curve and the 

experimental curve remain less than 5% to verify the total energy absorbed by the sample 

in the model was equivalent to the total energy absorbed by the sample in the experiment 

throughout decomposition. 

Section 7.2.2.2: Microscale Combustion Calorimetry 

MCC tests were conducted according to the procedures described in Section 

4.2.3.1. Three MCC tests were carried out on samples of the carbon fiber composite. 
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Samples for MCC tests were prepared identically to the samples tested in the STA. The 

sample mass, which ranged from approximately 2 to 5 mg was recorded and the sample 

was placed in a ceramic crucible. The tests were conducted at a heating rate of 10 K min-1 

up to a final temperature of approximately 900 K. 

The mean data collected from the three tests conducted on the carbon fiber 

composite required a shift of 11.5 K to higher temperatures to calculate a mean that was 

consistent with the mass loss process due to pyrolysis. The heats of combustion of the gases 

produced during thermal degradation of the carbon fiber composite samples were 

determined through an analysis of MCC data outlined in Section 4.2.3.1. Though 

qualitative agreement between the experimental and modeled HRR curves was important 

for determining the heat of combustion for each modeled gaseous species, the only formal 

acceptance criterion required that the total integrals of the predicted curve and the 

experimental curve agree to within 3%. 

Section 7.2.2.3: Gasification Experiments and Analysis 

CAPA tests were conducted on samples of the carbon fiber composite by following 

the procedure described in Section 4.2.5.1 with the rough surface and the smooth surface 

facing the heater subjected to radiant heat fluxes of 40, 60, and 80 kW m-2 with nitrogen 

used as the purge gas at a flow rate 225 SLPM. The number of samples available for this 

investigation was limited, so two tests were conducted with each surface facing the heater 

at heat fluxes of 40 and 60 kW m-2, although only a single test with each surface facing the 

heater was conducted at a heat flux of 80 kW m-2. An additional test was conducted at a 

heat flux of 40 kW m-2 with the surface that faced the heater painted for an emissivity of 

0.95. Samples were prepared in a square geometry with a side of 0.08 m and were 
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positioned in the center of a square sheet of 0.00625 m thick Kaowool PM board with an 

edge dimension of 0.105 m. The well-defined emissivity provided by the paint applied to 

the back surface of the carbon fiber samples appeared to deteriorate at approximately 550 

K. It was hypothesized that the surface finish of the composite changed a this temperature 

and the paint was unable to adhere to either surface above that temperature. 

Due to the laminate structure of the carbon fiber composites studied in this 

investigation, it was hypothesized that the rate of in-plane heat conduction was larger than 

in-depth heat conduction. This hypothesis is consistent with measurements that have been 

made on carbon fiber/epoxy laminate composites [143,144]. An experiment was conducted 

to assess the importance of in-plane conduction relative to in-depth conduction in which a 

sample was irradiated under the cone heater while half of the surface was covered with 

0.0127 m thick Kaowool PM insulation board. A picture of the prepared sample is provided 

in Figure 7.2.  

The back surface temperatures were monitored throughout the test to facilitate an 

inverse analysis to determine the in-plane thermal conductivity. The rate of in-plane heat 

conduction was investigated with the two-dimensional formulation of the ThermaKin 

model in which the material and the Kaowool insulation that covered the sample were 

modeled. A low-density, low-heat capacity, high thermal conductivity layer approximately 

10% the thickness of the sample was introduced to the geometric center of the sample and 

the thermal conductivity was adjusted as part of an inverse analysis on the back temperature 

data to determine the rate of heat conduction in-plane relative to the heat conduction in-

depth.  
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Figure 7.2. Sample Prepared to Investigate In-Plane Heat Conduction  

Several tests that utilized a variety of mixtures of nitrogen and oxygen were 

conducted to investigate the oxidation characteristics of the carbon fiber composite. One 

test was conducted with a heat flux of 40 kW m-2 in which the gas mixture that was 

introduced to the CAPA nominally consisted of 15 vol.% O2 while the total flow rate of 

gas remained 225 SLPM (33.8 SLPM O2/191.2 SLPM N2). The oxygen concentration 

approximately 0.001 m from the front surface of the sample was measured as 15.0 ± 0.5 

vol.% O2 during this flow condition.  

Four additional tests were conducted in which the residual mass from tests in 

nitrogen conducted at 60 kW m-2 were subjected to heat fluxes of 40 and 60 kW m-2 while 

225 SLPM of nitrogen was injected into the CAPA for approximately ten minutes followed 

by ten minutes of laboratory air (approximately 21 vol.% O2). The oxygen concentration 

approximately 0.001 m from the front surface of the sample was measured as 20.9 ± 0.5 

vol.% O2 during this flow condition. Three type K thermocouples were inserted in each 

sample to measure the temperature distribution throughout the tests. The successive phases 

of nitrogen and air flow were intended to yield a steady MLR in the first phase while 

producing a noticeable increase in sample temperature and MLR with the addition of 

oxygen to the test atmosphere.  
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Inverse analyses were conducted on the Tback data collected in CAPA tests 

conducted in nitrogen following the analysis procedure described in Section 4.2.5.1 to 

determine the parameters that define thermal transport at the surface and within the 

condensed phase. The Tback was generally uniform, with the maximum deviation from the 

mean value on the order of 5%. A default value for the mass transport coefficient was 

initially defined for all components (2 × 10−5 m2 s−1) in the model constructed in 

ThermaKin. This value was determined as high enough to allow all gaseous pyrolyzate to 

escape the condensed phase with no impedance to flow, and low enough that it would 

maintain the stability of the integration [24]. The mass transport coefficient was modified 

due to additional analysis after all other thermo-physical properties were determined (See 

Sec. 7.4.1.1.).  

Section 7.3: Results 

Section 7.3.1: Data Analysis for Property Evaluation 

Section 7.3.1.1: Thermal Degradation Kinetics and Energetics Determination 

The STA data collected on the carbon fiber composite samples was analyzed to 

determine the kinetics and energetics of the thermal degradation process as well as the heat 

capacity of the condensed phase components. The mean heating rate profile measured in 

the all of the STA tests on the carbon fiber was approximated by Equation 4.7 in 

ThermaKin simulations. The agreement between the experimentally observed and modeled 

heating rate profiles is evident in Figure 7.3. 
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Figure 7.3 Experimentally observed and modeled heating rate histories typical of the Simultaneous Thermal 

Analysis (STA). The coefficients for Equation 4.7 that describe the modeled curve are the following: b1 = 0.167 K 

s−1, b2 = 0.0025 s−1, b3 = 0.0041 s−1, b4 = −0.534. 

It was assumed that the reaction mechanism that described thermal degradation of 

the carbon fiber composite consisted completely of consecutive reactions because only the 

epoxy resin underwent degradation. Analysis of the mass loss rate data and the heat flow 

rate data for the composite initially resulted in five consecutive thermal degradation 

reactions. Though there was only a single distinct peak in the mass loss rate data curve, the 

heat flow rate data curve had a complicated shape that necessitated several additional 

reactions. The final reaction mechanism determined through analysis of STA mass loss 

data is summarized in Table 7.1 and the experimental and simulated mass loss curves 

corresponding to the pyrolysis of carbon fiber are plotted in Figure 7.4, where the error 

bars correspond to two standard deviations of the mean. The mean relative error due to 

scatter between the individual tests was approximately ± 9%. During the analysis, it was 

determined that the final of five reactions could be eliminated if the fourth reaction was 

defined as a second-order reaction. Reduction of the reaction mechanism by one reaction 

was advantageous in terms of computational expense. 

Table 7.1. Effective reaction mechanisms for each layer of the carpet composite and the heats of reactions. 

Positive heats represent endothermic processes (absorb energy during the reaction). 

# Reaction Equation A (s−1) E (J mol−1) h (J kg−1) 
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1 
Carbon Fibervirgin → 0.989Carbon Fiberint,1

+ 0.011Carbon Fibervolatiles 

4.09 × 105 9.18 × 104 1.8 × 104 

2 
Carbon Fiberint,1 → 0.902Carbon Fiberint,2

+ 0.098Carbon Fibervolatiles  

6.16 × 1019 2.78 × 105 3.8 × 104 

3 
Carbon Fiberint,2 → 0.911Carbon Fiberint,3

+ 0.089Carbon Fibervolatiles  

1.23 × 1021 3.01 × 105 -1.8 × 104 

4 

0.5 Carbon Fiberint,3 + 0.5 Carbon Fiberint,3

→ 0.888Carbon Fiberresidue

+ 0.112Carbon Fibervolatiles 

8.00 × 105 1.50 × 105 -1.0 × 104 

 

  

(a) (b) 

Figure 7.4. Normalized mass loss rate (MLR) and normalized mass data collected in STA experiments and 

model predicted curves for the carbon fiber composite.  

Criticism has been levied against methods that analyze data collected at a single 

heating rate with claims that 10 K min-1 is not representative of fire conditions. Common 

thought follows that since materials are subjected to a wide range of heating rates in fire 

scenarios, only kinetics determined through isoconversional analyses on multiple heating 

rate data sets are able to extrapolate to a range of heating rates. MLR predictions made with 

the model parameterized in this chapter and a previous study on the carbon fiber composite 

[58] which utilized a model-free method to analyze data collected at several heating rates 

are compared to experimental data in Figure 7.5. Figure 7.5a displays both predicted curves 

and the experimental data at a heating rate of 10 K min-1 and Figure 7.5b shows the same 

curves at a heating rate of 30 K min-1.  
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(a) (b) 

Figure 7.5. Normalized mass loss rate (MLR) and normalized mass data collected in STA experiments and 

model predicted curves for the carbon fiber composite.  

The discrepancy between the experimental data and the prediction of the MLR 

curve at a heating rate of 30 K min-1 is likely due to the propagation of small errors in each 

of the four reactions defined in the kinetic mechanism. As the difference between the 

experimental heating rate and the calibration heating rate is increased, the mass loss 

associated with each reaction shifts slightly in temperature. Superposition of the reactions 

due to this shift caused an over-prediction of the maximum MLR measured at 30 K min-1 

and a subsequent under-prediction of the falling edge of the MLR curve. Although the mean 

instantaneous error between the predicted and experimental MLR curves at 30 K min-1 was 

28%, the mean instantaneous error in the predicted normalized mass curve was 0.4%, 

which indicates that the prediction of the overall thermal degradation process is well 

captured at all temperatures at a heating rate of 30 K min-1. 

The curve predicted by Quintiere et al. captures the qualitative shape of the 

experimental data curve at both heating rates although the temperature at which the 

maximum MLR occurs in each case is over-predicted by approximately 50 K. The 

maximum experimental MLR was captured at 10 K min-1 by the model produced by 
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Quintiere et al. although the maximum MLR measured at 30 K min-1 was under-predicted 

by approximately 10%. The consequences of over-predicting the temperature at which the 

maximum MLR occurs and under-predicting the magnitude of the maximum MLR can 

potentially include a gross under-prediction of the severity of a fire event, particularly in 

the early stages of the fire. The disagreement between the model produced by Quintiere et 

al. and the model produced in this work is likely the result of the method used to determine 

the kinetics of the degradation process, and possibly also because of differences in 

experimental data caused by variations between the apparatus used to conduct TGA in each 

study. 

 A linear temperature-dependent relationship was found for the heat capacity of the 

Carbon Fibervirgin component. The uncertainty due to scatter in the heat flow rate data over 

the entire temperature range tested was approximately ± 19%, although it was 

approximately ± 8% in the temperature range from which data was analyzed to determine 

the heat capacity of the unreacted component.  

The residual mass that remained at temperatures above approximately 800 K was 

characterized by a porous structure that compromised the thermal contact between the 

sample and the crucible and yielded unreliable heat flow rate measurements. Compounding 

the issues caused by the structure of the sample was the decreased sensitivity of the heat 

flow rate measurement at high temperatures. This was exemplified by a rapid increase in 

the heat flow rate from 800 K to approximately 1100 K that did not correspond to a 

physically realistic process. The Carbon Fiberresidue component was assigned a linear, 

temperature-dependent heat capacity that was calculated from a least-squares linear 
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regression conducted by Butland and Maddison on a survey of data for the heat capacity 

of graphite [145]. 

The intermediate components that were produced and consumed during thermal 

degradation of the sample material could not be isolated for direct measurement of the heat 

capacity. The heat capacities of Carbon Fiberint,1, Carbon Fiberint,2, and Carbon Fiberint,3 

were defined as a linear combination of the heat capacity defined for the Carbon Fibervirgin 

and Carbon Fiberresidue components evaluated between 500 and 750 K. The heat capacity 

of the Carbon Fiberint,2 component was defined as the mean of the heat capacities of Carbon 

Fibervirgin evaluated at 500 K and Carbon Fiberresidue evaluated at 750 K. The heat capacity 

of Carbon Fiberint,1 was defined as the mean of the heat capacity of Carbon Fibervirgin 

evaluated at 500 K and the heat capacity of Carbon Fiberint,2. The heat capacity of Carbon 

Fiberint,3 was defined as the mean of the heat capacity of Carbon Fiberresidue evaluated at 

750 K and the heat capacity of Carbon Fiberint,2. The heat capacity of each component 

defined in the reaction mechanism are provided in Table 7.2. 

Table 7.2. Heat capacity values for each component in the carbon fiber composite. 

Component c [J kg-1 K-1] Method 

Carbon Fibervirgin 2.4T + 160 STA 

Carbon Fiberint,1 1415 Assumed 

Carbon Fiberint,2 1470 Assumed 

Carbon Fiberint,3 1525 Assumed 

Carbon Fiberresidue 0.7T + 1054 [145] 

The heat flow rate data collected in the STA tests is plotted in Figure 7.6 along with 

the sensible enthalpy baseline constructed from the heat capacities from Table 7.2 and 

component masses modeled by the mechanism provided in Table 7.1. The curve features 

local minima at 515 K and 663 K and a maximum at approximately 690 K. It is clear from 

the Figure 7.6 that the experimental heat flow rate curve is below the sensible enthalpy 

baseline curve between 500 and 680 K and the maximum that occurs at 690 K is above the 
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baseline. The convention adopted for this work is that values that are negative with respect 

to the sensible enthalpy baseline represent exothermic processes and values that are 

positive represent endothermic processes. Though the entire process of thermal 

degradation of the carbon fiber composite is endothermic (positive heat flow rates), there 

are exothermic processes that contribute to its thermal degradation. Though this behavior 

is unusual for materials that undergo non-oxidative pyrolysis, this phenomenon has been 

observed for materials with high char yields by Li and Stoliarov [91]. 

The integral between the experimental heat flow rate curve and the sensible 

enthalpy baseline was defined as the enthalpy absorbed by the sample undergoing thermal 

degradation. Each heat of reaction was assigned to the reaction that occurred at the 

temperature range corresponding to the heat flow rate peak. The local minimum that 

appeared at the lowest temperature in the heat flow rate curve did not correspond to a mass 

loss event and the magnitude of the feature was relatively small, so the minimum was 

ignored in analysis. The single reaction that described the mass loss rate curve maximum 

was split into two reactions (Reaction # 2 and 3 defined in Table 7.1), each of which had a 

maximum mass loss rate that corresponded to one of the two local extrema that were 

observed at 663 and 690 K. This allowed an exothermic heat of reaction to be assigned to 

the reaction with the peak at 663 K and an endothermic heat of reaction at the reaction 

corresponding to the peak at 690 K to account for the unusual shape of the heat flow rate 

curve. The remainder of the analysis yielded an exothermic heat of reaction for the first 

reaction and an endothermic heat of reaction for the final reaction.  
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(a) (b) 

Figure 7.6. Normalized heat flow rate and integral heat flow rate data collected in STA experiments and 

model predicted curves for carbon fiber composite 

The heat absorbed during the thermal degradation reaction defined by Quintiere et 

al. [58] was considerably larger than the heats of all of the reactions defined in the current 

investigation. The heat flow rate curves predicted in the current investigation and the 

investigation conducted by Quintiere et al. are plotted in Figure 7.7 with the experimental 

heat flow rate data. Note that since the maximum heat flow rate predicted by Quintiere et 

al. is approximately one order of magnitude greater than the peak predicted in the current 

investigation, the data has been plotted on semi-logarithmic axes.  

The heat of gasification for the carbon fiber composite was measured with two 

techniques by Quintiere et al. The value determined through analysis of cone calorimeter 

data was 1.8 x 106 J kg-1 and the value determined in DSC tests was 2.85 x 106 J kg-1, 

although the integral of the heat flow rate curve predicted with the parameters defined in 

that investigation up to 900 K was approximately 3.6 x 106 J kg-1. With all of the heats of 

gasification defined here in terms of the original mass of the sample. The discrepancy 

between the measured and predicted values in that investigation is significant and the 

reason for the discrepancy is unclear. The integral of the heat flow rate curve measured in 

the current work up to 900 K was approximately 6.6 x 105 J kg-1 and the value predicted 
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by the model parameterized through this work was 7.0 x 105 J kg-1, both of which are 

defined in terms of the original sample mass. It is possible that the disagreement between 

the heat of gasification values measured in these two studies was caused by the type of 

DSC apparatus utilized for each. It has been noted that the heats of reactions are more 

accurately determined with the apparatus used in this investigation, a heat flux DSC 

apparatus, than with a power-compensation DSC apparatus, the apparatus used by 

Quintiere et al. 

 

Figure 7.7. Normalized heat flow rate and integral heat flow rate data collected in STA experiments and 

model predicted curves for carbon fiber composite 

Section 7.3.1.2: Heat of Combustion Determination 

The MCC data collected on the carbon fiber composite at a set heating rate of 10 K 

min-1 (0.167 K·s−1) were analyzed using the degradation kinetics determined from analysis 

of STA data. The heating rate profile observed in MCC experiments was different than the 

profile observed in STA experiments, but was adequately described by the form of 

Equation 4.7. The agreement between the experimentally measured and the heating rate 

profile instituted in the ThermaKin model for the MCC is displayed in Figure 7.8. 
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Figure 7.8. Experimentally observed and modeled heating rate histories typical of the Microscale 

Combustion Calorimetry (MCC) experiments conducted in this work. The coefficients for Equation 4.7 that 

describe the modeled curve are the following: b1 = 0.174 K s−1, b2 = 0.0036 s−1, b3 = 0.0052 s−1, b4 = 0.091.  

The mass loss associated with the first thermal degradation reaction appeared to 

correspond to a zero magnitude heat release and the heat of combustion was defined as 

zero to maintain agreement between the experimental and simulated HRR curves. The heats 

of combustion of the remaining three thermal degradation reactions were determined as 

nonzero values that are displayed in Table 7.3. Contrary to the convention used to define 

the heats of reaction, positive values in Table 7.3 correspond to exothermic processes.  

The experimental and predicted HRR curves and integral HRR curves are provided 

in Figure 7.9. The error bars in the HRR curve are defined as two standard deviations of 

the mean. The mean relative error corresponding to the error bars is approximately ±9%. 

The heats of combustion defined in Table 7.3 produce a curve with an integral in the range 

of 600-900K that is within 0.1% of the integral of the experimental curve. The aggregate 

heat of combustion determined in this investigation was calculated from these data as 2.7 

× 107 J kg−1 of volatiles, compared to the value measured by Quintiere et al. [58] which 

was 2.65 × 107 J kg−1 of volatiles.  These values are within the uncertainty associated with 

reproducibility of measurements made with the MCC apparatus (6%). 
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Table 7.3. Effective heat of combustion values for the volatile species released in each reaction. Positive heats 

of combustion are exothermic. 

Volatile Species hc (J kg−1) 

Carbon Fibervolatiles,reaction 1 0 

Carbon Fibervolatiles,reaction 2 2.4 × 107 

Carbon Fibervolatiles,reaction 3 2.3 × 107 

Carbon Fibervolatiles,reaction 4 3.7 × 107 

 

  

(a) (b) 

Figure 7.9. Normalized heat release rate and integral heat release rate data collected in MCC experiments 

and model predicted curves for the carbon fiber composite. 

Section 7.3.1.3: Thermal Transport Parameter Determination 

The thermal conductivity of all of the components defined in this pyrolysis model 

for the carbon fiber composite were determined through the inverse analysis procedure 

described in Section 4.2.5.1. The structure and stability of the composite eliminated the 

possibility of separating the individual layers to decrease the thickness to facilitate direct 

measurement of the absorption coefficient with the method described in Section 4.2.4.1. It 

was observed during gasification tests on the composite that all components were optically 

dark, nontransparent to visible light, and it was known that these components were 

graphitic. To make the simulations consistent with this observation, the absorption 

coefficient of all components was defined sufficiently high to ensure no radiation was 

allowed to transmit through the surface of the sample (100 m2·kg−1). 
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It was known prior to modeling that the char components were comprised almost 

entirely of carbon, and the emissivity of Carbon Fiberresidue was expected to be similar to 

graphite. The emissivity of graphite was measured at elevated temperatures as 

approximately 0.86 [106] and was defined as the emissivity of the Carbon Fiberresidue 

component. This value has been used to describe the emissivity of char components in 

several previous related studies [134,146]. 

The emissivity of the carbon fiber composite was not directly measured in this 

work. The surface emissivity of carbon fiber composites composed of a several different 

types of reinforcements and matrix polymers has been measured by researchers at Sandia 

National Laboratories [54]. The measurements included spectrally-averaged measurements 

of the irradiation with angles of incidence classified as near-normal and near-grazing as 

well as a hemispherical total emissivity. The orientation of the radiation source in the 

measurement of the spectrally-averaged total hemispherical emissivity is the most 

representative of the heating scenario for a post-flashover enclosure fire, but it is not the 

most representative for the heating scenario in the gasification tests presented here. The 

heating scenario that agrees most closely with the gasification tests was realized in the 

measurement of the spectrally-averaged emissivity with near normal irradiation (20° angle 

of incidence). 

The composite measured in the study conducted at Sandia that is most similar to 

the material in this work in terms of component materials and structure had a near normal 

emissivity measurement of 0.86 for the smooth surface and 0.90 for the rough surface. By 

comparing the experimental data that was collected with the rough surface and the smooth 

surface facing the heater, it was determined that the difference in surface finish did not 
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significantly affect the Tback or MLR data. In an effort to simplify the model, the emissivity 

of the Carbon Fibervirgin component, as well as all the Carbon Fiberint. components, was 

defined as 0.86. 

The thickness of the carbon fiber composite sample was observed to increase in 

gasification tests as individual layers partially delaminated from the composite. This 

increase in thickness occurred gradually over the course of the gasification tests, and the 

observation of this increase is consistent with observations made in previous work 

conducted on carbon fiber composites [54,58,59]. Though there was scatter in the measured 

increase in thickness, the measurements have been approximated for this model as an 

increase of 100% of the original thickness of the sample regardless of the radiant heat flux 

to the sample, which resulted in a sample that was approximately 6.4 mm thick at the end 

of the simulated gasification. Figure 7.10 shows pictures of the virgin carbon fiber 

composite prior to and after testing to emphasize the change in thickness observed to occur 

through bench-scale gasification tests. 

 

Figure 7.10. Comparison of the Thickness of the Virgin Carbon Fiber Composite to the Residual Composite 

after Cooling from a Radiant Heating Gasification Test at 60 kW m-2 
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ThermaKin has the ability to model intumescence by scaling the contribution of 

gases to the overall volume by a factor related to the local composition. To simulate this 

increase in the thickness of the entire sample, the density of each component produced 

through a thermal degradation reaction was defined to decrease systematically from the 

density of the reactant that decomposed to form the product. The thickness was defined to 

increase by 25% over the course of each reaction. The product density was decreased from 

the reactant density by a factor equal to the stoichiometric coefficient corresponding to the 

reaction divided by the factor by which the thickness increased, e.g. the density for Carbon 

Fiberint,1 was calculated as (1521 kg m-3) (
0.989

1.25
). The definitions for the densities of all 

components are provided in Table 7.4. The gases were assumed not to contribute to the 

volume of the sample in all simulations conducted in this work. 

Table 7.4. Full set of thermo-physical properties defined in the carbon fiber composite pyrolysis model. 

Component ρ [kg m-3] k [W m-1 K-1] ϵ κ [m2 kg-1] 

Carbon Fibervirgin 1521 0.59 – 0.00065T 0.86 100 

Carbon Fiberint,1 1203.4 0.295 – 0.000325T + 2.75 × 10-10T3 0.86 100 

Carbon Fiberint,2 904.6 0.295 – 0.000325T + 2.75 × 10-10T3 0.86 100 

Carbon Fiberint,3 706.3 0.295 – 0.000325T + 2.75 × 10-10T3 0.86 100 

Carbon Fiberresidue 548.8 5.5 × 10-10T3 0.86 100 

The thermal conductivities of virgin and residual components in the carbon fiber 

composite were determined through inverse analyses conducted on Tback data collected in 

the CAPA tests conducted with an incident heat flux of 40 kW m-2 using the ThermaKin 

modeling environment. The initial rise of the Tback data curve was chosen as the target for 

the Carbon Fibervirgin component because this was the only component that affected the 

Tback curve early in the tests. The model prediction for the composite is compared to the 

experimental data in Figure 7.11. The shaded region in the experimental Tback curves 

represents two standard deviations of the mean. The temperature prediction was not 
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sensitive to the thermal transport parameters of the residual and intermediate components 

for the time range displayed in the figure and all components were defined with the same 

thermal conductivity for this portion of the analysis. 

 

Figure 7.11. First 120 s of experimental Tback curve measured in CAPA tests and corresponding model 

predicted curve for the carbon fiber composite exposed to a radiant flux of 40 kW·m−2. The shaded region 

corresponds to two standard deviations of the mean experimental data. 

The target data for the inverse analysis to determine the thermal conductivity of the 

residual components was chosen as the portion of Tback that was collected after 120 s in to 

the gasification tests, with a particular focus on the final 200 s. Due to the high porosity 

and emissivity of the carbonaceous residual mass, radiation was assumed to be the 

dominant mode of heat transfer through the sample when Carbon Fiberresidue was the major 

component and the radiation diffusion approximation was invoked to describe the thermal 

conductivity of the residual mass. The full set of parameters that were determined for the 

composite to describe thermal transport to and within the solid sample are provided in 

Table 7.4. 
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Section 7.3.2: Model Validation 

Predictions of the Tback and MLR of the carbon fiber composite from the fully 

parameterized pyrolysis model are plotted in Figure 7.12 against the experimental data. 

The error bars for the experimental MLR data represent two standard deviations of the mean 

data. The figure also includes predictions from models parameterized with the property 

values determined by Quintiere et al. [58]. 

All of the experimental Tback data curves have a noticeable discontinuity that 

occurred when the temperature reached approximately 550 K. Above this temperature, the 

data measured at heat fluxes of 60 and 80 kW m-2 were noisy and the shape of the curves 

was irregular. The temperature 550 K did not appear to correspond to any features in the 

MLR curves or the STA data and it was hypothesized that it was associated with 

decomposition of the highly emissive paint applied to the back surface of the sample. As a 

result of this hypothesis, the data collected above the 550 K threshold was considered 

unreliable. The rise in temperature up to this threshold was highly repeatable at all 

temperatures and was well predicted at 40 and 60 kW m-2. The slope of the initial rise in 

temperature predicted at 80 kW m-2 was well predicted although the time to the onset of 

temperature rise was slightly over-predicted. 

The experimental MLR data collected at all heat fluxes are characterized by a single 

distinct peak as well as a local maximum/inflection point approximately 60 to 180 s after 

the peak. The MLR data gradually decreased to zero following the shoulder in the data. All 

of the MLR predictions made with the default mass transport definition (λ = 2.0 x 10-5 m2s-

1) captured the rising edge of the experimental curve. The peak of the experimental curve 
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was well predicted at 40 kW m-2 and over-predicted by greater margins with increasing 

heat flux. The qualitative shape of each predicted curve does not agree with the 

corresponding experimental curve. The curves predicted at each heat flux tended to over-

predict the magnitude of the peak of the experimental curve and the points collected 

between the peak and the shoulder feature. The predicted curves all tended to under-predict 

the magnitude of the MLR curve from the shoulder until the end of the test.  

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
(f) 

 

Figure 7.12. Model-predicted and experimental Tback and MLR data collected in CAPA tests at incident 

heat fluxes of: (a) and (b) 40 kW m-2, (c) and (d) 60 kW m-2, and (e) and (f) 80 kW m-2. Shaded Regions and 

error bars indicate two standard deviations of the mean experimental data. 

The back temperature profile predicted by the model parameterized with the values 

determined by Quintiere et al. has a slightly worse agreement than the model parameterized 

in this work at 40 kW m-2 and a better agreement at the higher heat fluxes. These 

agreements are misleading because the data collected above 550 K is of limited reliability. 

It appears that the initial thermal conductivity is similar to the value determined in this 

work because predictions from both models match the initial increase in temperature, 

although due to the slightly delay in the initial increase of the temperature, it is likely that 

the initial heat capacity defined by Quintiere et al. is too large. Even though the model 

predictions agree with the experimental data from this work, the MLR curves are not well 

predicted. The shortcomings of the property set determined by Quintiere et al. may be 

caused by the simplicity of the kinetic mechanism, but it is much more likely that the 

seemingly incorrectly determined heat of reaction was too large and decreased the 

magnitude of the MLR curves. 
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Section 7.3.2.1: Investigation of Mass Transport Effects 

Whereas the pyrolysis of common polymers is characterized by the entire irradiated 

surface releasing pyrolyzate gas, the gasification of the carbon fiber composite featured 

few localized points on the surface where pyrolyzate gas escaped from the solid. This 

observation indicated that the structure of the carbon fiber composite contributed to mass 

transport effects, which has been shown to be affected in highly cross-linked polymers like 

the epoxy in the composites studied in this work [147]. The effect of a reduced mass 

transport coefficient on the measured MLR was verified during modeling by adjusting the 

default mass transport coefficient downward to account for resistance to the free flow of 

pyrolyzate within the sample. The mass transport coefficient that made the predicted MLR 

curves achieve quantitative and qualitative agreement with the experimental MLR curves 

collected at all heat fluxes was 3.0 x 10-7 m2s-1. The MLR curve predicted by the model 

parameterized with the lower mass transport coefficient is plotted in Figure 7.12. Of note 

is that the temperature predictions were unaffected by the adjusted mass transport 

coefficient. 

It is evident in Figure 7.12 that the qualitative shape of the tail of the experimental 

MLR curves are predicted by the model at each heat flux. The time to the peak MLR is well 

represented by the model at all heat fluxes, although the magnitude of the peak is under-

predicted for the 60 and 80 kW m-2 cases. The overall agreement between the model 

predictions and the experimental MLR data was improved with the mass transport 

coefficient defined as 3.0 x 10-7 m2s-1. The mean instantaneous error between the predicted 

curve and the experimental curve was 28.8% at 40 kW m-2, 21.5% at 60 kW m-2, and was 

18.2% at 80 kW m-2. The time to the maximum MLR was predicted to within 10 seconds 

at each heat flux and the magnitude of the maximum MLR was predicted to within 1% at 
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40 kW m-2, although the prediction of the maximum MLR deteriorated at higher heat fluxes 

as a compromise with overall agreement. 

A first-order approximation calculation of the internal pressure due to gas buildup 

in the composite during pyrolysis was performed using the gas concentrations calculated 

with ThermaKin parameterized with the decreased mass transport coefficient. According 

to the simulation, the maximum pyrolyzate gas concentration found in the sample was 

approximately 28 kg m-3 at a temperature of 670 K. The mean molar mass of the gaseous 

species produced during pyrolysis of epoxy resin and similar polymers is approximately 

0.28 kg mol-1 [148–150]. The pressure approximated through this crude calculation was on 

the order of 5 x 106 Pa. Measurements of the internal pressures in carbon fiber laminate 

composites have been as high as approximately 1.013 x 106 Pa (10 atm) [151] and the 

tensile strength of the Toray composite tested in this work has been measured as 2.7 x 109 

Pa [152] at room temperature. The internal pressure caused by the reduced mass transport 

coefficient is reasonable because it is of the same order of magnitude but lower than the 

peak internal pressure that has been previously measured and it is orders of magnitude 

lower than the tensile strength of the material, which is consistent with the absence of 

mechanical failure during observations of the gasification tests. 

Section 7.3.2.2: Investigation of In-Plane Conduction 

The Tback data collected from the tests to investigate the effect of in-plane 

conduction relative to in-depth conduction are plotted as discrete points in Figure 7.13. 

Each data point represents the mean value from four points across the length of the back 

surface of the sample (parallel to the edge of the insulation on the sample surface). These 

data points were collected at sixteen locations across the back surface of the sample 
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(perpendicular to the edge of the insulation). The inverse analysis on these data resulted in 

the highly conductive layer defined as 10% the thickness of the sample that had a thermal 

conductivity of 50 W m-1 K-1. Though the agreement between the model prediction and the 

experimental data shown in Figure 7.13 is not perfect, the prediction provides a reasonable 

estimate for the in-plane thermal conductivity of the composite. Using the well-known 

expression for the conductivity of materials layered in parallel to the direction of heat flow, 

Equation 7.1, the thermal conductivity of the mixture that has been simulated may be 

calculated. The symbols in Equation 7.1 are the following: 𝒌𝒋 is the thermal conductivity 

of component 𝒋, 𝑽𝒋 is the volume fraction of component 𝒋, and 𝒌 is the effective thermal 

conductivity of the mixture. 

𝑘 =  ∑ 𝑉𝑗𝑘𝑗

𝑁

𝑗=1

 (7.1) 

The in-plane thermal conductivity of the carbon fiber composite is approximately 4.8 

W m-1 K-1. This value appears to be reasonable because literature values for the in-plane 

thermal conductivity for carbon fiber composites range from ten to fifteen times larger than 

the in-depth thermal conductivity [143,144]. A mean value of the thermal conductivity of 

the unreacted component evaluated over the temperature range of 300-600 K is 

approximately 0.32 W m-1 K-1. The ratio between the in-plane thermal conductivity 

determined here and the in-depth thermal conductivity is 15. A one-dimensional simulation 

was conducted with the additional highly conductive layer with a thickness of 10% the 

thickness of the composite to identify the effect of the layer on in-depth conduction. The 

Tback profiles produced by the one-dimensional model were identical with and without the 
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highly conductive layer, which confirmed that the presence of this additional layer did not 

affect in-depth conduction.  

 

Figure 7.13. Experimental Data and model Predictions of Temperature Distribution Across the Back 

Surface of the Sample at Various Times After Radiant Exposure. Error Bars Are Associated with Two Standard 

Deviations of the Mean Experimental Data. 

Section 7.3.2.3: Investigation of Oxidation 

The test that was conducted in a 15% oxygen atmosphere at a heat flux of 40 kW 

m-2 was intended to provide insight about the sensitivity of pyrolysis of the carbon fiber 

composite to oxidation. Since the reinforcement fibers in the composite were made of 

carbon, which is susceptible to oxidation at high temperatures, it was hypothesized that the 

presence of oxygen would affect the MLR and Tback data curves. The Tback and MLR data 

curves collected in 15% oxygen and the mean data collected in nitrogen are displayed in 

Figure 7.14. The shaded region in Figure 7.14a and the error bars in Figure 7.14b 

correspond to two standard deviations of the mean. The scatter in the Tback data collected 

in 15% O2 had approximately the same magnitude as the scatter in the mean data collected 

in 100% N2 although it has not been plotted to ensure clarity of the figure.  
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(a) (b) 

Figure 7.14. Tback and MLR curves for the carbon fiber composite collected at 40 kW m-2 in 100% N2 and 

15% O2 atmosphere. 

It is evident from the figure that the introduction of oxygen to the gasification test 

on the undegraded sample did not significantly change the temperature distribution through 

the sample or the MLR history at 40 kW m-2. The point of discontinuity in the Tback curve 

that occurred at approximately 325 s was likely caused by degradation of the highly 

emissive paint on the back surface of the sample and was not associated with oxidation. 

The expected effect of oxidation was an increase in both Tback and MLR. The Tback data 

collected in 15% O2 was similar to the data collected in 100% N2 and MLR collected in 

15% O2 was generally within the scatter of the data collected in 100% N2. 

The tests conducted on the residual mass samples in an air atmosphere at 40 and 60 

kW m-2 were intended to determine the effect of oxidation of the carbon fiber reinforcement 

on the temperature distribution and MLR history after the majority of the epoxy resin had 

volatilized. An attempt was made to determine the oxidation kinetics from these 

experimental data, although it was ultimately concluded that oxidation had only a subtle 

effect on the pyrolysis process. The MLR and Tback data collected at 60 kW m-2 are 

displayed in Figure 7.15. The error bars represent two standard deviations of the mean of 
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the data collected from the three thermocouples. These variations are due to the distances 

from the surface of the sample to each thermocouple.  

 

(a) 

 

(b) 

Figure7.15. Tback and MLR curves for the carbon fiber composite collected at 60 kW m-2 in tests with 600 s 

of 100% N2 followed by 600 s of 21% O2/79% N2 atmosphere. 

The plots of Figure 7.15 show that a change in the pyrolysis process occurred 

approximately 600 seconds into the test which manifested as a temperature increase and a 

more rapid decrease in the sample mass. The increase in the mass loss rate is due to an 

increase in the reaction rate caused oxidation and the increase in the temperature is caused 

by additional energy in the sample because of the exothermicity of the oxidation reaction. 

The increase in the MLR and the back surface temperature due to the presence of oxygen 

was relatively small at both heat fluxes. It may be concluded from these data that oxidation 

does not significantly affect the pyrolysis process when residual carbon fiber samples are 

subjected to heat fluxes up to 60 kW m-2. This result is consistent with observations made 

during radiant heating tests of carbon fiber composite samples [54], which concluded that 

the carbon fiber surface temperature must be approximately 1173 K for oxidation to occur. 
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Section 7.4: Conclusions 

A complete set of thermo-physical properties and reaction parameters were 

determined for a carbon fiber structural composite through the systematic methodology 

presented throughout this dissertation. STA tests were conducted on samples of the 

composite and analysis was conducted to determine the reaction mechanism, heats of 

reaction, and the heat capacity for all identified components. The reaction mechanism was 

independently validated against MLR data collected at 30 K min-1. Analysis of MCC data 

provided the heats of combustion for the volatile species evolved in each thermal 

degradation reaction and verified the complexity of the reaction mechanism. 

Several bench-scale gasification tests were conducted on the composite with the 

CAPA in which the Tback and MLR data were collected.  Inverse analyses on the Tback data 

allowed the extraction of thermal transport parameters for the composite. There did not 

appear to be a difference imposed on the collected data due to whether the smooth or 

textured face of the composite was facing the heater during the gasification tests. 

Resistance to mass transport within the sample was observed due to the structure of the 

carbon fiber reinforcement and the highly cross-linked epoxy resin which was accounted 

for by reducing the mass transport coefficient for all components by almost two orders of 

magnitude. By modifying the mass transport coefficient, the agreement between the model 

prediction and experimental data improved significantly.  

Additional CAPA tests were conducted to investigate the effect of oxygen in the 

test atmosphere on the pyrolysis process. A 15% oxygen atmosphere had no effect on the 

data collected at 40 kW m-2 and appeared to have a small effect on data collected in tests 

on residual mass in an approximately 21 vol.% oxygen atmosphere. These data agreed with 
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previous observations that the temperature required for surface oxidation was not achieved 

with an irradiance of 60 kW m-2. The in-plane thermal conduction was approximated by 

analyzing data from a test with partially obstructed radiant flux to the top surface of the 

sample using the two-dimensional formulation of ThermaKin. It was determined that in in-

plane thermal conductivity was approximately fifteen times larger than the in-depth 

thermal conductivity in the temperature range of 300 to 600 K. 

With the exception of the heats of combustion of the volatile species produced 

through degradation of the carbon fiber composite, all of the parameters that defined the 

model were validated against data collected outside the calibration conditions. Though the 

set of parameters determined through the methodology presented in this work were not 

validated at other orientations or larger scales, it is expected that similar results will be 

achieved as long as all boundary conditions are well defined.  
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Chapter 8: Fiberglass Reinforced Polyester Composite 

Section 8.1: Introduction 
An important application of comprehensive pyrolysis models is in the design of 

building materials that have a specific and predictable fire response. This application is 

particularly important for advanced composites for which quantification of flammability 

properties through destructive testing may be prohibitively expensive. The work presented 

in this chapter is focused on application of the methodology to a fiberglass reinforced 

unsaturated polyester (UP) laminate composite, which has been identified as the most 

common combination of reinforcement and matrix phases [153] for laminate composites. 

An objective of this application was to individually characterize each constituent to 

demonstrate the ability to develop a constituent-based model that was capable of simulating 

the results of gasification tests conducted on composite materials with arbitrary 

composition. Through this methodology, a single set of material properties was developed 

for each constituent and subsequently validated. The resulting model was extrapolated to 

various composition ratios and evaluated for the ability to predict the experimentally 

measured MLR from radiation-driven gasification experiments at various thermal 

exposures. This application demonstrates the possibility of using a comprehensive 

pyrolysis model to predict the fire response of combinations of well-defined components, 

which may be used in the composite manufacturing industry to tune the fire response of 

materials according to their composition.  

Section 8.2: Modeling 

 The ThermaKin modeling environment was used in inverse analyses and to predict 

the results of gasification tests. The material behavior was modeled as zero-dimensional 
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for STA and MCC experiments. A one-dimensional model was produced to conduct 

inverse analyses to determine the thermal transport parameters and for the final MLR 

predictions from bench-scale gasification tests.  

An additional feature of the ThermaKin modeling environment that was not explained 

in Chapter 2 is the treatment of the dependence of the thermal conductivity and the mass 

transport coefficient of mixtures of components on the concentration and relative 

orientation of the components. A mixture of components may be modeled in ThermaKin 

as layers oriented normal to the direction of the flow of heat or mass or parallel to the 

direction of flow for the purpose of determining an effective property value for the mixture 

using the form of Equation 8.1. In the equation, 𝑉𝑖 is the volume fraction of species 𝑖, 𝑘𝑖 is 

the thermal conductivity of species 𝑖, and θ is a user-defined input value for the mixture in 

the range from zero to one that defines the fraction of the material that is modeled as 

oriented parallel to the flow direction. The default value of θ (θ = 0.5) was defined for all 

of the other models presented in this manuscript. 

𝑘 =  𝜃 ∑ 𝑉𝑖𝑘𝑖

𝑁

𝑖=1

+ (1 − 𝜃)
1

∑
𝑉𝑖

𝑘𝑖

𝑁
𝑖=1

 (8.1) 

This expression, and the associated treatment of the properties of mixtures, is 

important for the FRP composite studied here because the structure of the composite was 

not explicitly defined in the model. Rather, the material was modeled as a homogeneous 

mixture of the components to reduce unneeded complexity in the model which was 

observed by Kim et al. [67]. The contrast between the thermal conductivity values for the 

constituent materials necessitated some freedom to account for deviations from the 

idealized default mixture rule. The heat transfer weight factor, θ, was set to zero in all 
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models that represented the composites in bench-scale tests to establish the heat transfer 

processes as occurring across layers of the homogeneous material oriented perpendicular 

to the material surface. 

Section 8.3: Experiments and Analysis 

Section 8.3.1: Materials 

Samples were prepared using wax-free, general purpose unsaturated polyester (UP) 

resin and 10 ounce, style 7500, E-glass fabric with a plain weave. The resin was formulated 

to cure when combined with methyl ethyl ketone peroxide (MEKP) in the amount of 1.25% 

of the mass of the resin. All materials were purchased from Fiber Glast Developments 

Corporation.  

The hand lay-up technique was selected for fabrication of the composite samples.  

A mold that was 21.5 inches by 9.5 inches and 0.5 inches deep was used to ensure each 

fabricated sheet had the same dimensions. A layer of wax was applied to the mold to ensure 

that the sample could be removed from the mold without compromising the sample 

structure. Each sample consisted of 16 layers of fiber reinforcement to achieve an overall 

thickness ranging from 5 to 7 mm. The orientation of the reinforcement layers was not 

varied between alternating layers. The fabrication method required an individual layer of 

reinforcement to be placed in the mold followed by manual application of the resin liquid 

system which was allowed to permeate through the fiberglass. This process was repeated 

until all of the reinforcement layers were included in the composite. The sample was 

allowed to cure at room temperature for 24 hours followed by a 1 hour oven post-cure at 

the glass transition temperature of the polyester resin (343 K). The glass transition 

temperature was determined through analysis of STA data conducted on uncured resin 

samples.  
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This fabrication method proved to be relatively crude, and the measured 

composition of the fabricated composites deviated from the design compositions of 40, 50, 

and 60 wt% resin by approximately ± 6 wt%. The actual compositions were determined by 

measuring the mass of the composite samples and factoring out the mass of the glass, which 

was independently measured. The composite fabricated using the hand lay-up technique 

with the most ideal and uniform distribution of resin that exhibited complete saturation of 

the fiber reinforcement was achieved with an equal mass of resin and reinforcement.  

Deviations from this ideal composition resulted in minor imperfections in the 

samples such as the formation of small air pockets and non-uniform distribution of resin 

through the composite for samples with excess glass and resin, respectively. The measured 

composition ratios of the fabricated samples were 41, 48, and 54 wt% resin. The composite 

samples were 5.6 (±0.3), 6.3 (±0.1) and 6.9 (±0.4) mm thick, respectively. The density of 

the samples was measured at room temperature as 1600 (±12), 1620 (±16), and 1640 (±31) 

kg m-3, respectively. An example of the fabricated composite samples is shown in Figure 

8.1. The surface of the sample that was exposed to the ambient air during the room 

temperature cure possessed a glossy finish while the surface in contact with the mold had 

a matte finish. 
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Figure 8.1. Fiberglass sample fabricated using a hand lay-up method with woven fabric and unsaturated 

polyester resin (top/side/bottom). 

Pure UP resin samples were fabricated for independent material property 

evaluation. The UP resin prepared for bench-scale testing was 5.6 (±0.1) mm thick with a 

density of 1240 (±9) kg m-3. Sheets of UP resin with thicknesses in the range of 0.9 to 1.4 

mm were fabricated by curing the UP resin on a sheet of aluminum foil for milligram-scale 

testing and broadband radiation absorption determination to facilitate the assumptions 

regarding the heat transfer mechanisms within each measurement technique.  

The density of the E-glass was calculated as the compliment to the resin density in 

the composite samples. This calculation required the previously determined values for the 

mass and measured density of the UP resin, the mass of E-glass in each sample, and the 

mass and volume of the composite samples. The effective density of the glass phase was 

calculated as 2260 (±140)  kg m-3, which was slightly lower than literature values that 

typically report the density of E-glass between 2500-2600 kg m-3 [154]. The difference was 

probably due to incomplete saturation of the fiberglass reinforcement during fabrication 

that resulted in air pockets within the sample. The uncertainty in the density calculation 

was due to error propagation from measurements of samples of all the compositions.  
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Section 8.3.2: Experimental Methods 

Section 8.3.2.1: Simultaneous Thermal Analysis 

 STA tests were conducted on samples of the pure, cured UP resin following the 

testing and calibration procedures described in Section 4.2.1.1. The furnace was 

continuously purged with 50 mL min-1 of nitrogen to maintain an anaerobic environment 

throughout the STA experiments. UP resin samples were prepared with masses between 6 

and 10 mg and were pressed into the bottom of the sample crucible to ensure adequate 

thermal contact. The samples were stored in a desiccator for a minimum of 48 hours after 

oven curing and prior to testing to minimize the effects of moisture content on the 

experimental data. The temperature program consisted of linear heating at a constant 

heating rate of 10 K min-1 to a maximum temperature of 900 K. The experimental 

procedure was repeated seven times to evaluate the reproducibility of the results.  

The UP resin lost 93% of the initial mass over the course of the heating profile. The 

apparatus was known to lose sensitivity at elevated temperatures, which was compounded 

by the loss of thermal contact as the sample decomposed and resulted in unphysical heat 

flow rate data when only the char species were present in the sample. Seven additional 

STA tests were performed on char samples harvested from bench-scale gasification tests 

conducted at 70 kW m-2 in order to obtain accurate experimental measurements. Samples 

of the E-glass fibers used as the reinforcement in the composites were also tested although 

apparent issues with thermal conductivity led to unrealistic heat flow rate measurements.  

The heat flow rate data collected in DSC tests were analyzed according to the procedure 

described in Section 4.2.2.1 to calculate the apparent heat capacity and the heats of the 

thermal degradation reactions. The specific heat capacity was determined from the 

experimental curve for the portions of the profile where no reactions occurred. This direct 
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analysis was employed for the initial UP resin prior to onset of thermal degradation and for 

the fully decomposed char. The heat capacities of the intermediate species were specified 

based on assumed expressions that related the properties of the intermediates to the 

properties of the virgin and char components.  

 The curve that represented the heat flow to the sample was integrated to produce a 

profile for the total heat flow to the sample as a function of time. The final value was 

representative of the energy required to fully decompose the material, the heat of 

gasification. The total heat flow profile was used as an optimization target for 

determination of the heats of decomposition. The characterized model was deemed 

adequate when the mean instantaneous relative error between the experimental and model-

predicted total heat flow to the sample were within 1%. 

Section 8.3.2.2: Microscale Combustion Calorimetry 

 MCC tests were conducted on the UP resin to determine the heats of complete 

combustion of the gaseous volatiles produced during thermal degradation of the resin. 

Samples of the UP resin were prepared in an identical way to the samples for STA tests. 

The MCC calibration and testing procedures from Section 4.2.3.1 were followed for the 

tests on UP resin. The tests used a constant heating rate of 10 K min-1 to a final temperature 

of 900 K. The test procedure was repeated five times for UP resin samples to ensure the 

repeatability of the results. 

The mean heat release rate data collected on the resin was shifted by 23 K lower in 

temperature to ensure the HRR data was correlated with the mass loss process predicted by 

model constructed with ThermaKin. The resulting profile for the normalized heat release 

rate and integral of the heat release rate were targeted during an inverse analysis to 
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determine the heat of complete combustion for each reaction. The analysis followed the 

procedure from Section 4.2.3.1 using the ThermaKin modeling environment. The 

characterized values were determined to be adequate when the agreement between the 

integral of the predicted and experimental HRR curves were within 1%. 

Section 8.3.2.3: Broadband Infrared Radiation Absorption Coefficient Determination 

The broadband infrared radiation absorption coefficient was quantified according 

to the experimental technique described in Section 4.2.4.1 to measure the radiant heat flux 

transmitted through a thin resin sample. UP resin samples were fabricated with thicknesses 

varying from 0.9 mm to 1.4 mm and exposed to a radiant heat flux of 20 kW m-2. The heat 

flux was reduced from a previous, related investigation [121] due to the rapid onset of 

thermal degradation observed at 35 kW m-2. 

Section 8.3.2.4: CAPA Experiments and Thermal Transport Parameter Determination 

 CAPA tests were conducted at several radiant exposures following the testing 

procedure described in Section 4.2.5.1. The composites were machined into square samples 

with 80 mm sides for experimental testing. The samples were stored in a desiccator for a 

minimum of 48 hours prior to testing to minimize the effects of moisture content on the 

experimental data. The high emissivity paint applied to the back surface of the samples was 

found to degrade at temperatures in excess of 650 K [146] and temperature profiles in this 

chapter have been reported up to this value. The edges of the sample were thermally 

insulated with a 5 mm wide piece of Kaowool PM insulation. During experimental testing, 

the glossy surface was coated with the high emissivity paint and the matte surface was 

exposed to radiation from the cone heater.  
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Three experiments were performed on each composite composition at heat fluxes 

of 30, 50, and 70 kW m-2 to evaluate the repeatability of the resulting measurements. UP 

resin samples were also tested in triplicate at 30 and 50 kW m-2. At 30 kW m-2, the top 

surface of the UP resin samples was coated with the high emissivity paint to eliminate the 

surface emissivity as an unknown variable in subsequent analysis. The UP resin samples 

tested at 50 kW m-2 had an unaltered top surface. All of the tests on the pure UP resin 

samples were conducted on the aluminum mesh wrapped in aluminum foil. This was done 

because preliminary tests indicated that oxidation of the resin samples by ambient air 

introduced through the openings in the aluminum mesh significantly affect the test results.  

The thermal transport model that was constructed for inverse analyses on the 

composite was constructed according to the parameters and boundary conditions defined 

in Section 4.2.5.1. It was observed in all gasification tests on composite samples that the 

thickness of the sample did not change over the duration of the test. As a result, the density 

of all solid products of degradation were defined proportional to the corresponding 

stoichiometric coefficient such that the thickness of the sample in the model did not change 

while sample mass was converted to pyrolyzate gas. 

 The temperature profile for the back surface was utilized as a target for inverse 

analyses to characterize the thermal conductivity of the UP resin and fiberglass 

reinforcement. Experiments were performed on samples of only UP resin to evaluate the 

thermal conductivity of the UP resin before determining the thermal conductivity of the 

composites and, by extension, the glass reinforcement. The heat flux of 30 kW m-2 was 

selected for analysis because, as the lowest thermal exposure, it provided the most stable 

boundary conditions which promoted a higher degree of accuracy to the user-specified 
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boundary conditions in the model. The thermal conductivities of the initial and intermediate 

species were specified using temperature-dependent expressions and were determined 

through the inverse analysis procedure described in Section 4.2.5.1. 

The UP resin was tested and its thermal conductivity was evaluated independently 

from the fiberglass reinforcement. Thus, the complete set of material properties that 

describe the pyrolysis of the UP resin was validated prior to the introduction of fiberglass 

to the system. The specific heat capacity and radiative properties of the inert E-glass were 

specified from well-defined literature values and the thermal conductivity was determined 

by conducting an inverse analysis on the data collected from gasification tests on the full 

composite. The validation procedure was repeated for the composite samples. The model 

was assessed for the ability to predict the pyrolysis behavior of the composite at 

composition ratios of 41 and 54 wt% resin without making alterations to the characterized 

material properties and only adjusting the composition ratio. 

Section 8.4: Results 

Section 8.4.1: Data Analysis for Property Determination 

Section 8.4.1.1 Kinetics and Energetics of Thermal Degradation Determination  

The observed heating rate data was represented in the ThermaKin model by fitting 

a curve of the form of Equation 4.7 to the experimental data. The agreement between the 

experimental results and the time-dependent expression is shown in Figure 2. 
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Figure 8.2 Agreement between experimental heating rate from STA and time-dependent expression  of the 

form shown in Equation 4.7 where b1 = 0.167 K s−1, b2 = 0.0023 s−1, b3 = 0.0045 s−1, b4 = 0.434. 

The agreement between the results from the parameterized model simulation and 

the experimental results for the normalized mass and MLR as a function of material 

temperature are shown in Figure 3. The first thermal degradation reaction was observed 

over a temperature range from 390-530K. The second process corresponded to the largest 

mass loss and was observed over a temperature range from 530-700K. The third reaction 

was identified over a temperature range from 630-760 K. The mass of the remaining char 

was measured at the end of the heating program and it was determined that 7% of the initial 

mass remained.  

The contribution from each individual reaction to the overall MLR curve are shown 

in Figure b. The model prediction represented both experimental measurements well. The 

first two reactions were clearly necessary to accurately describe the MLR profile. The third 

reaction was deemed necessary to accurately describe the growth, decay, and magnitude of 

the peak of the main mass loss peak that occurred in the temperature range between 530 K 

and 760 K. The parameters that were defined to describe the effective degradation reaction 

mechanism are given in Table 8..  
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     (a)         (b) 

Figure 8.3. Agreement between the experimental results from TGA and the parameterized model for (a) the 

normalized mass (b) and normalized MLR as a function of material temperature. 

 

Table 8.1. Effective degradation reaction mechanism for UP resin. 

Reaction Equation A (s-1) E (J mol-1) 

1 Virgin Resin → 0.935 Intermediate 1+ 0.065 Gas 8.3 x 105 7.7 x 104 

2 Intermediate 1 → 0.292 Intermediate 2 + 0.708 Gas 5.0 x 105 9.7 x 104 

3 Intermediate 2 → 0.282 Char + 0.718 Gas 6.2 x 108 1.5 x 105 

 

The specific heat capacity was evaluated directly from experimental measurements 

for the temperature range prior to the onset of degradation (i.e., where no mass loss 

occurred). A second-order temperature-dependent polynomial was used to capture the 

initial rise in the specific heat capacity. At approximately 340 K, the specific heat capacity 

of the virgin resin transitioned to a linear temperature-dependent expression. The 

intermediate species could not be isolated to be tested independently, which required the 

material property to be assumed based on the behavior relative to the independently 

measured species.  

The heat capacity of the first intermediate species was assumed to follow the same 

linear temperature dependency as the virgin resin. This linear expression was validated by 

the accurate representation of the heat flow rate curve during the transition between the 

first and second reaction, following the addition of the heat of reaction. The apparent 
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specific heat capacity of the second intermediate was specified as a constant value 

calculated as the average between the expression for the heat capacity of the first 

intermediate, evaluated at the onset of the second reaction (approximately 510 K), and the 

independently evaluated heat capacity of the char. A single value based on the reactant and 

product species was determined to be appropriate for the second intermediate because the 

second and third reactions occurred simultaneously, over a 100 K temperature range, and 

during this transition there was no local minimum to consider as a reference point to 

evaluate the accuracy of the assumed heat capacity of the second intermediate.  

The specific heat capacity of the E-glass was defined using a linear temperature-

dependent expression based on literature values [154]. The expressions and values for the 

specific heat capacity of the initial and decomposition products are given in Table 8.2. The 

uncertainty of the specific heat capacities of the initial and intermediate species were 

assumed to be ± 10% based on the scatter in the experimental measurements. 

Table 8.2. Specific heat capacity of constituent species. 

Component c (J kg-1K-1) 

Virgin Resin (𝑇 ≤ 340 K) −108136 + 647.5 𝑇 − 0.995 𝑇2 

Virgin Resin (𝑇 > 340 K) 843.5 + 2.28 × 𝑇 

Intermediate 1 843.5 + 2.28 × 𝑇 

Intermediate 2 1760 

Char 1480 

Fiberglass 440 + 1.24 𝑇 

 

 The char was assumed to be nonreactive in a non-oxidizing atmosphere and the 

specific heat capacity was defined as the average apparent heat capacity over a temperature 

range from 500-700 K, as shown in Figure .4. This temperature range represented the most 

stable period over the profile, which was calculated from experimental measurements, with 

reproducible results.  
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Figure 8.4. Apparent heat capacity from DSC of the char as a function of temperature. 

The baseline was developed for the sensible enthalpy and expressed as the heat 

flow rate to the sample as a function of sample temperature. The temperature boundaries 

identified to calculate the heat of decomposition for each reaction (i.e., the area between 

the experimentally measured apparent heat capacity and the sensible enthalpy) are shown 

in Figure . It should be noted that the limits of integration corresponded to the temperature 

range over which all reactions occurred. There were no definite boundaries for integration 

to determine the heat evolved in each reaction because the sequential reactions occurred 

instantaneously during the transitions. 
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Figure 8.5. Integration of the heat flow rate to the sample between the apparent heat capacity from DSC and 

the sensible enthalpy baseline to determine the heats of decomposition. 

The evaluated heats of decomposition are given in Table 8.. The agreement between 

the heat flow rate curve from the parameterized model results and the experimental 

measurements is shown in Figure . The error bars represent two standard deviations of the 

mean. The total heat flow to the sample (i.e., heat of gasification) was calculated as 990 ± 

40 J g-1, where the convention adopted in this work associates a positive heat with an 

endothermic process. The agreement between the predicted and experimental curves was 

a result of the fitting process, which used both the heat flow rate curve and the integral of 

the heat flow rate curve as targets for inverse analyses when determining the heats of 

reaction.  

Table 8.3. Heat of decomposition for each reaction in the effective degradation mechanism. Endothermic 

quantities (absorb energy during reaction) are presented as positive values 

Reaction Equation h (J kg−1) 

1 Virgin Resin → 0.935 Intermediate 1 + 0.065 Gas 3.7 × 104 

2 Intermediate 1 → 0.292 Intermediate 2 + 0.708 Gas 3.4 × 105 

3 Intermediate 2 → 0.282 Char + 0.718 Gas 1.8 × 105 
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     (a)            (b) 

Figure 8.6. Agreement between the model simulation and experimental measurement from DSC for (a) the 

heat flow rate to the sample (b) and total heat flow to the sample. 

Section 8.4.1.2: Heat of Combustion Determination  

The general form of Equation 4.7 was used to fit the observed heating rate measured 

during MCC tests and the agreement between the experimental measurement and the 

modeled heating rate curve are shown in Figure . There was significantly more scatter in 

the data for the observed heating rate from MCC tests compared to the STA. The heating 

rate expression was defined as the boundary condition in the ThermaKin program to model 

the mass loss process in the MCC in the analysis to determine heats of complete 

combustion of the pyrolyzate species produced during thermal degradation. 
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Figure 8.7. Agreement between experimental heating rate from MCC and time-dependent expression  of the 

form shown in Equation 4.7 where b1 = 0.173 K s−1, b2 = 0.0039 s−1, b3 = 0.0060 s−1, b4 = 0.163. 

The values for the heat of combustion for each species are given in Table 8., with 

negative heats indicating exothermic processes. The final reaction was observed to have a 

negligible contribution to the overall heat release, corresponding to a heat of combustion 

with a magnitude of zero. The agreement between the experimental data and model 

prediction is shown in Figure .  

Table 8.4. Effective heat of complete combustion for each volatile species evolved during degradation. 

Exothermic processes (release energy during reaction) are presented as negative values.  

Component hc (J kg-1) 

Reaction 1volatiles -8.0 x 106 

Reaction 2volatiles -3.2 x 107 

Reaction 3volatiles 0 
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       (a)            (b) 

Figure 8.8. Agreement between the model-predicted curves and experimental results from MCC for (a) the 

heat release rate and (b) the integral of the heat release rate. 

Section 8.4.1.3: Optical Properties Determination 

 The broadband infrared absorption coefficient was calculated directly using 

Equation 4.11. The average radiative absorption coefficient for the UP resin was calculated 

as 1.5 m2 kg-1 with a variance of 1.4%. This value was specified for the undegraded UP 

resin. The final char was specified to be effectively non-transparent based on observations 

of the residual mass in gasification tests. This was done by defining the absorption 

coefficient as 100 m2 kg-1. The absorption coefficient of the intermediate species were 

specified based on their assumed behavior relative to the other species. Table 8. gives the 

absorption coefficient defined for each component.  

Table 8.5. Absorption coefficient and emissivity of constituents and evolved species. 

Component κ (m2 kg-1) ϵ 

Virgin Resin 1.5 0.95 

Intermediate 1 1.5 0.95 

Intermediate 2 100 0.86 

Char 100 0.86 

Fiberglass 100 0.85 

 

 The emissivity of the constituents and product species were specified from 

literature. The emissivity of the UP resin and intermediate species were assumed to be 0.95 
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based on the work of Linteris et al., which showed that most polymers have an emissivity 

greater than 0.9 [102]. The emissivity of the char was assumed to be equal to that of 

graphite, 0.86 [106], due to the high carbon content of the char. The absorption coefficient 

of the char was specified as 100 m2 kg-1 to ensure absorption of the incident radiation at the 

top surface of the sample. The absorption coefficient and emissivity of the first 

intermediate were assumed to be similar to the virgin resin and the properties for the second 

intermediate were assumed to be similar to the char. The emissivity for the fiberglass was 

taken from literature as 0.85 [155]. The absorption coefficient for the glass phase was 

assumed to be sufficiently high such that all radiant energy that was incident to the glass 

was absorbed at the surface. This assumption resulted in a definition of the absorption 

coefficient as 100 m2 kg-1. 

Section 8.4.1.4: Thermal Conductivity Determination 

It was observed in all gasification tests on composite samples that the thickness of 

the sample did not change over the duration of the test. As a result, the density of all solid 

products of degradation were defined proportional to the corresponding stoichiometric 

coefficient such that the thickness of the sample in the model did not change while sample 

mass was converted to pyrolyzate gas. 

Inverse analyses were performed in 100-second time increments to reduce the 

number of unknown parameters influencing the system for each analyses. By limiting the 

time interval, the thermal conductivity was analyzed for partially-isolated resin 

components beginning with the virgin resin, followed by the first intermediate, and 

continuing until all species were characterized. It was determined that a linear temperature-

dependent expression for the thermal conductivity adequately described the back 
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temperature curves of the most ideal composite samples, 48 wt% resin, at the most stable 

heat flux, 30 kW m-2. The thermal conductivity of the char was characterized as a third-

order polynomial based on the radiation diffusion approximation [125].  

The behavior of intermediate species was assumed to be related to the behavior of 

the virgin and char species to limit the independent variables required to define the model. 

The thermal conductivity of the first intermediate was assumed to follow the same linear 

temperature dependency as the virgin resin. The thermal conductivity of the second 

intermediate was defined using a combination of terms from the expressions for the virgin 

and char components. All expressions for the thermal conductivities are given in Table 8.. 

The experimental results at 30 kW m-2 agreed well with the model curve developed through 

manual iteration, as shown in Figure . The error bars in the figure were calculated as two 

standard deviations of the mean. 

Table 8.6. Thermal conductivity of UP resin and decomposition species. 

Component k (W m-1 K-1) 

Virgin Resin 0.03 + 3.5 × 10−4𝑇 

Intermediate 1 0.03 + 3.5 × 10−4𝑇 

Intermediate 2 0.23 + 3.5 × 10−4𝑇 + 8 × 10−10𝑇3 

Char 0.18 + 8 × 10−10𝑇3 
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Figure 8.9. Agreement between the experimental measurement from CAPA testing and model-predicted 

profiles for back-surface temperature at an external heat flux of 30 kW m-2. 

The characterized properties were evaluated for the ability to predict the 

temperature profiles for UP resin at an external heat flux of 50 kW m-2, as shown in Figure 

. The UP resin samples tested at 50 kW m-2 did not have a coating with a well-defined 

emissivity on the surface facing the heater. The parameterized model was able to reproduce 

the experimental data well, which supported the values for the absorption coefficient and 

the high emissivity of the UP resin and decomposition species that were defined in this 

chapter. 

The complete set of material properties were independently validated by evaluating 

the ability of the model to reproduce experimental MLR data at 30 and 50 kW m-2, shown 

in Figure . The error bars were calculated as two standard deviations of the mean. It should 

be noted that for all of the profiles shown, the only experimental data targeted during 

property determination is that shown in Figure a. The model accurately predicts the overall 

shape and magnitude of the experimental curves well. The error between the experimental 

results and model prediction are provided in Table 8.. 
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     (a)        (b) 

  
       (c)       (d) 

Figure 8.10. Agreement between the experimental measurement from CAPA testing and model-predicted 

profiles for back-surface temperature and MLR for UP resin samples at external heat fluxes of (a) and (b) 30 

kW m-2 and (c) and (d) 50 kW m-2. 

The thermal conductivity of the E-glass was determined through an inverse analysis 

of the back temperature data collected on a composite with a sample configuration of 48 

wt% resin at 30 kW m-2 in which the thermal conductivity of the E-glass was the only 

undefined parameter. These composite samples were selected because they were observed 

to have minimal imperfections that may have resulted in non-ideal material behavior. The 

thermal conductivity of the E-glass was described using the linear temperature-dependent 

expression given in Equation 8.2. 

𝑘glass = 0.48 − 5.5 × 10−4T (8.2) 
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At temperatures greater than 782K, the expression for the thermal conductivity of 

the glass decreased to 0.05 W m-1K-1, which likely represents a lower limit for the thermal 

conductivity of a solid. A piece-wise function was introduced to the model that allowed 

the thermal conductivity to follow Equation 8.2 at temperatures below 781.8 K and 

transition to a constant value of 0.05 W m-1 K-1 above this critical temperature. Agreement 

between the experimental profile targeted during inverse analysis and the model-predicted 

profile is shown in Figure .  

 

Figure 8.11. Agreement between the back-surface temperature profile from experimental measurement 

during CAPA testing at 30 kW m-2 and the model-predicted curve developed through inverse analysis to 

characterize the thermal conductivity of the E-glass reinforcement. 

Section 8.4.2: Model Predictions for 48 wt% resin Sample Configuration  

The fully parameterized model was evaluated for the ability to predict back surface 

temperature profiles measured in CAPA tests on the sample with a composition of 48 wt% 

resin at heat fluxes of 50 and 70 kW m-2, as shown in Figure . The model was able to 

reproduce the temperature profiles accurately for the majority of experiments over the 

range of tested heat fluxes. The model slightly over-predicted the experimental 
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measurements for the 48 wt% resin samples at 50 and 70 kW m-2 as the surface temperature 

exceeded 550 K. These over-predictions were probably a result of the onset of thermal 

degradation of the highly emissive paint on the back of the sample, which would cause the 

measured temperatures to appear lower than the actual surface temperatures. 

The predictive capability of the fully parameterized model of the sample with a 

composition of 48 wt% resin was validated by comparing the model-predicted MLRs with 

the experimental MLR curves collected during gasification tests at external heat fluxes of 

30, 50, and 70 kW m-2, as shown in Figure . It should be noted that for all of the profiles, 

the only data targeted during property determination is plotted in Figure a. The model 

slightly over-predicted the peak MLR at 30 and 50 kW m-2 and slightly under-predicted the 

decay phase at 50 and 70 kW m-2. Overall, the independently characterized constituents 

were able to accurately predict the experimental MLR profiles. 

  
    (a)           (b) 
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    (c)           (d) 

  
    (e)           (f) 

Figure 8.12. Agreement between the experimental measurement from CAPA testing and model-predicted 

profiles for back-surface temperature for 48 wt% resin composite samples at external heat fluxes of (a) and (b) 

30 kW m-2, (c) and (d) 50 kW m-2, and (e) and (f) 70 kW m-2. 

Section 8.4.3: Model Predictions at Extrapolated Composition Sample Configurations 

The model that was parameterized at a composition of 48 wt% resin was used to 

generate MLR and back temperature predictions at the other tested compositions. The only 

variations to the model input were the ratio of the initial constituents and the thickness of 

the sample measured prior to experimental testing. Experimental results of gasification 

testing at external heat fluxes of 30, 50, and 70 kW m-2 on composite samples of 41 wt % 

were compared with the model-predicted profiles for the back-surface temperature and the 

MLR, as shown in Figure .  
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    (a)           (b) 

  
    (c)           (d) 

  
    (e)           (f) 

Figure 8.13. Agreement between the experimental measurement from CAPA testing and model-predicted 

profiles for back-surface temperature for 41 wt% resin composite samples at external heat fluxes of (a) and (b) 

30 kW m-2, (c) and (d) 50 kW m-2, and (e) and (f) 70 kW m-2. 

There was a minor systematic under-prediction of the experimental temperature 

histories for 41 wt% resin samples. The model accurately predicted the shape of the MLR 

curve for 41 wt% resin at all of the external heat fluxes tested. However, the peak MLR 
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was over-predicted at 30 kW m-2. The experimental and predicted profiles agreed well for 

the 41 wt% resin samples at 50 and 70 kW m-2.  

Predictions of the pyrolysis behavior of the composite with a composition of 54 

wt% resin were generated, but it was found that the deviations between the model and 

experimental data were relatively large. The model over-predicted the surface temperature 

measurement at 54 wt% resin at 50 and 70 kW m-2 for temperatures above 500 K. The 

simulated MLR profile was able to correctly predict the shape of the experimental curve 

for 54 wt% resin at 30 kW m-2, although the peak MLR was over-predicted. The model 

profile successfully simulated the initial rise in the MLR for the 54 wt% resin samples at 

50 and 70 kW m-2. The shape of the predicted profiles agreed with the experimental curve 

at these heat fluxes, but the peak was over-predicted and the decay was under-predicted.  

The deviations between the model prediction and the experimental measurement 

were attributed to non-uniform distribution of the resin within the samples. A localized 

concentration of excess resin was observed along the bottom surface of the sample; 

however, the model was constructed with the assumption that the sample consisted of a 

homogeneous mixture of the constituents. This difference between the model simulation 

and the physical composite samples likely caused the model to over-predict the 

experimental curves and the representation of the sample with a composition of 54 wt% 

resin was modified for a new model of that sample. A thin layer of UP resin with a 

composition ratio of 50 wt% resin and the measured thickness of the layer was included at 

the back-surface of the sample and the composition of the rest of the composite sample was 

adjusted to yield the original total composition. The back-surface temperature profiles and 

MLR profiles from the adjusted definition of the 54 wt% resin samples are shown in Figure 
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8.14. The adjusted sample description improved the ability of the model to predict both the 

back-surface temperature profiles and MLR profiles for all of the external heat fluxes. This 

modification yielded significant improvement in the predictions at all tested heat fluxes. 

 

  
    (a)           (b) 

  
    (c)           (d) 

  
    (e)           (f) 

Figure 8.14. Agreement between the experimental measurement from CAPA testing, the initial model-

predicted profiles, and the modified model predicted profiles for back-surface temperature for 54 wt% resin 

composite samples at external heat fluxes of (a) and (b) 30 kW m-2, (c) and (d) 50 kW m-2, and (e) and (f) 70 kW 

m-2. 
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The mean instantaneous error between the MLR from experimental data and the 

model simulation was calculated for each configuration and the results are given in Table 

8.. The largest deviation for each sample was observed to be at 30 kW m-2
, where the model 

over-predicted the peak MLR. The corresponding temperature profiles reproduce the 

experimental measurement well. 

Table 8.7. Mean instantaneous error between the MLR from experimental data from CAPA testing and 

model simulations. 

Composition  Error [%] 

 30 kW m-2 50 kW m-2 70 kW m-2 

41 wt% resin 29.1 14.5 11.8 

48 wt% resin 28.6 18.2 15.1 

54 wt% resin 11.8 15.9 11.7 

 

The amended description of the 54 wt% resin composite sample resulted in a 

significant reduction in the mean instantaneous error for all of the external heat fluxes and 

only the final representative errors are included in Table 8.7. The reduced error supported 

the claim that the localized concentration of UP resin on the back surface of the sample 

contributed to nonhomogeneous behavior of the constituents for the composite with the 

highest resin content. 

Section 8.5: Conclusions  

A complete set of material properties for the pyrolysis of E-glass-reinforced UP 

resin composites was characterized through the application of a methodology that 

systematically isolated physical processes during experimental testing for material 

property determination. To the knowledge of the authors, this is the first successful 

application of a pyrolysis model to parameterize a composite material with validation 

provided for multiple compositions based on a single set of material properties.  
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 The constituents were parameterized individually within the model. The material 

properties were defined based on direct and indirect analyses of experimental data, 

assumptions regarding the behavior of intermediate species based on the proximate species, 

and well-defined values from literature sources. Milligram-scale testing was conducted on 

UP resin using STA and MCC to develop a semi-global effective degradation mechanism 

and define the energetics associated with thermal decomposition and gas-phase 

combustion.  

Radiation driven gasification testing was conducted using a modified truncated 

cone-calorimeter equipped with the CAPA. The back-surface temperature was targeted 

during inverse analyses to characterize the thermal conductivity of UP resin using 100 wt% 

resin samples. The E-glass was characterized from experimental testing of composite 

samples after the complete set of material properties for the UP resin was independently 

validated against the mass loss rate data.  

Pyrolysis of the composite was described using one set of material properties for 

the constituents and validated based on the ability to accurately describe the pyrolysis of 

samples with varying composition ratios over a range of external heat fluxes. The results 

for the high resin content samples were improved by including a thin film of UP resin at 

the back surface of the sample, which was an observed feature of these samples due to the 

localized concentration of excess resin in the system during sample fabrication. The model 

produced through this work is capable of predicting mass loss rates although the heats of 

combustion determined here may be incorporated in to the model to describe the heat 

release rate resulting from the combustion of the volatile species produced during 

pyrolysis.   
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Chapter 9: Concluding Remarks 

This dissertation presented a generalized systematic methodology to characterize 

layered composites for comprehensive pyrolysis models and subsequently validate the 

models against data outside of the calibration conditions. A flow chart that summarizes this 

methodology is provided as Figure 9.1.  

 
Figure 9.1. Flow Chart that Summarizes the Methodology Presented in this Dissertation. 

It was shown that this methodology presents a significant improvement on the 

status quo in terms of the accuracy of predictions, efficiency of determination of 

parameters, complexity of materials in the defined scope, and the ability to extrapolate 

predictions to various compositions and heating scenarios. It was also shown that during 
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the development of the methodology, an improved understanding of the pyrolysis process 

for composites was achieved. 

An improvement in the efficiency with which the composites were characterized 

included simultaneously conducting thermogravimetry and differential scanning 

calorimetry, which reduced the number of experiments required to determine the kinetics 

and energetics of the degradation process by half. A method for extracting the kinetic and 

energetic parameters from the experimental data was explained and it was shown that 

parameters determined through this method were able to predict the mass loss rate at 

different heating rates without the use of computationally expensive optimization 

algorithms. In fact, a direct comparison to predictions made in a previous study that 

determined the kinetic parameters from data collected at multiple heating rates 

demonstrated the superior fitness of the kinetics determined through this methodology. 

An additional improvement in the efficiency was revealed with simultaneous 

measurement of back surface temperatures and mass loss rates for validation in bench-scale 

gasification tests. Simultaneous measurement of sample temperature data and mass loss 

rate data eliminated half of the bench-scale tests required to fully parameterize and validate 

the pyrolysis model. The back surface temperature data were analyzed through an inverse 

analysis procedure to determine the thermal transport parameters for each layer of the 

composite material. 

The methodology was demonstrated on four composite materials that are 

commonly encountered in industrial and commercial applications. The pyrolysis model for 

each material studied here enabled further investigation into the pyrolysis process of that 

composite. It was shown that there is no need to represent the geometry of the complicated 
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fluted layers of corrugated cardboard because homogeneous layers with the same effective 

density yielded predictions that agreed with validation data. It was shown in the 

investigation of low-pile carpet that interfacial effects in layered composites may 

significantly affect the heat transfer process during pyrolysis. The study on fiberglass 

reinforced polyester demonstrated the ability of a model produced through this 

methodology to extrapolate not only to the various heating scenarios, but also to various 

compositions of the composite which has significant implications for the design of 

composites to meet fire protection and mechanical performance metrics. During the 

development of the pyrolysis model for the carbon fiber aerospace composite, it was shown 

that oxidation does not significantly affect the pyrolysis process for the unreacted or 

residual components of the composite at temperatures corresponding to heat fluxes of 40 

and 60 kW m-2. The fully parameterized model allowed the investigation of in-plane heat 

transfer for the laminate composite and the resulting thermal conductivity value appeared 

to agree with values reported in the literature. 

The models generated through the methodology described here and demonstrated 

in Chapters 5-8 were capable of simulating experimental bench-scale one-dimensional 

gasification test results for these complicated composites relatively well. The average mean 

instantaneous relative error between the experimental MLR and the model prediction for 

all of the materials characterized here for the external conditions used for calibration was 

19.4%. with a maximum of 28.8% and a minimum of 13.0%. The models were also shown 

to reproduce experimental data at a heat flux 20 kW m-2 higher than the calibration 

condition with a mean instantaneous relative error of 20.3% and 17.2% for the highest 
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external heat flux condition. These mean instantaneous error values are only slightly higher 

than the expected uncertainty due to scatter in the experimental MLR data (5-20%). 

 Several topics have been identified as targets for future work related to this 

dissertation. By automating aspects of this process, some of the time-consuming manual 

iteration may be removed to further improve efficiency without reducing the role of 

engineering judgement in final acceptance of the model parameters. This would involve 

creating an algorithm with defined acceptance criteria to conduct many of the coarse 

adjustments and retaining manual iteration to make fine adjustments to parameters. Though 

the current version of the gasification device used in this investigation provided well-

defined boundary conditions and flexibility in the possible sample materials, these aspects 

can be improved for the next generation of a gasification device. The next generation 

gasification device should have less thermal mass to prevent heating of the device from 

affecting experimental results and should be able to accommodate materials of arbitrary 

thickness while maintaining a rigorous definition of the boundary conditions throughout 

the tests. Additional validation tests must be designed to assess the validity of the models 

developed through this methodology at larger scales and when additional physical 

phenomena are introduced. Potentially the most important extension of this work is the 

formation and population of a publicly accessible database filled with pyrolysis model 

parameters for common building materials. Such a database could decrease possible 

inefficiencies in this industry caused by redundant studies between independent labs and 

would create a set of properties accepted by consensus that would ultimately decrease the 

uncertainty in the results of models for the built environment. 
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