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Carbon, fixed photosynthetically by plants, cycles through plant, microbial
biomass, soil, and atmospheric carbon pools. The effects of global change onlitings cyc
will impact future levels of atmospheric carbon dioxide, but are poorly understood. In
urban areas, temperature and carbon dioxide concentrations are often elevatdd to le
that simulate near-future climate changes. These elevations are not,sudftem step
increases but are gradual and variable; as such urbanization may provigiesaane
simulate the effects of near-future climate changes. The disser&gearch
encompasses two studies utilizing urban macroclimate to study the effadisre
climate change.

In the first study, plots containing a common imported soil and seed bank were
established at three locations along a 50 km urban-to-rural transectsdrptbts, plant
community development, temperature, carbon dioxide concentrations, and other factors
had been monitored for five years. Subsequently, arbuscular mycorrhizal fungal

structures in bulk soil were quantified. These fungi receive carbon diremthypiant

roots, grow into bulk soil, and can transfer immobile soil minerals to their plant hosts.



contrast to expectations, fewer fungal structures were found closer td#mesinle of
the transect.

The second study was an observational study of soil carbon in minimally
managed, long-undisturbed soils located at varying distances from urbarrareas.
sampling sites at 62 golf courses, similar communities of cool-seasssegiaad been
undisturbed for at least 25 years. At each site, total and active soil carbon and man
potential explanatory factors were measured and examined with multiptesiegr
analysis. Contrary to expectations, soil carbon was positively correlated/antner
February-only mean daily minimum soil temperatures, suggesting thatr wint
temperatures are more important than mean annual temperature for soilg€ stora
temperate grassland. Other correlations, including positive correlatidnsoilitation
exchange capacity, soil lead levels, and tropospheric ozone exposure during the peak
ozone season, were also detected. Potential mechanisms for the deteaedhiglatare
explored.

The results of both experiments demonstrate that commonly-held expectations
based on single-factor global change experiments or models are not alwaysuianne

complex natural systems.



THE EFFECTS OF FUTURE GLOBAL CHANGE ON ARBUSCULAR
MYCORRHIZAL FUNGI AND SOIL CARBON:
USING URBANIZATION AS A SURROGATE FOR FUTURE CONDITIONS IN
FIELD STUDIES

by

Julie Wolf

Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
2012

Advisory Committee:

Dr. Brian Needelman, Chair
Dr. Lewis Ziska

Dr. Paul Leisnham

Dr. Ross Salawitch

Dr. Stephanie Yarwood



© Copyright by
Julie Wolf
2012



TABLE OF CONTENTS
Table Of CONENLS. ... e e e e e e
S 0 N = 1] =P ||
LISt Of FIQUIES. .. ..o e e e e e e e e
ACKNOWIBAGEMENTS. .. ettt e e e e e e e e ee e e iV
Chapter 1: General introduction and rationale for studies...............ccovev i, 1

Chapter 2: Decreased arbuscular mycorrhizal fungi with urban roherate........... 14
EXperimental SUMMAIY........ooi i et e e e e e aeeeas 14
INErOAUCTION. .. o e e e 16
Materials and MethodsS....... ..o e e e, 22
RESUIS. ..ot e e 31
DISCUSSION. .. ettt e e e e e e e e e e e 38

Chapter 3: Positive correlations between soil carbon and wamwimmtgr temperatures,
ozone, and soil lead content in intact turf grass soils................coceviiiiiiicci e .43
Experimental SUMMary..........covviiiiiicceieiee e i e e e ieienen e 43
1100 {3 o 1o o I P 45
Materials and Methods....... ... e 52
RESUIS . e e 61
[ ST od 1 1S [ o PP & 4

Chapter 4: Overall CONCIUSIONS..........cccvvriieie i i i ee e e een . 89
Appendix 1: Passive ozone monitor instructions mailing insert....................... 96...

Appendix 2: sample of R code and approach to multiple regression analysis..............

WOTKS Gl ..o e e e e e e e e e e e e e, 107



iii
List of Tables:

Table 1. Transect experiment: AM fungal spore abundances.............cccuue.......30

Table 2. Golf course study: minimum, maximum, and mean values ef sit
(ST RU =] 0 01T o £ PP 64

Table 3. Golf course study: multiple regression models, parfialafd effect size
confidence INtervals............cooii it e e eeen (O



List of Figures:

Figure 1. Potential impacts and interactions of urbanization anxhlgthange factors,
soil qualities, and plant and AM fungal communities................cooov i vvicmeennnns 18

Figure 2. a— e, representative photos of extramatrical hyphae classes........ 26-27

Figure 3. Multidimensional scaling ordinations of plant and spore conties and

e I o [0 11 o L PP 122

Figure 4. Mean AM fungal extra-matrical hyphal length and dailygzature..........34

Figure 5. Plot-level modeling of hyphal length against soil factors.............ccccccvvvvvinnnens 36
Figure 6. Map showing locations and ages of participating golf courses.............ccceuunee. 51
Figure 7. Correlation of active and total sOil C.............c.cooiiiiiiiiii e e 62

Figure 8. Relationships between overall hourly mean temperatur@tardtemperature
SUMMANY VAIUBS ... ettt et e e e e ettt e e e eteeaeren e e s mee 20203

Figure 9. Map showing relative ozone exposure at study sites.................c...... 66

Figure 10. Map showing soil lead levels at the study sitdsbhandscan gridcell values
ShOwWN iN DaCKgroUNd..........ovii i e e e e e e e e e 67

Figure 11. Residuals of total soil C multiple regression model.............ccccceeeiiiiiiiiiennnnnn. 69

Figure 12. Residuals of active soil C multiple regression model.............ccccceeeiiiiiiienennnn. 73



Acknowledgements:
For their assistance, | wish to thank many people.

Matt Kramer (USDA Biometrical Consulting Service) provided agsist and
guidance with all aspects of R and of multiple regression analyses, and nkedrdial
guestions on statistical truth.

Professor Kevin Matthias (University of Maryland, Inst. of Applied Agrio)
spent hours educating a non-golfer on golf course management, served on myaemmmit
when time permitted, and introduced me to several course superintendents to get me
started.

Russell Bateman and the staff at the Baltimore Classic Five goegave me
unlimited access to their courses, collected grass clipping samplesdhosvto make
soil cores anywhere, and taught me how to drive a golf cart.

The superintendents, managers, and course staffs of 57 anonymous golf courses in
Maryland and Washington, D.C., USA, despite their busy schedules, hung and returned
ozone monitors, showed me their courses, suggested sampling locations, hammered in the
drop corer for me when my elbow swelled up, and were always happy to discuss
photosynthesis, climate change, and golfers’ targets when ground crew are aurslee c

Teresa Baria and Mark Kingora at the Mid-Atlantic Association of Golir€e
Superintendents provided contact information for all the golf courses and clubs in the
region.

Professor Ray Weil (University of Maryland, ENST) served on my committee whe
he was not traveling, had excellent insights on the results, and provided lab space
reagents, and training for the active carbon method.

Professor Martin Rabenhorst (University of Maryland, ENST) allowed me tthase
colorimeter and conduct particle size analysis in his laboratory, and Phieder
(University of Maryland, ENST) spent many hours training me in the method.

Stan Schlosnagle (University of Maryland, ENST) carried out the total cangon a
nitrogen measurements on soil samples quickly and with a smile.

At the USDA in Beltsville, Ernie Goins, John Clark, Kate George, and Martha
Tomecek maintained the transect and collected data, Dr. Nichole CiN@Ned me to
bring soil into her lab and onto her beautiful microscopes, Dr. James Bunce legme dra
his Li-COR all over the state.

Dr. Jeffrey Buyer (USDA-ARS) conducted phospho-lipid fatty acid analysi<a.
Kristine Nichols (USDA-ARS) quantified glomalin in the transect plot soils.

My advisor, Professor Brian Needelman, gave me motivation, encouragement,
and the kindest possible constructive criticism, without which | could not move forward.

This research was funded in part by the National Park Service, the U.S.nbepant
Energy and the National Science Foundation.



Chapter 1: General introduction and rationale

Soil carbon cycling and arbuscular mycorrhizal fungi:

Soils store more carbon (C) than is contained in the atmosphere and in above-
ground biomass (Denman et al., 2007). Soil C is a dynamic quantity: it is dettbgine
the balance between what is added to soil as plant litter, plant root exudates, and
analogous microbial and animal materials; and what is removed fronwvkeit, soil
organic matter (SOM) is consumed and respired away by soil microbial lsioahaisg
with any losses from erosion or leaching. Without continuous addition of
photosynthetically fixed C, soil C stocks will decline. Conversely, if nhielo
decomposition of SOM is inhibited and/or additions exceed what is decomposed, soil C
stocks increase. The rates of both photosynthesis and soil microbial decompodition wil
be impacted by future global changes in temperature, carbon dioxide concentrations
([CO)), and other factors, with resulting potential changes in soil C storage.

A significant fraction of photosynthetically fixed C, estimated at batwieand
20%, passes directly from plants to arbuscular mycorrhizal (AM) fubguds et al.,

2000). These fungi associate symbiotically with the roots of most terresina

species, and are obligately biotrophic—their only source of C and energy agepliant

roots. The long, thin hyphae (~1 to 12 um in diameter) of AM fungi can absorb

immobile soil nutrients, most notably phosphorus (P), from bulk soil, and transfer them to
plant roots; AM plants also withstand drier soils than non-mycorrhizal courtgerpar

(Smith et al., 2010). Therefore, AM fungi often increase the photosynthetic rate,
biomass, P content, and/or drought resistance of their host plants. These fungi are

belowground sinks for photosynthetically derived C, and confer protection from root



pathogens to their hosts by consuming C and physically occupying infection sitex on r
surfaces. While the partnerships between plants and AM fungi are not stricigsspe
specific (unlike some other types of mycorrhizae), the costs and beneftshtpatner
vary among combinations of plant and fungal species. The relationship can range from
mutualistic to neutral or even plant-parasitic (Francis and Read, 1994; Johnson et al.,
1997; Sanders, 2004). At one end of this range are some plant taxa whose roots support
little or no growth of any AM fungal species; these plants are not dependent on AM fungi
for their P nutrition. Notable plant families that are mostly non-mycorrhieahe
Brassicacead¢cabbages/mustards) and leenopodiaceaéncluding lambsquarters and
other weedy annuals) (Newman and Reddell, 1987). On the fungal side of the
symbiosis, there are AM fungal species that are considered to be pavasiti growing
with some plant species —they decrease the biomass of the host plant, when grown
individually in sterilized soil, relative to control plants with no AM fungi. Theseispe
of AM fungi might still benefit the host plant in other ways, e.g. drought or pathoge
resistance, and so might not be parasitic in more natural growth condiidres €
thought to cause yield decreases in some crops monocultures grown withcom)otati
Because AM fungi are dependent on their plant hosts for all C requirements, global
change factors that affect plant growth or community composition, suchingsaasbon
dioxide concentration ([C£) and warming temperatures, will also affect AM fungi.

In addition to effects on plants, the growth of AM fungal hyphae constitutes a
direct transfer of recently fixed, non-structural plant C to soils. The hygfh/ael fungi
cover and penetrate soil aggregates, associate closely with soillraimi@ganic

particles, and promote soil aggregation (Rillig, 2004b). Therefore, the C theyncient



likely to be physically protected from oxidation, decomposition, and mineralizatiom. T
walls of AM fungal spores and hyphae are composed of chitin, a polymer found in all
fungi and in arthropods, and glomalin, a glycoprotein thought to be specific to AM fungi
(Bolliger et al., 2008). These two compounds are thought to be cross-linked in the walls
of AM fungal hyphae (Driver et al., 2005), and both are thought to be recalcitrant to
degradation in soils. Although chitinase enzymes are found in all fungi, glomalin is
believed to be specific to AM fungi and to have a non-repeating, cross-linketlisgt
Therefore, some of the C transferred to soils by AM fungi will be immelgtiat
biochemically resistant to decomposition, as well as immediatelyqatlysprotected in
aggregates (Six et al., 2006). These traits suggest that AM fungal inputs to soil
aggregates may have disproportionate impacts on soil carbon sequestrationnguiese
are difficult to track experimentally, but are believed to be large: in tridpiest soils,

ca. 3% of soil carbon was attributed to glomalin, a glycoprotein produced by AM fungi
(Lovelock et al., 2004). In an isotope labeling study under a rapidly growing poplar
forest, hyphae of AM and another type of mycorrhizal fungi together accounted for 62%
of all new C entering soil organic matter, including inputs from plant litter @otd r
(Godbold et al., 2006). Because of their inputs to soil C and their effects on primary

production and soil aggregation, AM fungi merit attention in global change researc

Global change research—need for new approaches:
If global change factors alter the cycling of photosynthetic C through plaiits, A
fungi, soils and the atmosphere, large impacts on future greenhouse gas cooegntra

as well as on soil fertility and soil structure, may result (Friedlingsteal., 2006).



Many experiments have attempted to quantify the interactive etiegtebal change
factors on AM fungi and soil C, and many models have been developed to predict the
effects on global C cycling. Much of the research on soil C responses to diabgec
however, is limited in duration, scope, statistical power, and the realism oiregptal
treatments because of the expense, time, and equipment required. The magoritg of
investigations are short (weeks to months) incubations or intermediate t(y&arger
than a decade) length field studies. This is problematic, because in ingdt ssianges
slowly in response to most global change factors (on the scale of decadesiiexent
except in response to land use change, where initial disturbance of uwiilleahscause
a large rapid loss of soil C to the atmosphere ag.CO

As summarized in the most recent IPCC report, the sequestration of C in
terrestrial sinks (including biomass and soil C pools) is expected to levwl détrease
under future global change conditions (Denman et al., 2007). However, the autieors sta
that there is great uncertainty in this prediction and that many interadietween
factors are too complex and/or poorly understood to be adequately modeled or
represented by experimental desigisen single-factor global change experiments have
important limitations. The effects of elevated £ temperature are often investigated
as single, sudden step-wise increases, e.g. a doubling of atmospheoacZ®C soll
warming. This is very different from the increases occurring globallyGiwduie gradual
and vary over time (e.g. daily and seasonally, weekday/weekend differenceslinegga
and energy usage, interannually as with El Nino Southern Oscillation cycldenged
term variability). Experiments with large step-increases in e been shown to

overestimate responses (Luo and Reynolds, 1999) because responses are not sustained



over time. In systems with multi-species assemblages, a sudden pulse of C
accompanying sudden steep increases in]J@k®ws opportunistic species to dominate,
which can result in overly extreme community changes (Klironomos et al., 2005 Thes
experiments are also expensive, because treatments involving@Dbe applied at the
whole-plot or block level and require extensive equipment (e.g. sealed growth chambers
open-top chambers, or free-air €€hrichment rings). Therefore the level of replication
tends to be low, limiting statistical power to detect responses. Becausetreaxduced
changes in soil C are expected to be small and slow to accrue against adkggeuvel,
experiments of short duration and low statistical power often cannot deteCt@dwmhges
in the expected range of responses (Smith, 2004). Lastly, large step incragpstisitn
very different responses than gradual increases do. For example, photosynthetic
acclimation to elevated GO-an initial jump in photosynthetic rate that is not sustained
(Lee et al., 2011)—is evidence for caution in extrapolating results from stegdicadr
increases in C®

As with elevated Cg) warming temperatures are not expected to be manifested as
sudden, uniform increases. Increasing mean annual temperatures may bstethag
warmer nights, only in certain seasons, as sporadic heat waves, or in any number of othe
ways. Therefore, results of experiments with uniform temperature iesreasy not
extrapolate to field situations where an increase in mean annual tempesatot
uniform over time. In contrast to elevated Qperiments, which can overestimate
responses, uniform small-scale warming experiments have been shown to imderest
the responses of plant flowering and leaf-out times, as compared to observations—and

results of sudden increase experiments were farther from observatiores-fautléhan



for flowering time, and worse for early-season species, which are emnsiige to

warming temperature, than later-season species (Wolkovich et al., 2012). Theagspons
of soil C storage and respiration to warming temperatures will be mebiatater

global change factors and responses, such as precipitation and soil moisture, ne
photosynthetic productivity and more; the net effect of all these changeslis poor
understood. Therefore, while the results of highly controlled experimentsiaterest,

new approaches are needed that can incorporate these complex interactions.

Cities as global change treatments:

Conditions in urban and surrounding areas can be exploited as a means to
simulate future climate change. Recent studies indicate that current conditioasy
cities are similar to those expected 50-100 years from now, in terms of teumgearzd
[CO;] (Pickett et al., 2001; Gregg et al., 2003; George et al., 2007; Grimm et al., 2008).
Atmospheric [CQ] tends to be higher in cities, due to the physical concentration of fossil
fuel emissions and the reduced amount of plant cover to draw levels down through
photosynthesis. Soil surface temperatures in urbanized areas can rise as éhbch a
2°C higher than those in rural areas (Pickett et al., 2001) . Increasedatmgsein
cities result from alteration of land cover and concentrated energyhagejary with
unique qualities of individual cities, landforms, and regions. For example, the city of
Phoenix, AZ is sometimes cooler than surrounding rural areas in the daytime ierrsumm
because water, used for irrigation and sprayed to cool outdoor areas, cools théentire ¢

as it evaporates (Baker et al., 2002).



Unlike experimentally imposed uniform treatments, urban increases i} §00
temperature vary temporally with regional weather patterns. Howaegparallels to
global changes are not perfect. For instance, global warming theorytptédichigher
concentrations of greenhouse gases will cause nighttime and winter minimum
temperatures to increase more than daytime and summer maximum tenegerat
because greenhouse gases trap radiative energy leaving the eafdiks, slis reducing
cooling. Recent measurements have corroborated this pattern for both night (Alexande
et al., 2006) and winter temperature patterns (Braganza et al., 2003, 2004). While the
differences between urban and rural temperatures tend to be larger ay eretior
nighttime than in the day (Montavez et al., 2008, 2008; Pickett et al., 2011), they may
tend to be slightly larger during the summer than other seasons (Ma&tis2901,;
Oleson, 2012), although mid-latitude U.S.A. cities may be warmed more in wintenthan i
summer (Pickett et al., 2011). Therefore, urban heat islands track globahgar
patterns but are not perfect reflections of them. The difference fromhgiesswarming
patterns is due to the difference in causes—causes of urban heat islandsdadtade
paved surfaces and building materials, which absorb and retain more heat, block wind,
and reduce evapotranspirative cooling, as well as concentrated wasteinesndérgy
use. Similarly to urban temperature patterns, rising]@xities may be expected to
track global levels and fluctuate with them, but with some differences erpativer
different time scales, again due to differences in emissions and photosymtlog#s |
This temporal variability in urban temperatures and fld€vels mean that they require

repeated or even continuous measurements to be quantified adequately.



Other factors can also vary with degree of urbanization, and these midtibnee
be accounted for when using urbanization as a proxy for global change in reséssh. C
and areas downwind can have altered rainfall, cloudiness, and fog due to airborne
particulates (Pickett et al. 2001). Urban soils often have elevated amourds'pf he
metals and salts (Pouyat et al., 2002; Biasioli et al., 2006). Tropospheric (lower
atmospheric) concentrations of ozone, and sulfur and nitrogen oxides, as well as
terrestrial deposition of elemental sulfur (S) and nitrogen (N), a@e efevated in or
near cities (Gregg et al. 2003; Grimm et al. 2008). Because elevated ozone can be
detrimental to photosynthesis, and because soil acidity, N and/or S lavéispeact
plant growth, these factors may confound the effect of temperature apddi@€&ences
along urbanization gradients. In addition, plant and animal communities and soil
conditions may vary greatly in response to management or disturbance. If these
potentially confounding variables can be controlled, or monitored and included as
observational variables, then urbanization could serve as a surrogate for glalgal cha
conditions; this could make large areas of intact soils, exposed to gradaetigsing

temperatures and [G{) available for study.

Justification, Objectives, Design, and Expected Results of Dissertatioarétese

To address the limitations of current global change research, | developed a
different approach to climate change research by conducting two studies in which
urbanization and microsite or intersite differences create a rangapeit&ture and other
conditions; this range serves as a surrogate for experimental globgédheatments. In
the first study, | was fortunate to be able to work in an already-estabbsiperiment,

which had been monitoring temperature, [;@©zone, and other variables for six years.



In this experiment, a common soil and seedbank had been transplanted into mulgple plot
at urban, suburban, and rural locations along a single transect (downtown and suburban
Baltimore, MD, and rural Buckeystown, MD), and plant communities allowed to develop
in place for six years (Ziska et al., 2004; George et al., 2007, 2009). After six years, |
made measurements of AM fungi in soils of these plots.

Both rising [CQ] and warming temperatures are thought to impact AM fungi
indirectly, through host plants. Direct effects of rising jC& AM fungi are not
expected, because soil-dwelling organisms already encounter very higinalabels of
[CO;] in soils. Direct effects of warming on fungal hyphal growth, including AN,
are generally expected to be stimulatory as long as physiologieshtiids are not
crossed. When other factors are not limiting, risingJIGdd warming temperatures are
commonly expected to increase plant productivity and, subsequently, the abundance of
AM fungi and other plant symbionts
(reviewed by Van der Putten et al., 2010; Pritchard, 2011), but this is not found to be a
universal response. For example, under prairie plant monocultures and sixtees-speci
polycultures growing under elevated [gOonly one of 11 species of AM fungi
increased in abundance, and this only under monocultures (Wolf et al., 2003). In the
same study site, the length of AM fungal hyphae in bulk soil increased undateelev
[COg], but only in some combinations of plant functional group, species richness, and
nitrogen enrichment (Antoninka et al., 2011). When 8°C warming was applied to AM
fungi growing in root-free compartments, the length of hyphae increasegidaut of

the three AM fungi included (Heinemeyer and Fitter, 2004). In undisturbed fieldoplots



10

annual grasses where the soil surface was heated ca. 1°C by infraresl hexagtr of
AM fungal hyphae in bulk soil increased by ca. 40% (Rillig et al., 2002).

In the current experiment, AM fungi may be affected by both urbanization and
plant community responses to urbanization. This complicates analysis butphay ca
more of the interactions and feedbacks moderating responses.

| designed the second study, which is observational, specifically to look at soil C
stocks along gradients of environmental conditions. | wanted to test the viabdity of
different approach to the problems of studying soil C under global climate chahgé a
possible, evaluate current expectations in intact field soils. In order to obsspoases
of soil C to small changes in temperature, {{;@nd other factors situ, soils with
similar plant communities and plant inputs, and relatively long periods of undisturbed
development are needed. Soils on the roughs of golf courses can provide this, and the
managers of the study’s golf courses keep detailed records, often overyakthasince
their courses were created. Therefore, working in this setting provides sléaage
managed field sites exposed to differing levels of temperature angl ff@&Dhave risen
gradually and fluctuate temporally. The records kept by regional golfecmasagers
could also be valuable sources of data and insights (e.g. observations of templesftur
out and frost dates, soil pH and other chemical qualities over time, photosynthesis and
other process variability at local scales) that could be used in future studies.

Capitalizing on the abundance of decades-old golf courses in the area, | located
62 study sites across Maryland and Washington, D.C., all with mixtures of ceohsea
grasses, similar management regimes, and at least 25 years sisoé thsturbance.

Within each of these courses, | selected flat, unshaded sampling locadionstich to
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remove soil samples and in which to leave a buried temperature probe. All sampling
locations were located in the ‘roughs’, which are the areas that sepa@deof active
play on the golf courses, and which receive minimal management and Iffits &nad

have taller mowing heights than fairways, greens, and teeboxes. TotalisadCadee
Chapter 3) were the focus of this study.

While there is considerable variation in soil texture, mineralogy, lamgfand parent
material across the study region, there are also important equasiziogst A large
proportion of local soils are likely to have been plowed for agricultural use soenetim
the last century (M. Rabenhorst, personal communication); it is likely thatamezs
courses were constructed on active or recently abandoned agricultural land, so that
differences in prior land use will be minimal. Furthermore, managemaenticesaare
likely to be similar at many courses in the region, e.g. the form, frequamdyuantity
of fertilizer and lime applications (K. Matthias, personal communication)reidre,
greater similarity in fertility, pH, and calcium levels is likely@mg golf course soils than
might be expected among similar unmanaged soils across the region.

Observational studies in soils can be problematic because of the innate high
variability of many soil characteristics. Despite this variahibuch studies have been
successfully used to examine the effects of temperature and other factois®owver
large areas, even with uncontrolled variation in other soil qualities (Raath 2006;
Kadono et al., 2008; Meier and Leuschner, 2010; Saiz et al., 2012). For example, in
tropical forest soils along elevational temperature gradients, orgarter metumulation
was shown to decrease, and turnover rates to increase, with mean annual tesnperatur

these patterns were revealed by meta-analysis of several trans#ffeyent areas of the
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global tropics (Raich et al., 2006). The authors of this work made the assumption that
along each tropical elevation gradient, “the five state factors of soiatmmni would

vary little enough to allow detection of temperature effects—and theycoemct. In
contrast, surveys of soil C stocks along latitudinal temperature gradi¢atsperate
grasslands have not yielded consistent findings (Jones and Donnelly, 2004).

If soil C in temperate grassland soils does not consistently respond nedatively
increasing temperature, that would be important information to incorporate intasmodel
of global C cycling, since in the continental U.S.A., grassland, pasture, oraatgsles
comprised 31% of the total area in 2002 (Lubowski, 2006), and nearly 16.4 million
hectares are managed as turfgrass (Milesi et al., 2005).

Global models based on the kinetics of photosynthesis and respiration all predict
that terrestrial C sinks will decrease in size under future climataiwgy but field
experiments suggest that additional mechanisms are also in play (Luo, 2007yated
golf fairway soils in Denver and Fort Collins, CO, U.S.A., for example, the TLERY
model of C cycling predicted that soil C stocks would be approximately 6 Mg C ha
lower in Denver, where daily maximum and minum temperatures are 1.35°C and 0.95
higher, than in Fort Collins (Bandaranayake et al., 2003). Field measurements don’
conclusively match model predictions, however. In an Oklahoma tallgrass podlirie
soil surface temperatures were warmed by 2°C for six years; vonie screases in soll
respiration were observed later in the study, there was no net change intecagé s
(Luo et al., 2009).

Because soil carbon storage and AM fungi are so important, their responses to

future climate change should be well-understood. The complex dynamics aipdemult
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interactions of soil carbon and AM fungi with many biotic and abiotic factors, haweve
make it difficult to predict their responses based on models or traditional egp&aim
study. The dissertation research was designed to capture this complexiyng a

ambient conditions and microclimate to provide a range of “treatments”.
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Chapter 2:

Decreased abundance of arbuscular mycorrhizal fungi in an urban macreclimat

Experimental summary:

Aims: In urban areas, temperature, carbon dioxide concentrations, and plant biomass
production are often greater than in rural areas, and both soil and plant commiigity tra
may be altered. Increases in temperature, carbon dioxide concentrationgnand pl
biomass production would be expected to increase the abundance of arbuscular
mycorrhizal fungal, but changes in soils and plant community composition may also have
impacts. In order to better understand the responses of arbuscular mgtéurigal to

this suite of changes, we measured the abundance of these fungi in plotsrupataini
common imported soil and seed bank, established at rural, suburban, and urban locations
along a 50 km transect. In these plots, plant community development, temperature,
carbon dioxide, and other air and soil variables were monitored for five years.

Methods: Repeated measurements of arbuscular mycorrhizal fungal hyphae in bulk soil,
and one-time measurements of spore community composition, glomalin, and phospho-
lipid fatty acid content were conducted. After removal of one unusually hot and dry plot
responses were modeled against plant community composition and biomass production,
and against small variations in soil characteristics that developed duripegitseof the

study.

Results: In contrast to expectations, we found less arbuscular mycorrhizal hyphae and
marker phospho-lipid fatty acid (16:1w5c) in urban plots, and fewer spores in urban and
suburban plots. At the plot level, spore and hyphal abundances were negatively

correlated with soil temperature, moisture, and acidity, which together regl86% of
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variability. In contrast, no correlations with plant biomass or community corngosit
were found.

Conclusions:If these responses are widespread, then macro-climatic changgatasis
with urbanization, which simulate near-term global climate changes, maysh#-

mediated negative impacts on the abundance of arbuscular mycorrhizal fungafesruc

in solils.
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Introduction:

Cities in temperate, mesic zones currently experience warmer tearpsrand
higher concentrations of atmospheric carbon dioxideJ@@n surrounding areas, often
matching levels expected globally in 50 to 100 years (Ziska et al., 2003, 2004) These
increases are largely due to the urban heat island effect, concentratieiuiébs
combustion, and reduced plant cover, photosynthesis, and evapotranspiration in cities
(Pickett et al., 2001; Gregg et al., 2003; George et al., 2007; Grimm et al., 2008). .
Differential temperatures and [G[between urban and rural areas can be used to study
the local effects of expected climate changes in the field, if other $abtairvary with
urbanization (e.g. tropospheric ozone levels, deposition of N, S, black carbon, and heavy
metals) can be controlled (Ziska et al., 2003; Carreiro and Tripler, 2005). Sitithes
nature incorporate some of the complex interactions and feedbacks that occut in inta
ecosystems, and can capitalize on many years of gradual, non-linear manease
temperature and [C(e.g. warmer night and winter temperatures, in contrast to constant
steady warming). Often, these aspects of global change are the st tif simulate
in controlled experimental settings; therefore, urban-to-rural grasiedies may greatly
improve our understanding of global change effects.

Many of the changes related to urbanization are likely to impact arbuscular
mycorrhizal (AM) fungi. These fungi associate symbiotically withrties of most
terrestrial plants (Brundrett, 2008, 2009) and are obligately biotrophic—their only
sources of carbon and energy are living plant roots (Douds et al., 2000). AM fungi can
positively impact photosynthetic rate, biomass accumulation, P content, and/or drought

resistance of their host plants and variably impact other plant community members
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(Johnson, 2010; Smith et al., 2011). Although the majority of plant species form
mycorrhizal associations, some early-successional, herbaceous anauailsiaally or
non-mycorrhizal; symbiosis with AM fungi has neutral or negative effecteegrowth
of these plants in experimental conditions, or does not develop at all (Johnson et al.,
1997, 2008; Olsson and Tyler, 2004; Brundrett, 2009; Oehl et al., 2011).

Most aspects of urbanization and climate change interact with AM fungi
indirectly, via changes in soil qualities and/or the plant communities that supply

photosynthate to the fungi (Fig. 1).
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Figure 1: Potential impacts and interactions of urbanization and global chatays, fac
soil qualities, and plant and AM fungal communities.
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19. dissolution and diffusion of soil P

20. soil organic matter decomposition releases H+

21. plant litter, roots, and exudates contribute to soil C pool/ soil C provides water-and
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23. soil C contributes to soil aggregation/soil C inside aggregates protected from
microbial degradation and respiration

24. AM fungal hyphae and glomalin contribute to soil aggregation/soil pores permit
growth and respiration of fungal structures

25. soil porosity/air permeability contributes to heat exchange

26. evaporative cooling and the high heat capacity of water link soil moisture and
temperature

27. soil structure governs permeability and infiltration/ soil water inflegsoil

""" unknown mechanisms
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Rising [CQ] is thought to impact AM fungi only through host plants, and is
generally expected to have positive or neutral effects on AM fungi, basedooetited
models and experiments with doubled [L(®&lberton et al., 2005; Drigo et al., 2008;
Pritchard, 2011). Warming temperatures are expected to have complex impaerst®n pl
and on AM fungi, over a variety of timescales. However, a general positact eff
warming temperature has been suggested, based on the expectation of incretsed pla
productivity (Van der Putten et al., 2010). The expected impacts of any Sivigge g
change factor may not reflect the net effects of multiple interactionseadtdcks
(Klironomos et al., 2005; Rustad, 2006; Luo et al., 2008), which are only beginning to be
explored (Morgan et al., 2011).

To focus on these complex interactions, we utilized an existing urban-rural
transect study (Ziska et al. 2004, George et al., 2009) with a common, imported soil to
monitor the net effects of changing [gdCtemperature, and all other covarying factors on
the abundance AM fungi. Plots along this transect were initiated in 2002, and mstthe fi
growing season, plant communities were similar at all three trasatioins, dominated
by weedy annual species. However, total plant biomass production and litter
accumulation were greater towards the urban side of the transect (Zak2@07;

George et al., 2009). In subsequent years, plots contained more and larger individuals of
woody and perennial species the urban side of the transect; this was attobuted t
decreased germination success of smaller-seeded plants in plots with igteat
accumulation.

Both increased [Cg) and temperature, as well as increased biomass of

mycorrhizal plants, are expected to positively impact AM fungi (Garepal., 2004;
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Denef et al., 2007; Drigo et al., 2007; Van der Putten et al., 2010; Pritchard, 2011).
Therefore, we expected to find increasing AM fungal spores and ettreah hyphae
(EMH) towards the urban side of the transect. Warming temperatures in andiasar ci
also impact the phenology of plant leaf-out in spring and senescence in the fall.
Production of AM fungal structures may track this phenology, because plantiatoafat
C to AM fungi may be expected to decrease when photosynthesis is decreased.
Therefore, we expected to see evidence of differing phenology in repeatsat eneents

of EMH.
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Materials/Methods:
Establishment, monitoring and sampling of field sites
A single urban-to-rural transect between Baltimore and Buckeystownyd4D
established in 2002 (Ziska et al., 2004). Four plots were initially established @&t
m’ areas at each of three sites along the transect: downtown Baltimore (39.27°N,
76.60°W, elev 6.8m) , suburban Baltimore (39.30°N, 76.68°W, elev 98.9 m), and rural
Buckeystown, MD (39.30°N, 77.43°W, elev 109.8 m). After establishment, one rural
plot was damaged by groundhog activity and one suburban plot damaged by stream
flooding; therefore the experimental n of 10 plots is unevenly distributed among transec
locations (three plots at rural and suburban sites and four plots at the urban site).
Topsoil and subsoil from a single location at the Beltsville Agricultural Relsea
Center (Beltsville, MD) were separately homogenized and placed irgtot&dl The plots
were 2 x 2 m in area and 1.1 m deep. Plastic barriers between the imported and
surrounding soils were placed to a depth of 20 cm. The imported soil was a Codorus silt
loam containing excessive soil test levels of N, P, and K at the start of therexpgedue
to prior fertilization, and with pH of 5.5 (calcium chloride method). Plant communities
were allowed to develop from seed and to grow naturally from 2002 to 2006; temporal
dynamics of the plant communities during these years have been desciskadce(Al.,
2004, 2007; George et al., 2007, 2009). Plant community composition was assessed as
the aboveground biomass produced each year by each plant species. During growing
seasons, plots received supplemental water based on weekly, site-levati@ss of
evapotranspiration; this reduced but did not eliminate differences in soil moistoing am

plots.
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Measurements of soil temperature, moisture, and respiration in each Eohage

weekly through the end of the last complete growing season of the experifoanatch
collection dates for AM fungi (see below), averages over all measuremenfrdate

May 2 through Nov 7, 2006, when measurements ended, were used as explanatory
variables in this study. Because on-site measurements were discontieuéueaénd of
the 2006 growing season, daily mean air temperatures over the entire saihgampl
period (July 2006 — May 2007) were obtained from the National Climatic Data Service

(http://cdo.ncdc.noaa.gov/cgi-bin/cdo/cdostnsearkifrgn monitoring stations adjacent

to the urban (MD Science Center in Baltimore City, MD, U.S., 39.26°N, 76.60°W, elev
6.1 m) and near the rural (Frederick 2 NNE, Frederick, MD, U.S., 39.43°N, 77.38°W,

elev 85.4 m) transect locations (Fig. 3b).

In each plot, soil samples were taken as composites of three individual ecter) a
depth of 10 cm, which were removed from arbitrary positions in the plots without
severing live plant stems. Samples for spore extraction and trap cultiztgomifsee
below) were collected with a 2-cm diameter soil probe on FER@6. Samples for
hyphal extraction were collected with a 1-cm diameter cork borer on theifog dates:
July 268", August 39 and 24", September®, 12", 21%, and 28, October &, 18", and

31%, November 18 and 24', and December Mand 27, 2006; January 23 March 14'
and 26", and April 24", 2007. Snow accumulated intermittently at all transect locations
throughout February and early March, 2007, with deeper and longer-lasting

accumulations at the rural site; no sites were sampled at times whsitealngd snow
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cover. All soil samples were placed in a cooler with ice packs immbdadter

collection, and were stored at 4°C upon return to the laboratory. Before processing,
samples were thawed and homogenized by manual shaking and disruption of clods for 2
min. The weight change of subsamples after oven-drying at 105°C was ustohties

the dry weight of soil used for each measurement. Soil pH in each plot was rdeasure
soil subsamples from March ®@nd April 24", 2007; pH in three replicate 1:1 soil-water
slurries was measured using a Beckma®4 pH mete(Beckman Coulter, Inc., Brea,

CA, U.S.) and the average over all measurements from each plot is presented.

Quantification and identification of AM fungal spores from soill

Colonization of plot soils by AM fungi from the surrounding soil would confound the
detection of site-level effects relating to urbanization and plant comnuewglopment.
Therefore we compared AM fungal spore communities inside and outside each plot.
Three cores were taken from the center of each plot, an additional three from ~10 ¢
inside the most distal corner of each plot, and another three from the native soil ~10 cm
outside of the plot, adjacent to the sampled corner. This sampling scheme veals carri
out to check for invasion of plot soil by AM fungal morpho-species from the native soil.
The replicate cores were combined, and homogenized as described above, subsamples
were removed for initiating trap cultures (see below), and the remaioded §tozen

until spores were extracted.

Spores of AM fungi were extracted from approximately 30 grams (fresthtyerf soil

from all field samples and from approximately one fourth of pot soil from egeh tra
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culture. Trap cultures were grown, and spores were extracted from fielchproaiture

soil following a published protocol (Johnson et al., 1999) using sieves ranging from 38 to
250 uM in pore size. Supernatants from all steps were drained through a 250 pM sieve,
and retained material was combined and examined under a dissecting microscope (Nikon
SMZ1500, Nikon Instruments Inc., Melville, NY, U.S.); all spores found attached to or
contained within soil mineral or organic particles were removed with finel¢els

forceps. AM fungal spores were identified to morpho-species based on visual
descriptions made by Schenck and Perez (1990) and published online by the International
Culture Collection of (Vesicular) Arbuscular Mycorrhizal Fungi

(http://invam.caf.wvu.edu/fungi/taxonomy/speciesiD.htm).

Extraction and quantification of extramatrical hyphae

EMH were extracted from soil samples following a published protocol grtlal.,

1999) with the following changes: no stain was used; after thorough drying\iikees
mounted on glass slides using Permount™ solution (Fisher Chemical, Fairlawn, NJ) and
allowed to set for at least seven days; and hyphae were quantified at 400xcatgmif

using differential interference contrast (Zeiss Axioplan Il compoundasgope).

Hyphae were categorized in five classes: i-iii) hyaline, cl¢ar yellow, irregularly

septate, thin (< 2.5 uM), medium (2.5 — 5 uM), and thick (> 5 uM) diameter hyphae; iv)
hyaline, irregularly septate, orange -to-light brown hyphae of all dasjeand v) matte,
pale tan-to- grayish brown, regularly septate hyphae of all diam€&igts¢ 2a — 2¢) .

The first four categories are presumed to be AM fungal hyphae based on gublishe

descriptions (Nicolson, 1959; Sylvia, 1990, 1992). The fifth category is presumed to
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represent hyphae of zygomycetous or ascomycetous non-AM fungi. No hyphae with

clamp connections, which would indicate basidiomycetes, were observed.

Figure 2 a — 2 c: examples of thin
medium, and thick AM fungal
hyphae size classes
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Figure 2 d: example of an ‘orange
AM fungal hypha, and e: brown
septate hyphae (at center-right of
photo)




28

Analysis of Phospholipid Fatty Acids

Phospholipid fatty acids were extracted from soil samples collected@rlDg2007 as
described above. Chemical extraction and purification of lipids from 5 g of lyoghilize
soil, and separation by gas chromatography, was conducted as describedrist Buye
(2010). Because single fatty acids do not necessarily reflect the abundainggeof s
members of the soil community, abundances of groups of fatty acids weresdnalys
(Buyer et al., 2010; Frostegard et al., 2011). Groups included: arbuscular mycorrhizal
fungi (16:1w5cis); actinomycetes (10-methyl fatty acids); gram positiatdoe (all
branched iso and anteiso fatty acids); gram negative bacteria (all monoateshfatty

acids), total fungi (18:® 6 cis); and protozoa (20:3 and 20:4).

Quantification of glomalin

Glomalin-related soil protein (GSRP) (Rillig, 2004a) was extractad R-g subsamples
separated from soil samples collected on December 17, 2007 with alkaline sodium
pyrophosphate (Wright et al., 2006). Bradford-reactive soil protein (BRSP) e@saus
guantify total protein in the extract solution, and immunoreactive protein was naasure
using procedures described by Wright et al. (2006). The detection limit for nmgasur

total protein is 8.33ng/ul and for immunoreactive protein is 0.1 ng/ul.

Statistical methods
In this study, the treatments had low and unbalanced n (three plots each in rural and
suburban locations; four plots in the urban location) and some uncontrolled factors. We

used traditional analysis of variance to evaluate simple site-levetatffes in univariate
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responses. We then used non-parametric permutation (resampling) tests te evaluat
multivariate plot-level factors, plant community and PLFA responses. TakSD was
used forpost hoaccomparisons. We did not employ any correction for multiple tests of

significance.

All statistical analyses were carried out using R (version 2.12.2, R DevealoQoee

Team, 2011). The R package vegan (version 1.17-9, Oksanen et al., 2011) was used to
assess Bray-Curtis dissimilarities among plant communities, AM fapgae

communities, and the above-described groups of PLFAs from each of the ten plots, using
the function “metaMDS”. The function “adonis” was used to look for community
differences among transect locations. This function assigns variabititggimilarity
matrices to levels of a given variable or function; the likelihood of this vataisi then
evaluated by permutation. When significant community differences werdaetbtec

among the transect locations, the function “indval” from the R package labdsv &obert
2010) provided indicator species analysis as described by Dufrene and L&@68d)e

The function “envfit” from the vegan package was used to compare community
composition dissimilarity matrices to multivariate environmental oressents or to

other community matrices (e.g. AM fungal spore communities to plant or sol PLF
communities), and to indicate which individual components were significantly aieadel
with dissimilarity among community composition. Test results with 0.059R0 are

presented as suggestive of differences or trends.
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Table 1. Mean abundances (spores-g-1 soil) + one standard deviation, of visually
identified AM fungal spore morpho-species in rural, suburban, and urban plots.
Significant indicator species are in bold.

Site (no. of plots): Rural (n = 3) Suburban (n = 3) Urban (n = 4)

Acaulospora spinosa 0.01+0.01 0 0.01£0.01
Archeospora leptoticha 0 0.06 £0.1 0.02 +0.03
Ar.trappei 0.8+0.26 1.18+0.84 3.12 +3.25
Entrophospora infrequens 0.01+0.01 0 0.01+0.01
Gigospora margarita 0.04 £ 0.02 0.07 £ 0.07 0.05 +0.09
Glomus clarum 0.4 +0.08 0.33+0.08 0.37 £0.32
Gl. etunicatum 0.38+0.25 0.47+0.21 0.89+1.17
Gl. fasciculatum 0 0.09 +0.15 0

Gl. geosporum 0.01+£0.02 0.01+0.01 0

Gl. intraradices 13.18 +1.44 6.08 +2.8 5.23+3.15
Gl. mosseae 0.12+0.12 0.23+0.18 0.33+0.31
Gl. sinuosum 0.56 +0.48 0.21 +£0.23 0.12+0.24
Gl. sp.,unknownSclerocystigype 0.02 + 0.03 0 0
Paraglomus occultum 1.2+1.08 0.17+£0.18 0.1+0.21
Scutellospora calospora 0.23+0.1 0.29 +0.26 0.01+0.01
S. gregaria 0.01+0.01 0 0.07+0.13
S. pellucida 0.02+0.01 0.05 £ 0.07 0.01+£0.01
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Results:

Environmental and plant community variation

Mean plot soil temperatures over the summer and fall of 2006 did not vary sigfhyfica
among transect locations; means over these dates were 19.2 + 1.5°C in rural, 18.5 £ 0.2°C
in suburban, and 18.8 + 0.3°C in urban plot soils (P = 0.61). In contrast, over the five full
years of the experiment mean soil temperature was significantly higbdsan than in
suburban and rural plots (George et al., 2007). In 2006;] [@@raged 402 pmol mibl

at the rural site, which was significantly lower than the averages at thdaunkand

urban sites, which were 449 and 448 pmoltmespectively. Over the five full years of
experimental measurements, average J@&els were significantly different among all
three sites; levels were 409 at the rural, 435 at the suburban, and 482 pthat thel

urban site (George et al., 2009). Despite supplemental watering of thettfdatse
comparison of mean soil gravimetric moisture over the summer and fall of 2006 is
suggestive of differences among transect locations (P = 0.885).hoccomparison

(Tukey’s HSD) indicates that rural plot soils (mean soil moisture of 7.43 + 2.73%) were
on average dryer than suburban plots (mean 11.27 = 1.06%), and urban plots were not
different from either (mean 10.34 £ 1.09%). As measured in the fall of 2006, soil pH (1:1
soil to water) ranged from 6.30 to 6.72 among individual plots, but did not vary

significantly among transect locations (P = 0.37).

Comparison of 2006 plant community composition was suggestive of differences among
transect locations (P = 0.053, Fig. 3a), although plant species richness and Shannon-

Weiner index of diversity did not vary detectably (P = 0.193 and 0.760, respectively).
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The plant indicator species driving community differences were lambsquarter
(Chenopodium albumwhich was most abundant and frequent in rural plots (P = 0.029),
and curly dockRumex crispys? = 0.033), Jimson weeDdtura stramoniumP =

0.051), oak Quercussp., P = 0.030), and red mapbecérrubrum, P = 0.005), which

were all most abundant and frequent in urban plots. Neither total nor mycorrhizal plant
biomass varied significantly among transect locations in 2006 (P = 0.189 and 0.195,
respectively) although cumulative aboveground biomass over all five ye&ies of t
experiment was significantly greater at the urban site than at the submdaural sites

(George et al., 2009).

Figure 3 Multidimensional scaling ordinations of (a) plant community compositb)

spore community composition, and (c) PLFA group abundances.
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AM fungal responses

No AM fungal species unique to local soils outside of plots were detected in fgot soi
(not shown). Comparison of AM fungal spore communities may suggest differences
among transect locations (P = 0.089, Table 1, Fig. 3b). Richness of AM fungal spore

morpho-species trended lower in urban than in rural plots (P = 0.063); the Shannon-
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Weiner index of diversity did not vary detectably among locations (P = 0.243).
Community differences among transect locations were attributed to spseasbling
Glomus intraradiceg¢P = 0.026) anéaraglomus occultur(P = 0.043). Both indicator
morpho-species were more abundant, Rndccultumwas present more frequently, in
rural plots than in urban and suburban plots.

Community composition of AM fungal spores was not detectably correlated with
any of the following plot-level measurements: mean soil temperature unegigH, or
aboveground biomass of mycorrhizal, non-mycorrhizal, woody, herbaceous, and non-
native plants. Procrustes rotation analysis of plant and AM fungal spore community
ordinations did not reveal correlation between the two (P = 0.253).

The repeated measurements of AM fungal EMH length in plot soils are shown in
Fig. 4a, with concurrent daily mean air temperatures from nearby wastiens
aligned in Fig. 4b. The length of AM fungal hyphae in soil, when averaged over all
collection dates, differed significantly among transect locations (P = 0.81égn AM
fungal EMH length over all dates was 3.86 + 0.60 m hyph&desei in the urban plots;
post hoaccomparison (Tukey’'s HSD) showed this to be significantly less than in suburban
and rural plots, which had means of 6.19 + 0.44 M sajl (P = 0.017) and 6.91 + 1.42
m — g soil (P = 0.020), respectively. The majority (99 + 0.7%) of AM fungal hyphae
present in all plots were thin-walled with diameters intt&e5 pm or 2.5 - 5.0 um
classes. Hyphal length did not decline for any appreciable winter pe@bzinalin

concentrations were below the detection limits in all plot soils.
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Figure 4 Mean AM fungal extra-matrical hyphal length at urban (dskeburban

(dotted), and rural (solid line) sites (a), and daily mean air tempesdatom National
Climatic Data Servicehttp://cdo.ncdc.noaa.gov/cgi-bin/cdo/cdostnseartimpinitoring
stations adjacent to the urban (dashed line, MD Science Center in Baltimgre City
39.26°N, 76.60°W, elev 6.1 m) and near the rural (solid line, Frederick 2 NNE, 39.43°N,
77.38°W, elev 85.4 m) transect locations (b).
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To better understand the responses of AM fungal EMH length to plant and swi fact

we conducted exploratory multiple regression analyses to model the abundance of
Glomus intradicesndParaglomus occulturepores and of mean EMH length in each

plot against the plot-level measurements of total, mycorrhizal, woody, and/or non
mycorrhizal plant aboveground biomasses, soil pH, temperature, and moisture. $ite-leve
location along the transect (urban, suburban, or rural) was also included. No plant group
biomass explained the abundance of either the AM fungal indicator species orearnf m
EMH length. In contrast, all three soil variables were retained inrihkdiatistical

models of these responses. When the residuals of this regression were plotted,aine plot
the rural site was revealed to be an outlier, with much higher temperatui@nger soll
moisture (Fig. 5a). When this outlier was removed, the overall fit improved (atifste
increases from 72 to 86% for EMH; Fig. 5b). If any soil factor was removed, no
correlations could be modeled—soil temperature, moisture, and pH were all needed.
With all three soil factors in the model, site-level location along the a(isdan,

suburban, or rural) no longer had explanatory value. Principle components analysis of
soil temperature, moisture, and pH in the plots retained three axes of vgrailidid

not suggest dominant or redundant roles for any of these factors (not shown).These three
soil factors were similarly correlated with the abundande. afccultunspores but the
abundance of G. intradices spores was weakly correlated with only soil m@meitre

shown)
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Figure 5. Plot-level modeling of mean EMH against soil temperature,urgisind pH,

in a) all plots, and b) after omitting one outlier
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Phospholipid Fatty Acids

No differences in soil community composition, as represented by grouped
phospholipid fatty acids, were found among urban, suburban, and rural transect locations
(Fig. 3c, P = 0.316). No correlation was detected between soil PFLA groups and AM
fungal spore community composition (P = 0.450). Univariate analysis of onkg3@&:1
frequently used as a marker for many but not all AM fungal species, was suggésti
decreased abundance in the urban plots (P = 0.074); this urban decrease matches the
pattern of AM fungal EMH length (lower in urban plots) but not that of AM fungal spore

abundance (lower in both urban and suburban plots).
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Discussion:

We observed decreased soil abundance of AM fungal EMH in urban plots, and of
AM fungal spores in suburban and urban plots, along a single rural-to-urban transect.
Three soil factors— moisture, temperature, and pH—were significant predittibre
soil abundance of AM fungal EMH and of spores of one of the two species that varie
across the transect. In contrast, plant community factors were ndatuneith the
abundance of any AM fungal structures in bulk soil. Together, soil temperature,
moisture, and pH accounted for c. 70% of the variability in the abundance of AM fungal
EMH outside of plant roots, but without all three factors, no variability in AM fungal
abundance could be explained.

Soil abiotic characteristics have complex relationships with each other, aith pl
and soil communities, and with atmospheric and climatic changes, over a variety of
temporal and spatial scales (Fig. 1). In mesic, temperate field sesimiggemperature
and moisture may inversely covary to some degree, but not so much that either could
represent the variability of the other in models, and each impacts and respondg to man
other factors. Similarly, soil pH strongly influences and interacts with rotogy soil
characteristics, including the chemical speciation and solubility of P. a@imglexity
explains the need for all three explanatory soil variables, and highlights thadrea#
changes in these variables (relative to many experimental treajrnmpacted the
abundance AM fungal structures in our plots.

In contrast to the small ranges in soil factors among experimental plots, plant
community composition varied widely among transect locations and individual plots

(Fig. 3a). While oak stems of various size were present in most plots, all of the urba
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plots were dominated by one or two species of fast-growing woody perennials, including
the AM hosts mulberryMorussp.), tree-of-heave\{lanthus altissimg and red maple,
and the dual AM/ectomycorrhizal hosts popRojulussp.) and oak. Two of the three
suburban plots were dominated by the viney or shrubby perennials porcelainberry
(Ampelopsis brevipedunculgtand multiflora roseRosa multiflory, both AM hosts. In
contrast, rural plots were dominated by annuals, mostly asteteyéceaesp.) and
ragweed Ambrosia artemisifolig which are AM hosts, and lambsquarters, a non-
mycorrhizal member of the Amaranthaceae.

AM fungi can only receive C compounds from living plants, but this is not
necessarily the most limiting aspect of their existence. Because plantim@ct sugars
to parts of the root system that are sources of P and other nutrients, any AM fungus
colonizing a root should obtain photosynthate if it is able to supply such nutrients to plant
roots. This means that AM fungal EMH may be more influenced by the soil environment
from which these nutrients are obtained than by the plant community per ses(iielga
and Fitter, 2009). In situations where plant nutrient supply is not limiting, any AM fung
present in plant roots must obtain plant C either by fulfilling a different plaat (eeg.
water availability or protection from root pathogens) or by simply scavei@ingm
plant roots. In these situations, plant community composition may not have any bearing
on the abundance of AM fungal spores and EMH.

A number of recent studies have demonstrated that AM fungal community
composition and/or abundance are better correlated with edaphic conditions than with
plant community factors (Oehl et al., 2003; Ji et al., 2010; Santos-Gonzélez et al., 2011).

Several experiments correlated changes in AM fungal community congposith soil
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pH and weakly or not at all with plant community composition (Dumbrell et al., 2009;
Lekberg et al., 2011; Ma&k et al., 2011), and in one study, a one-unit drop in soil pH
(from c. 6.0 to c. 5.0) was associated with decreased production of AM fungal EMH (Va
Aarle et al., 2002). Large changes may push locally adapted species outside of thei
optimum ranges of soil temperature, moisture, or pH, but in our study, the rangesin the
variables seem too small for this to have occurred.

Increasing soil temperatures and moisture levels may affect both thleatam
of soil decomposers and the supply of photosynthate from plant hosts. Almost all hyphae
observed in this study were thin-walled and of thin diameter; these are tikedy¢
turnover times of less than a week (Staddon et al., 2003; Olsson and Johnson, 2005).
Therefore, temperature-related increases in decomposition rates sgeoiéng the
decomposition of these thin hyphae in our plot soils over time scales relevant to our
repeated measurements. Increasing soil moisture may ameliordate/alar stress and
increase the diffusion of dissolved nutrients towards roots; both would serve to decrease
the amount of photosynthate the plants send belowground to roots and AM fungi. These
effects would be in line with the observed negative correlations of soil tempexature
moisture with AM fungal structures.

The availability of soil P to plant roots is known to vary with small changes in pH
(Shen et al., 2011). The range in soil pHs that developed among plot soil over the five
experimental years was 6.30 - 6.72; changes across this range are unlikeljntte|
any locally-adapted strains of AM fungi, especially considering thatggHdecrease
much more drastically when moving from bulk to rhizosphere soil. In this pH range, the

adsorption of P to soil particle surfaces (clay minerals, aluminum and iron oxides, and
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soil organic matter) may limit plant P availability more than ovewll content (Devau
et al., 2009). In one study, the availability of inorganic P rose and the adsorption to
montmorillonite decreased as soil pH was lowered across this pH rangau(&eal.,
2011). If our plot soils exhibit similar P dynamics, then the negative correlatii of
fungal EMH with soil acidity (i.e. positive correlation with soil pH) may be due to
increased P availability to plant roots.

The single experimental transect used in this study may encompass a ntimber
confounding influences; and additional work will be needed to confirm the genefality
these results in the context of urbanization. There are very few studies using
urbanization as an experimental variable, but the ones that exist corroborate agsfindi
Bainard et al. (2011) found decreased AM fungal colonization of urban tree roots
compared with rural conspecifics, and in a study of nematodes, Pavao-Zutlemina
Coleman (2007) found evidence of decreased fungal dominance of food webs in urban
soils.

We found negative impacts of increasing soil temperature, moisture, and acidity
on the abundance of AM fungal structures. These factors are all likely tosmcneder
future levels of global change as well in urbanizing areas. Becausd&guse gas
emissions have not decreased, global mean air and soil temperatures millectmtise.
Precipitation patterns are difficult to predict, but independent of precipitatimgeba
many soils will become wetter as [gJ@ontinues to increase, due to decreased stomatal
conductance (Ainsworth and Rogers, 2007, 2007). While human activities can raise soil
pH dramatically on local scales (due to liming, proximity to cement, eain)and soll

water will contain more dissolved carbonic acid as{G@es (although warmer
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temperatures will also reduce the solubility of f5@ver long periods this may increase
leaching of soil cations, and may even decrease soil pH (Oh and Richter Jr., 2004; Oh et
al., 2007; Cheng et al., 2010) . These impacts are separate from (but will compound the
problem of) soil acidification related to N and S pollution (Richter, 2007). To date,
experimental investigations and modeling have highlighted the indirectsfieclimate
change on AM fungi, working via altered plant performance, with neutral or slight
positive effects of rising [C&) and temperature on AM fungi (Van der Putten et al.,

2010; Pritchard, 2011) . Our results suggest instead that the soil impacts of factors
common to urbanization and climate change will negatively impact AM fungi, and we

encourage more investigation focusing on these relationships.
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Chapter 3:

Positive correlation of soil carbon with warming winter temperatures, ozodegod
lead content in intact turfgrass soils

Experimental Summary:

Aims: The factors that regulate soil carbon pools and fluxes are of great interest,
particularly to better predict the responses of soil carbon to multiple glodades.
However, many experimental designs are too short and not sufficiently cotople
adequately represent responses in intact soils. Here, soils with long exposagsng
environments were used to study these responses.

Methods: In the temperate mesic region of Maryland and Washington, D.C., U.S.A., 63
golf courses were located where soils had similar plant communities\aneMels of
management, and had been undisturbed for at least 25 years. At sampling sites withi
‘roughs’ at each course, | measured hourly soil temperature over a pesedkeaf

months, ozone exposure during ‘peak ozone season’, soil chemical and texturakqualitie
and management/site variables. Complete explanatory data was availé@8ef the
courses. Using these measurements, | investigated the relationsloias and active

soil carbon with potential factors of influence. | specifically testexitypotheses: i)

total soil carbon is impacted by warming mean temperature and ii) labitsagon,
operationally defined as ‘active’ carbon, is less sensitive to tempenatueases than

more recalcitrant pools.

Results: Contrary to hypothesis i), total soil carbon was not correlated withingrm

mean temperature, but was positively correlated with increasing nebamalfy daily-

minimum temperature. There were no significant relationships betweee saoili
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carbon and any temperature measurements. Along with the response of total barbon, t
finding does not lend support to hypothesis ii). In addition to the positive correlation
with mean February daily-minimum temp, we also observed positive relationships of
total soil C with soil CEC, soil lead content, and relative ozone exposure, andrsmall
negative relationships with fertilization and soil clay content (which is the apds

what would be expected). Active C was strongly positively correlated otdhQ@,

positively correlated with soil pH and relative ozone exposure, and negativediateuir

with course age (since establishment) and fertilization. No other facttdedi

significant relationships with active or total soil carbon.

Conclusions:Our findings suggest that in temperate, mesic grassland soils, soil C
decreases with the frequency, duration, and/or severity of winter cold tennpsra

(freezes and/or thaws); there are many mechanisms that could drivéatinssaip.

While warming is likely to have negative impacts on terrestrial carboaggon some

areas, e.g. permafrost, our results suggest that is not the case in tetpkyass

systems with mild winters, where warming of a few degrees may halesrsitive

impacts on total soil carbon content of soils. These results also show observational
studies across urban-rural gradients can provide insight into carbon cyclingutnde
climate change conditions, and should be used to complement experimental and modeling

approaches.
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Introduction:

Soils store more carbon (C) than is contained in the atmosphere and in above-
ground biomass (Denman et al., 2007). High levels of soil C are associated with
improved soil fertility and structure, and maximizing the size and lifetifrs®il C pools
is also desirable in order to reduce the size of the atmospheric pool of carbde dioxi
(CO,). However, the impacts of global change factors on soil C stocks and
transformations are still poorly understood (Conant et al., 2011). The large amount of C
stored in soils is not stagnant; a significant portion of the soil C pool, ca. 5%, is added
and removed every year by the processes of photosynthesis, plant and soiicespirat
and burning. Anthropogenic combustion of fossil fuels and land use change add
additional large quantities of G@o the atmosphere (Denman et al., 2007). Even small
changes in soil C storage and/or the processes that control it may result imgery la
changes in pool size over many years. Detecting changes in soil C is tjiffauéver,
because the pools and fluxes are large relative to the change that may lredneas
experimentally—even very long experiments only begin to approach the desades-t
centuries time scale over which many soil C storage changes are rhbkaglmambore,
2006).

A main tenet of global change expectations is the positive feedback of soil C to
global warming. Because decomposition of soil C is a microbially mediated pracels
because microbial/enzymatic processes tend to increase with tempettadarsubstrate
is not limiting, increased soil respiration with warmer temperaturebdes predicted
based on kinetic theory and demonstrated globally (Bond-Lamberty and Thomson, 2010)

but whether the rate increase is due to direct temperature effects, or dug grivth
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increases with warmer temperatures, is not clear. To reiteratefunerasponses of
soil respiration to temperature in real soils/ecosystems, independent ipthraet
mediated responses, is not known with certainty, nor is it known what the net incneases i
plant inputs to soils (e.g. through increased photosynthesis under risprapn@@armer
and longer growing seasons) might be under future climate change conditions (Davidson
et al., 2006). The goal of this study is to address these unknowns.

In addition to the uncertainty in net outcome of global changes on total C,
differing temperature sensitivity of soil C pools of different qualitg.(ehemical
structure, N content, degree of physical protection) has been suggested but lyot clear
demonstrated (von Liutzow and Kdgel-Knabner, 2009). The total pool of soil C is often
thought of and measured as a group of fractions or pools that differ in their
lability/recalcitrance—having varying chemical complexity, @egbility, turnover rate,
and/or residence time in soils (Kleber, 2010). Current experiments use opdyationa
defined methods to quantify conceptual soil C pools based on their age, residence time, or
recalcitrance, but methods and concepts of pools do not match (Six et al., 2002), nor are
there clear definitions of what constitutes a soil C pool, or if discreet pooie®ist (as
opposed to just a range of soil C qualities) (Bruun et al., 2010). If the decomposéion ra
of more recalcitrant pools increases more with rising temperature thkndabls as
some work suggests, then very large positive feedbacks tg 00 climate warming
may result.

Many of the experiments done to investigate the responses of soil C to warming
temperature are inucubation studies, in which whole soil or isolated soil C fractions,

sometimes with added substrates of known lability, are incubated at different
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temperatures. These studies track decomposition by quantifying the production of C
from incubated soils, or the loss of soil C from the substrate (e.g. by mass or
concentration), and/or changes in isotope ratios or other chemical qualities iningmai
soil substrate after a known incubation period. Most incubation studies find that the
decomposition rate of more recalcitrant soil C increases more with watenipgrature
than that of more labile soil C, as predicted by reaction kinetics

(reviewed by Conant et al., 2011). This is based on the concept that more complex soil
organic molecules require higher activation energies to initiate chedecamposition;

in warmer temperatures, these activation energy requirements wittb@one easily

(von Lutzow and Kdgel-Knabner, 2009).

This concept had become widely accepted but may now be losing favor, because
pools defined by kinetics (e.g. temperature sensitivity) cannot be firmly liokatbivn
qualities of soil C fractions such as mean residence time in soil (Dungiajt2&112).
Recently, more focus has been placed on the idea that the qualities of soil ondaomic ca
guality are not as important for turnover/respiration as is the ability of matieioimass
to access it, which depends on having non-dormant cells with adequate oxygen, moisture,
physical and temporal proximity to substrate, and appropriate soil pH and other
conditions (Dungait et al., 2012). Because so many of these variables depend on soill
structure, air and water permeability, and other soil characteridtiofwdich are
disrupted upon disturbance, responses in tilled versus untilled soils, and in recently
disturbed versus long-undisturbed soils, may be quite dissimilar. This is a problem

because almost all research takes place in disturbed or recently distulfed soi
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Incubation experiments obviously use disrupted soils, but even field experiments
allowed to run for long periods usually take place in soil recovering from distteba
Experimental areas are often plowed or otherwise disrupted to yield moredroneg
study conditions. For example, the BioCON experiment, part of the Long-Term
Ecological Research site at Cedar Creek, Minnesota, in which six Fré&©A
Enrichment (FACE) rings have been running since 1997, was constructed on subsoil
and/or parent material after topsoil was entirely removed by bulldozeugeetiee
seedbank in topsoil precluded establishment of target plant communities). I#dl of t
measurements and publications that have originated from that study site so fakbave t
place in the context of soil development and sequestration of C in newly forming topsoil;
extrapolating these findings to undisturbed soils is, in my opinion, problematic.
However, it is easy to see why this is done. The Duke FACE site, in which mixet fore
communities are grown, was established in 1983 after clear-cutting and burrhieg of t
existing forest. Researchers here detected significant changesaadification under
elevated CQ(Oh and Richter Jr., 2004) a large part of which was later attributed to
underlying soil variability (Oh et al., 2007). | think that, while these large rare
experiments are quite important, they must be augmented with more expersiteatal
and higher replication in undisturbed soils.

There is a need for measurements of soil C dynamics in intact soils that have
experienced decades of climate change, but no existing long-term fielthexusrwith
climate change treatments have run that long. Additionally, many of ttatlonis of
current soil C/climate change research—nhigh variability, small reqdiast large

background, complex interactions, multiple statistical comparisons from aa&ch r
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experiment—will still be problematic, even as the few existing exyaats are allowed
to run longer. Therefore, a different approach is needed to complement existing
traditional experiments. Instead of controlling soil variability and oméag short term
respiration or changes in soil C with high precision, | will allow soils ty fraely,
include a large number of experimental sites, and measure extant sodilS tha have
been in place for decades. The goal is to capture the net effect of smadhdéfein
conditions.

Differences between urban and rural areas, and among individual locations in
general, in terms of temperature, [§®zone, and other factors, have been suggested as
a means to study these complex interactioristo (Ziska et al., 2003; Carreiro and
Tripler, 2005). This approach may allow us to capture soils that are near stétady st
and the long times of development mean that changes in soil C storage should not be as
small or variable against a large background—giving us an actual chatetedaion.

The aspects which would need to be controlled to make meaningful comparisons—plant
communities and land use/management—can be found in abundance in managed
turfgrass areas.

A compilation of soil measurements from 16 golf courses of varying age in
Colorado and Wyoming suggested that in fairways and putting greens, soil orgderc ma
content reached equilibrium within 25 - 35 years after course establisiiantand
Follett, 2002). There are many courses older than this in the mid-AtlanticGaka
courses maintain large areas to separate areas of play, called “roughbk”ave

managed to have relatively homogeneous plant communities but otherwise hamalmini
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management regimes compared to fairways and greens. Furthermordfdtss stast
courses keep detailed records of soil inputs and disturbances over many years.
Although the concept of differential SOM quality is being deemphasized in the
literature, there is still information that can be gained from measuriregehtfparts of
the soil C pool. The most labile C in soils might represent recent additions which are not
(yet) associated with soil chemical bonding sites or mineral surfdoeey and
Donnelly, 2004; Jones et al., 2009). Differential responses of labile C and total C pools
might give additional insight into possible mechanisms of change, and thelleais sti
guestion of differential temperature sensitivity between labile and teaatdractions of
soil C. | will use operationally defined active C—the amount that is oxidized ug dil
potassium permanganate in 12 minutes (Weil et al., 2003) as measure of |&XeC (
al., 2002; Weil et al., 2003).
| located 62 courses established more than 25 years ago and willing to participate
in this type of study, in locations ranging from downtown Baltimore and Wasihingt
D.C. to rural areas north and west throughout the state of Maryland (Fign@).Us
measurements in these 62 golf courses, | will evaluate two hypothesasi sptl C will
decrease with small increases in mean temperature, and ii) active stak€ sensitive
to warmer temperatures than total soil C; therefore the proportion of actiaéC twill

increase with temperature.
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Materials and Methods:
Sampling locations and collection:

Golf courses were located and asked to participate at the beginning of 2009.
Participating courses were visited and soil samples were collecteeldneFeb. 12 and
Apr. 2, 2009. This timing was based on the assumption that soil C would change most
slowly during colder times of the year when the rates of both photosynthesis and soil
respiration are lowest, to minimize bias introduced by different sampling. dAtethis
visit, course managers were interviewed regarding management pracesas
aeration, fertilization (applied or not), use of pesticide/herbicide, targetédldesired)
plant community composition, and asked to recommend likely sampling locations in the
roughs (flat, unshaded, with good plant cover and minimal weediness). Because
chemical inputs can be a sensitive issue, no details regarding fedtlinause of
pesticides and herbicides were requested beyond the frequency of fexppieation
(zero, one, two, or three applications per year) which was then reduced to a binary
applied/not applied variable. Only courses with a target mixture of cool-sea3on (C
photosythetic pathway) grasses were included in the study. Species grawle iradl
fescue §chedonorus phoenjpannual and Kentucky bluegrassesd annuaandPoa
pratensi3, perennial ryel(olium perenng and creeping bentgrassgrostis palustrigs
Areas wherewarm-season (C4) grasses encroached as weeds ¢agrasy,
bermudagrass) were avoided; this was possible because the warm-seassmwgrasse
dormant at the time of sampling, and so were very obviously senescent and tan in color,
in contrast to the deep green maintained throughout winter and spring by the C3 grass

species.



53

When an appropriate sampling location was found on a course, eight intact soil
cores were collected within a uniform 1 x 1.5-m area (two rows, 1 m apart, aoi@s
taken every 50 cm; with 10 cm of leeway in case rocks or roots obstruct aA@Ge)S
reading was recorded at the midpoint of the rectangular sampling apEawss
recorded using an inclinometer, aspect was noted if applicable, and a writteptes
of the area was made. Slopes at all sampling locations were 5% or less, egnept a
course where the flattest location that could be found had a slope of 8%. Sampling was
not made within 3m of any tree trunks. Soil cores were collected using anidtGaore
probe and disposable plastic collection tube inserts that were 30.5cm in lengthnaind 2c
diameter (JMC, Newton, IA, U.S.A). The soil corer was kept sharpened and was
hammered into the soil with a 680g rubber mallet, so that any roots would be cut through
and intact cores would result. If the corer hit rocks or other barriers to futl,dept
moved 10cm away and retried. When full depth cores could be obtained (most cores),
the top of the disposable collection tube was made even with top of soil, to result in cores
as close as possible to 30cm. When thatch was present (rarely), | moved it aside to ge
the corer even with the top of the soil surface. In the cases where rocky shdfiaw s
parent material limited coring, soil depth was noted for each individual coreothidtle
obtained. After collection, cores were placed in a plastic cooler vatpacks, and were

placed and stored in a freezer (~ -20°C) upon return to the laboratory.

Soil core processing, bulk density estimation, and particle size analysis:
Bulk density estimations were made based on the known volume and depth of the

core sampling tubes. Because tubes are transparent, any incompletd# cuclkes ¢r
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roots caused soil to be pushed aside instead of cut through, for example) could be
detected before processing and avoided. Frozen cores were pushed out of the sampling
tubes with a wooden dowel, and kept intact as far as possible. The depths of O horizons
(if present), and of any other obvious horizonation, were noted for each individual core,
and the color of each horizon was determined using a Munsell soil color book. Any
thatch, e.g. plant litter, not belonging to soil O or A horizons, was removed. Most cores
came out intact and were cut into depth increments (0-5, 5-15, and 15-30cm) with a knife.
Depth increments from all usable cores from each site were combined, weigdeteir
lengths recorded if any cores were not complete. Any coarse fragiargaisthan 2 cm
in any dimension were removed at this time, and their weights recorded. Once the depth
increments were combined, they were thawed and homogenized, and a representative
subsample removed and dried to determine moisture content. Coarse fragmeants large
than 2mm and smaller than 2cm were removed by sieving prior to soil particle size
analysis (see below), and their weights recorded. The volume of coarserfitagvas
then estimated by assuming a density of 2.65 g-famall. Soil bulk density was
estimated from the weight and volume of soil in each depth increment, excluding the
weight and estimated volume of coarse fragments.

Particle size analysis was conducted using the pipet method, with pre-treime
remove organic matter and including fine clay analysis (United Statestdepéaof

Agriculture, Natural Resources Conservation Service, 2004).



55

Soil chemical analyses:

Soil percent C, H, and N were gquantified separately from the three soil depth
increments at the University of Maryland Environmental Sciences and Tegknol
Analytical Laboratory using a LECO CHN-2000 analyzer (LECO Corporation, St
Joseph, MI, U.S.A.). Active soil C was assessed following methods given byt\&lkil e
(2003) using a Bausch and Lomb 2500 spectrophotometer (Bausch and Lomb,Rochester,
NY, U.S.A.). Other soil chemical testing was conducted by the Universidglafvare
Soil Testing Program, including: soil pH, cation exchange capacity (pH7), dichi3e
extractions for of P, K, Ca, Mg, Mn, Zn, Cu, Fe, S, B, Al, As, Cd, Cr, Ni and Pb.

Using bulk density measurements, total soil C per weight of soil, and volume of
soil cores, total soil C per area was calculated for 0 — 5, 5 — 15, and 15 — 30 cm depth

increments; the three were summed for total C per area to 30 cm depth.

Soil temperature measurements:

Additional funding for temperature loggers and ozone monitors was received after
the soil samples had been collected. Therefore, these measurementaceseveral
months after soil samples were collected, with the assumption (which would leel need
regardless of timing) that relative differences among samplingregasured in any
single year are representative of differences over all the yearsilthbase developed.

At 60 of the original 62 sampling locations, temperature loggers (Hobo Pendant
Temperature Data Logger 8K-UA-001-08, Onset Computer Corporation, Cape Cod, MA,
U.S.A) were attached to galvanized steel hex-head lag screws (1/4 x 4 $chzg)

with a short length of fluorescently colored nylon mason twine, and the assemblage
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buried at 8cm depth. Placement of temperature loggers began in August of 2009, but
took much longer than expected because of pleasant weather conditions that p@vailed f
most of the autumn—crowded golf courses meant that | could not get safe access t
sampling sites after ~630AM (in contrast to conditions during soil coring, whiadh we
generally cold and rainy, with very few golfers on the courses). Tdrerell

temperature loggers were not placed until Dec. 5, 2009; loggers collected tengperatur
measurements hourly until May 24, 2010 when data capacity was reached. A GPS unit
(Trimble GeoXT) along with the written site descriptions were used te piectemp

loggers (onset HOBO pendant temp, part #UA-001-08) in the center of eaclyuéatan
sampling area (one at each golf course). Each logger was attached tmeh3zirac-

plated steel hex bolt using nylon, fluorescent-colored mason’s twine and bu@d a

depth from the soil/turf surface.

Temperature loggers were subsequently collected by using a GPS uniteo locat
within ~1m of the loggers’ buried locations. Then a metal detector (Gaoet230) was
used to locate the exact burial location. A pitchfork was used to lift the turf aiedeet
the loggers. Of the 60 loggers placed, 54 were found. The remaining six wers in soll
where the metal detector gave false positive signals, possibly due tzesidng parent
material, but the loggers were never found. Two of the retrieved loggeesdamaged

by the pitchfork, so that a total of 52 of the 62 courses have available tempertdure da

Passive Ozone Monitors:
With the number of study sites, active ozone monitoring equipment was not a
possibility, but there are several means of passively monitoring ozone. lictiggee

carmine (over potassium iodide and other compounds) as the most affordable and non-
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toxic option based on its use in similar public applications (Grosjean et al., 1995;
Scheeren and Adema, 1996; Franklin et al., 2004). | designed my own monitors based on
these researchers’ findings and materials | could obtain, including compasrents f
physical protection from rain and sunlight and a diffusion barrier to insulatedahgve
compounds from rapid atmospheric changes. An image of the complete monitor
apparatus can be seen in the instructions sent to course managers in Appendix 1. Four
inch diameter (U.S. standard size) round black plastic flowerpots, suspended upside down
with a small piece of thin plastic covering the drainage holes, protected themsdmm

rain and sun. Clear plastic holders for 47mm-diameter filter papers (Mélpetrislide

™ part PDMA04700, EMD MilliporeBillerica, Massachusetts,U.S.A.) were used to
suspend the indigo carmine-laden filter papers; their lids were cut withestétabe open

in front with only a thin ring remaining to hold the filter in place. To the outside/front of
the lids, 2 layers of filters, as described by Franklin et al. (2004) and attaithed w

silicone glue, formed the diffusion barrier. Indigo carmine-soaked cellfiltsgpapers

were prepared as described by Franklin et al. (2004). Using a Konndt&CR-200
Chroma Meter colorimeter (Konica Minolta, Ramsey, NJ, U.S.A.), the color coaslinat

L, a,andb were recorded as in Franklin et al. (2004), and then the monitor set-ups were
mailed or brought to each participating golf course. The passive o0zone monitors were
exposed to the outdoors for two weeks, starting on Aug. 23 or 24, &tdD®hen returned

by mail. Upon oxidation by ozone and possibly by other oxidizing gases, dye color
changes from deep blue to yellow/white. Color coordinates were reassessedwpon ret

and the color change calculated asLA(+ Aa® + Ab?)Y2.
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Duplicate passive monitors were placed for one, two, and three week periods, als
starting on Aug. 23 or 24, 200&, the site of a tower in Beltsville where EPA’s Clean
Air Status and Trends (CASTNET) tower has active ozone monitor equipment running
continuously. Cumulative measurements from this tower were downloaded for these
periods to calibrate the duplicate passive monitors with actual ozone exposures.
Additional monitors—indoors for a zero-exposure control, at the top of the Beltsville
tower, and near the tower but inside tree canopies---were placed to get adretéeof
effects, and duplicate monitors were placed at several golf coursefi.ag@acanopy
protection reduced ozone exposure of filters. Duplicate monitors at golf s@ageed
only at a coarse level—the overall range in ozone exposure relative to IRetwyed
from 0.38 — 2.17 (unitless ratio); duplicate A readings were 0.38 and 0.52; duplicate B
readings were 1.18 and 1.48; duplicate C readings were 0.86 and 1.12; duplicate D
readings were 0.95 and 0.97. These duplicate monitors were placed within atfefv fe
each other; the lack of agreement may be due to inconsistent deposition or dissolution of
dye on the filter, differences in exposure due to trees or other micrositeniifés, or
other unknown differences. For the multiple regression analysis below, relative ozone
exposure—the ratio of each site measurement divided by two-week measunaadats
at the Beltsville tower site, was used as an explanatory variable. WhemathgpWere

available, the average reading was used.

Approximation of tropospheric [Cffossil fuel emissions over study sites:

Landscan 2008 (UT-
Battelle, LLC. http://www.ornl.gov/sci/landscan/landscan_documentation)shéasure

ments were used as a proxy for continuous [CO2] measurements over the study sit
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Landscan is a representation, on a 1km grid scale, of ambient population—repgesentin
residents and people moving through an area in cars—assembled from census
information landcover and other spatial data. Landscan values may capture the
combination of automobile and residential fossil fuel (natural gas and fuel cd¥iens
where they occur, as well as decreased photosynthesis due to land developmdaat. Simi

estimates have been made using spatial imagery of night-time light pollDod et al.).

Statistical analysis:

Complete explanatory data, including temperature and ozone, were available for
39 of the 62 courses. My statistical approach was to model the main effects of
explanatory factors on responses, using linear multiple regression followagdya
(2002), with the goal of explaining the most variation in responses with a small number
of explanatory variables that were conserved in a variety of models. Step§ wxplore
the main effects and individual two-factor interactions of various factors and
combinations of factors in multiple regression, retaining factors exhiltngistent
relationships dependent variables ii) examine potential models and factonaetions
for collinearity, lack of fit, high residuals and high leverages, iii) transfiactors and
revise models as needed, and iv) use stepwise regression to finalize nhetited
with factors that were expected to have significant impacts, such ag&ueend
Landscan values, and then added and removed factors repeatedly. For significant factor
the significance level and effect magnitude and direction were recordedrapdred
among different model configurations. Factors that did not maintain similatseffec

among different models were not retained in final models. | then used stepwiigdéemul
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regression, working both forwards and backwards, to suggest explanatory factors that
might be eliminated. This function uses Akaike’s “an information criterion” JAtC

evaluate different combinations of explanatory factors in models.
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Results:

General:

The minimum, maximum, and mean values of all measurements are given in
Table 2. After preliminary regression modeling, the soil of one golf course was
determined to be an outlier and was excluded from subsequent models. The site of this
course, a historic urban park established in 1928, currently adjacent to tat@kstaas
a dumping area for debris from the Great Baltimore Fire of 1904 (personal
communication, course staff). Total C density was much higher in the soil of this course
than at any other study site (164.4 Mg C/hectare in the upper 30 cm of soil; the next
highest value was 126.6 Mg C/ha), and when included in regression models, both the
residual variance and leverage of total soil C from this site wege &rough to qualify it
as an outlier. Soil contained visible pieces of charcoal and brick, and total C wiltlss s
likely to be influenced more by the presence of charcoal than by the factogsia¢he
other courses. Aside from this outlier, courses were only excluded from regress
analyses when explanatory data were missing.

Total and active C are were found to be tightly correlated (correlatiohoteretf
= 0.71, Fig. 7) . When modeling total C, inclusion of active C as a predictor improved
the adjusted coefficient of determination (adj-&justed for added numbers of predictor
variables) by 10%. In contrast, when modeling active C, inclusion of the natuddl log
total C improved adj- Roy 54%. Therefore, with the goal of modeling the most
variability in responses, active C was modeled with the natural log of totalUdedlcas
an explanatory variable. This does not give us any information about soil C cycling

between active and total C pools, however, only a statistical relationship.
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Figure 8. Relationships between mean hourly temperatures and daily minimum and

maximum temperatures; overall means obscure the differences in fyelame May-

only (lower plots).
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Table 2. Minimum, maximum, and mean values for golf course study measurements
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Variable Lat Long Course Ozone Ave Ave Ave Ave Ave daily | %sand in| %silt in %clay %fine Active Total C C:N
age éxposure hourl | daily daily daily max temp, | SOIl soil (tot)in clay C(Mg/Ha) | (Mg/Ha) 30cm
relative to y min max min May 2010 soil to 30 cm to 30cm
BEL116 temp | temp temp temp, only
tower
Feb
2010
only
Min -77.72 38.88 25 0.38 6.0 5.2 7.1 0.3 18.0 11.3 16.2 6.1 0.9 0.9 29.6 9.3
Max -76.42 39.67 118 2.17 9.0 8.2 11.0 2.7 23.3 73.2 75.1 36.9 15.7 25 126.6 20.3
Mean -77.0 39.24 62 0.93 8.1 7.1 9.4 1.3 21.0 37.8 42.4 19.8 6.5 14 60.4 11.9
Variable Soil pH P K Ca Mg Mn Zn Cu Fe B S Al As Cd Cr Ni Pb CEQ Bulk
(water) density to 5
cm
(g/cm3)
Min 4.4 4.1 32.0 155.4 38.3 6.0 0.65 0.37 32.9 0.10 6 11 507 ND 0.02 ND 0.54 0.36 3.9 0.48
Max 7.3 200.6 304.8 1982.6 | 125.8 161.5 48.9 33.2 4775 0.75 73.9 1080 0.1p 0.74 0.173.73 20.3 27.9 1.19
Mean 5.7 20.8 104.2 794 422.1 59.4 3.9 2.0 92.9 0.35 931 754 0.28 0.06 145 1.00 3.90 12.8 0.93
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While overall mean hourly temperature was linearly correlated withm rahaidy-
minimum and mean daily-maximum temperatures over all dates of measurément, t
mean daily-minimum temps from February 2010 only and mean daily-maximum temps
from May 2010 only (the coolest and warmest months available) were not tightly
correlated with overall mean hourly temperature (Fig. 8) . This may be duéetenites
among microsite qualities. All five temperature variables were iigatst for with
response data, but only minimum daily temperature from February 2010 was found to be

useful as an explanatory variable.

Of the 45 courses where ozone monitors were placed and returned, relative ozone
exposure (expressed as a proportion of exposure at the EPA’'s CASTNET tower in
Beltsville) ranged from 0.38 to 2.17 with a mean of 0.92 (Table 2, Fig. 9). Ozone was
found to vary considerably over short distances, as evidenced by variability in

neighboring courses (Fig. 9).



Figure 9, relative ozone exposure at study sites
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Soil lead also varies considerably among sample locations (Fig. 10, with

Landscan 2008 values shown in background grid cells).

Figure 10. Soil lead content and Landscan gridcell values across studyriscati
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Final models of total and active soil C:

After excluding the single outlier, significant relationships of total active C
with explanatory factors could be modeled (Table 3; Figs. 11 and 12). Two soil
guantities, cation exchange capacity at ph7 (CEC) and soil lead (Pb) ctodettier
explained 37% of the variance in total soil C (both were positively correlated vath tot
C). Addition of relative ozone exposure and minimum February temperature (both
positively correlated with total C), and of fertilization status (negptis@rrelated with
total C) to the multiple regression model increased the amj-58%. Multicollinearity
was not detected by pairwise comparisons of this set of predictor vareblesrwise
correlation coefficients were 0.37 (whereas correlation coefficients approaching or

greater than 0.7 could be problematic).

For active C, a large part of the variability was explained by total C adj-R
54%). Including soil pH and relative ozone exposure (positively correlatbdcative
C) and fertilization status and course age (negatively correlated wnth &9 in the
model raised the adj®Ro 78%. Again, no pairs of predictor variables were highly

correlated (all pairwise correlation coefficients wer@.47).
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Figure 11. Residuals of the total C multiple regression, showing relationgthpm&an
individual explanatory variables after other model factors are accounted feebraiary-
only daily minimum temperatures, b) fertilization status, c) CEC, d)velazone
exposure, e) soil lead concentration, f) soil clay content.
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Figure 11 continued
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model (without ozone) residuals

model (without Pb) residuals

Figure 11 continued

40

20

-20

-20

d)

residual = -9.83 + 10.20*(relative 0zone exposure)

)

0.5

T T T
1.0 15 2.0

relative ozone exposure

[e]

residual = -8.45 + 2.47*(soil lead concentration)
o

soil lead concentration

71



Figure 11 continued
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Figure 12. Residuals of the active C multiple regression, showing relationsthips w
mean individual explanatory variables after other model factors anersted for. a)

log(total soil C content), b) fertilization status, c) relative ozone expa$uceurse age,
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Figure 12 continued
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model (without age) residuals
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Table 3. Final regression models: partial correlation coefficients arad sitfe confidence intervals
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Factor: Ph*** CECpH7*** OZONE* aveMINfeb* Clay* Fert
partial R 0.39 0.31 0.18 0.16 0.15 0.10
Total soil C | 95% CI 1.69-4.40 1.08 - 3.59 3.00 - 22.19 1.33-12.82 -1.54 - {0.12 -9.23 -
(model***):
adj R2 = 0.58 0-35
Std 95% CI 0.37-0.98 0.23-0.7Y 0.08 - 0.8 0.06 - 0.58 -0.53 - 10.04 -0.47 -
0.02
Factor: Log(total Soil pH*** OZONE*** Course age*** Fert**
SOIlC)***
Active soll C PR 0.69 0.30 0.27 0.26 0.19
(model***):
adj R2 =0.76 95% ClI 0.64 - 1.00 0.07 - 0.20 0.10-0.32 -0.007 - -0.002  -0.26 - 40.05
standardized| 0.57 —0.89 0.16 — 0.46 0.16 - 0.52 -0.58 - -0.17 -0.42 - -0.09

95% CI

" P<0.10; * P<0.05; ** P<0.01; *** P<0.001
The squares of the partial correlation coefficients (parfiphRd 95% confidence intervals of effect size (Cl, calculated as estimated
effect size £ 1.96xeffect size standard error) for raw and standardizeatelgt@sented. The square of the partial correlation
indicates how much remaining variation in response is correlated with a fatgogthér covarying factors are accounted for.
Standardized CI confidence interval units are standard deviations of resporsagedsdeviation of factor. Unstandardized CI units
are measured units of response (Mg C hedjgrer measured unit of factor (°C, % moisture, or unit pH).



77

Discussion:

In the temperate, mesic, managed turfgrass soils of the study, expectatiens w
that soils with warmer mean temperatures would store less total carbon anyidziee
proportions of labile C, operationally defined by active C. Instead, soil carbon storage
did not vary across a mean temperature increase of ca. 2.8°C, but increased asiminim
February daily temperature rose from ca. 0°C to 2.2°C. These measuremeiit€ of s
reflect the net balance of plant inputs and decomposition over more than 25 yedrs of soi
development, but these two processes were not separately measured. Nssetiiese
findings lend support to the idea that soil C decomposition in temperate field settings i
limited less by reaction kinetics (since we did not see a decrease@veith increasing
mean temperature) than by other factors (e.g. substrate augilabiygen availability,
moisture, etc.). The range in temperature among our sites is smalkerédetiat in
many experimental designs, where treatments of 5°C or larger tempénatesses are
common. Therefore, these results don’'t negate any experimental findothgsas not
extrapolate to larger temperature increases; however they do highlighhafyaie most

important in temperate field settings in the near future.

Our measurements of active C represent an operationally defined quantitythe
amount of C oxidized by a weak potassium permanganate solution in 12 minutes. This
measurement had meaning in agricultural field settings, being wedlated with
substrate-induced soil respiration and with total soil C, and was a betterondicab-
till versus conventional till soils better than total soil C (Weil et al., 2008pur study,
active C and total C were highly correlated to eachother, and both quantities were

correlated with some factors in common (relative ozone exposure and figotiligeatus.
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However, each was also related with other factors uniquely (total sothGail lead,
CEC, and February minimum temperature; active C with course age and soif fitd). |
active C measurements are interpreted to represent soil C that is not bduehicat
sites or mineral surfaces in the soil matrix, then the differeesglanses of active and

total C can provide insight into the mechanisms at work in the study soils.

Positive relationship of total soil C with minimum February temperature:

The positive correlation of total soil C with increasing daily minimum February-
only temperature is the opposite of what would be expected based only on the linear
effects of reaction kinetics (i.e. that in a system with no limitations,asorg
temperature stimulates decomposition due to increasing energy availaud @r
substrate chemical breakdown). This expectation may not be applicable ineldme f
settings for at least two reasons. The first has already been mentiomedctsoils,
microbial enzymatic breakdown of soil C substrate does not constitute a systemo wi
limitations; rather, the availability of soil C substrate (as well as pjex and
sometimes water) is often limiting, because it is not easily accessiile soil matrix.
Secondly, this expectation is based on a linear relationship with temperatuwte, whi
overlooks the fact that a crucial threshold is crossed when air and/or seids or thaw.

Many experiments suggest that freeze/thaw events disrupt soil orgatec amal
promote mineralization by physical and/or chemical disruption. In a botdabse
dissolved organic C (DOC) increased in stream runoff waters after dee@epih{y
(Agren et al., 2012), which the authors attributed to exclusion of DOC from ice srystal
as soil water freezes. Phillips et al. (2012) compared dynamics ozst@ind intact

cores from northern U.S. prairie soils during freezing and thawing; eveizste(no
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microbial respiration) cores emitted glelow freezing temperatures, which the authors
attribute to physical disruption of soil pores by ice formation, and in intact toaes

was evidence of increases in both microbial activity and substrate availafigity
thawing. Prieme and Christensen (2001) detected large pulses &fo@Cntact soil

cores after freezing and thawing; these were largest in grassland sgjiveloich was
attributed to root exudates from living grasses stressed by freeze.

In soils of the study region, milder winter temperatures may increase soil C
through several mechanisms: lack of physical disruption of soils and soil orgattéc, m
lack of freeze-out and subsequent leaching or runoff of DOC, lack of plant feezin
stress, and possibly stimulation of cool-season grass growth at a time ateemswwnot
limiting. In our models, active soil C did not increase with February minimum
temperature as total C did. This may be because the active C pool is alessitde to
soil microbial biomass, such that disruption by freezing has no further effectackhaf
correlation with active C suggests that increased plant inputs are not thetctnesase
in total soil C under warmer February daily minimum temperatures. |fasedeplant
inputs were the main mechanism, we would expect to see a response of both active and
total C. Furthermore, minimum daily temperatures occur almost exclusivatyg dlark
hours when plants are not photosynthesizing.

This finding suggests that more detailed expectations/modeling of thesedffect
temperature on soil carbon are needed. In soils that don’t freeze, such as in the tropic
and in many incubation experiments, warming temperatures do appear taresult i
decreased soil carbon in field settings, butin temperate zones and higher latitudes

freezing effects may be more important. These responses are likakytaith
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ecosystem traits such as plant community type (e.g. deciduous forest, sjnfore
grassland). Studying these two aspects of temperature separatelyeeanctivgly, in

controlled experiments, would be of great interest.

Positive correlation of total C with soil lead (Pb) levels:

The positive correlation between soil lead levels and total C is not surprising,
although it has not been at the forefront of soil carbon research. Pingitor@e08).
state that “Pb-humates,” their designation for high-affinity compléxasform between
lead and soil organic matter in surface soils, have been well-charact@iedffinity
between lead and organic matter suggests that lead atoms chemicallyessaidili
organic C like other positive soil species (e.g. Ca++) and surfaces (gs3.at@orphous
oxides) do. While it is possible that this correlation is because soils witisio#lly
high levels of total C attract and retain more lead, this is unlikely to be time mai
mechanism because the source of lead in the study sites is likely to be previous
atmospheric deposition from leaded gasoline (i.e. sites are far from aciysds with
leaded paint, industrial pollution, and other potential solid sources). Becauserietd is
very mobile once in soils (see next), it its more likely that historically diepbosoil lead
is causing an increase in total soil C. In soil mobility studies, lead moved dadgnwar
through soil profiles only in association with, and at the same rate as, soil org#eic ma
whereas cesium moved both in association with organic matter as well asapidhg
with soil aqueous phases (Dorr and Munnich, 1989). Among common heavy metals in
soils, lead has been shown to have the strongest affinity for “clays, peatdEs, @xid

usual soils” (Bradl, 2004). These findings suggest that lead binds to soil orgdtéc m
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more strongly and more permanently than other heavy metal speciesulB@&rganic
matter was shown to adsorb lead and other heavy metals much more than thewvhole s
(Guo et al., 2006). In the study soils, it seems likely that as plant-derived C wdd@dde
soils with high lead content, it became enriched with lead and was stabilized by it.

In addition to this chemical stabilization of soil C, lead may also inhibit soil
microbial activity and/or reduce soil microbial biomass (Muhammad,e2G05;

Nakatsu et al., 2005; Lazzaro et al., 2006), thus reducing decomposition rates in soils
with high lead levels. However, this mechanism is not supported here, becausdlif overa
decomposition was inhibited, then both active and total soil C should increase with
increasing soil lead levels. Positive impacts of other heavy metalagenic,

cadmium, chromium, nickel, and copper) might also be expected, but were not observed
in this study. As mentioned previously, these other metals are not thought to have as
strong an affinity for soil C as lead. Additionally, they may not be present inisatf
concentrations to have observable impacts in the study soils.

Because the lead in the study soils was most likely deposited after emigsion b
automobiles burning leaded gasoline, soil lead content is tied to roads and vehicular
traffic (Yesilonis et al., 2008)and may be correlated withJ€vels, N and S
deposition, ozone exposures, and potentially many other important factors. However, no

correlations of soil lead levels with these variables were detectedsm dia.

Positive correlation of total and active C with relative ozone exposure:
As with temperature, the positive correlations of total and active soilrcaribto
relative ozone exposure did not match our initial expectations. Agricultural crup pla

grown under elevated ozone exhibit decreased photosynthesis, early seneseaves of |
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and decreased growth and yields (Booker et al., 2009). Ozone causes oxidative damage
to plant tissues/molecules, and plants may close their stomates more undedeleva
ozone; modeling results indicate that these impacts on plant productivity wiladeche
amount of carbon sequestered in terrestrial ecosystems (Sitch et al., 2007).

Ozone exposure, like soil lead, is likely to be correlated with a number of other
factors that are very important for plant growth. The precursors of troposphane oz
formation include nitrogen oxides and volatile organic compounds, often the result of
fossil fuel combustion, and hot weather and bright sunlight promote ozone formation in
the atmosphere. Ozone formation can be inhibited when nitrogen oxides are present in
high concentrations, and wind can distribute precursors and ozone itself over long
distances. As with soil lead, no pairwise correlations between the passinge 0z
exposure measurements and other factors were detected (correlatiomecnefbetween
ozone and soil S, C:N ratio, Pb levels, and Landscan values were all less than 34%, not
shown), although we can’t be certain that the ozone measurements aren’t capturing
variability due to undetected correlated factors (e.g. nitrogen depositiog]) [C@ hile
this result is unexpected and co-varying factors cannot be ruled out, there is some
evidence that support this finding. Two studies have found that increased ozone exposure
decreased soil microbial biomass as detected by phospho-lipid fatty agisig&nal
(Kanerva et al., 2008; Manninen et al., 2010). Decreased microbial biomass, which may
be associated with corresponding decreases in microbial decomposition of sod organi
matter,may result from decreased quantity and/or quality of plantdiitering the soil.

The quality of plant litter in particular might be expected to decreaseagftdse of high

ozone, since ozone causes oxidative damage to aboveground plant tissues. This idea is
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supported by fact that both total and active C are positively correlatecbaathe—high
ozone site soils contain more active C, which is not chemically or physicatigcted,
suggesting that microbial decomposition in general is suppressed.

This result also highlights an important limitation of some experimenidilest of
ozone effects. Many of these experiments apply uniformly high ozone treatorethes
duration of the experiment. In contrast, the sites included in this study have been
exposed to locally and temporally varying ozone for many years. The effect bf shor
duration exposure to elevated ozone may be very different than the effects af chroni
exposure—plants may recover from short-term exposure by repairing oxidamage
at the chloroplast or leaf level, whereas prolonged exposure may calesetieaenesce
(die and fall off of the plant). When premature leaf senescence occurs, the plant’s
investment in the leaves, as well as returns of photosynthate from those |lealest, a
Therefore, another aspect of ozone exposure that should be considered in models and
expectations is plant community type. For instance, turf grassescgradimuously from
protected meristems (sites of new cell production) whenever resourcesdable and
temperatures are appropriate. Mowed or grazed turf grasses are ndblikelss
strongly impacted as broadleaved plants by damage to exposed leaf gadssdsaves
will be removed and regrown whether damaged or not. In contrast, in many tempera
woody and herbaceous broadleaved plant species, more leaves are prodigced el
season, and resources are allocated to woody, reproductive, and/or storagrestiater
in the season. In these types of plants, high 0zone exposure can cause entite leaves
senesce early, and they may not be replaced easily or at all dependingamwthestage

of the plant and the availability of resources.
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Negative correlations of active and total C with fertilization status:

The expectation for the effect of fertilization would be for increasedCsoil
through increased plant growth and thus plant inputs to soils. However, as with almost
every expectation relating to soil C dynamics, there is no real consensesenAmeta-
analysis shows that the expectation for increased soil C with increasiechtemn holds
in agricultural systems (albeit, with a small increase, just +3.5%) buthdbvésld for
forest or grassland soils (Lu et al., 2011). In a well known, very-long-teioubgral
study (“the Morrow Plots”), decades of mineral fertilizer applicatios associated with
decreased soil C (Khan et al., 2007), and the authors state that fertilizewikitsd soil
microbial decomposition of plant residue and soil C, so that despite increased plant
production, declining soil C results. In a four year grassland study, mineral N
fertilization significantly decreased the amount of labile soil C , althaoigl soil C
increased slightly (Dijkstra et al., 2005); the authors suggest that plant irgrets w
stimulated more than organic matter decomposition.

It is also possible that causation is reversed--that the courses apettiiragr
on their roughs do so because their soils have lower soil organic matter content and thus
lower innate fertility. | know anecdotally, however, that many of the cewapgply
fertilizer throughout (i.e. on fairways, greens, and roughs) simply becaysaréhe
private/country club courses with higher greenskeeping budgets, and/or becairss fert
application is part of their traditional management regime. Similarlyy maurses with

roughs in poor shape do not fertilize, because there is no budget for fertilizer. Teherefor



85

fertilization status here is not likely to reflect plant nutrient staiiss is evidenced by
C:N ratios in the top 30cm of the study soil profiles, which were not correlated wi

fertilization status (data not shown).

Positive correlation of total C with cation exchange capacity (CEC):

CEC is the sum of the exchangeable cations that a soil can absorb. While soil
organic matter contributes greatly to CEC, the amount of soil organic médieeceby a
soil will be higher when soil mineral and chemical properties give it a high. CThis is
because multivalent cations, attracted to negatively charged sites onmswalmnsurfaces,
also attract and bind negatively charged sites on organic molecules and thize stabi
them. Therefore this relationship is as expected, and also reinforces thatemeaxs
of active C represent soil C that is not associated with chemical and/or Irsitessa-if

this was not the case, we would expect active C to increase with CEC.

Positive relationship of active C with soil pH:

The rate of decomposition of straw was found to be lower at pH 7.5 than at pH
5.5 (Roper and Smith, 1991). In contrast, the amount of particulate organic C decreased
with pH in mountain grasslands (Leifeld et al., 2008). Therefore, there is no clear
expectation for decomposition of active C in soils of varying pH. However, kely li
that plant inputs to soil increased with soil pH, which ranged from 4.4 to 7.3 in study
soils. Moving upward across this range in soil pH, phosphorus availability improves
greatly, and aluminum and iron toxicity disappear (Haynes and Mokolobate, 2001).

Therefore, this relationship is likely due to increased plant productivity.
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Slight negative relationship between total C and soil clay content:

This correlation is opposite of what was expected—clay is thought to stabilize s
C through cation bridging. Clay content also highly tied with soil pore spaces #ard wa
retention; as soils go from coarse to silt-loam and clay-loam texturasguailable
water reaches a maximum, and then drops as clay content increases furthdarelhere
increasing clay content is likely correlated with a parabolic soil om@dgtinction, and
the multiple regression model is attempting to model both using only clay conterg. It ha
been demonstrated that correlations revealed by multiple regression ansydes
mistaken in magnitude and direction when important predictors are missingélyara

2002), so this relationship can’t give useful information.

Study limitations and other factors:

It is important to note that the lack of a detectable correlation of activeabsadt
C with Landscan values does not conclusively demonstrate that there is hofeffec
[CO;] on soil C. There may be an effect that is too small or too variable to be detected in
these data, or that has already been captured by other explanatory variablesodelse
Furthermore, Landscan values may not give an adequate representationl ¢€Caxfua
for a number of reasons; power plant emissions are not included in Landscan, and the
mixing of atmospheric gases is not well characterized at the scale aridiedan grid-
average levels over neighboring grid squares may better reflect ixell atmospheric

levels
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Along with the lack of direct measurements of [@n important limitation of this
study is that it is missing measurements of soil moisture. Soil moistuaeticupar is
likely to have large impacts on plant productivity and carbon inputs to soil, as well as on

soil oxygen status and microbial respiration and decomposition.

Conclusions:

The results of this study demonstrate that this observational approach can dete
soil C responses to environmental factors, including short term climate changgs. Th
also lend further support to the idea that small increases in temperature may not
negatively impact soil C storage in temperate systems, and suggest trestcsmbkzbne
exposure, and fertilization status may have important effects in intact soils

In the Chesapeake Bay watershed, turfgrass was estimated to cover 1d6 milli
acres in 2003, and that quantity was expected to increase over time. Of thyelarea,
courses constituted 3% and residential lawns constituted 70% (National Envirdnmenta
Education & Training Foundation (NEETF) and Center for Watershed Protectior)(CWP
2003). In Maryland, the land area in turfgrass is larger than the combinedysreang
corn, soybeans, and wheat. Therefore the trends detected in this study régmgsent
proportions of state and regional soils and may have important consequences for soil C
sequestration as well as for models of C cycling. In Baltimore, MD, U.S.Aleadi
was found to be elevated in soils within 200m of major roads (Yesilonis et al., 2008).
While ozone levels have improved over recent years, the American Lung Associati
gave Prince George’s County, MD, U.S.A. a grade of F for ozone pollution for 2011

(http://www.stateoftheair.org/2012/states/maryland/prince-ges#2#033.html). Lead
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contaminated soils and high ozone areas may therefore constitute large dreas of t
region, making the positive impacts of lead and ozone on soil C storage notable for
modeling and sequestration calculations.

In climate change studies, observational studies have been recommended for
elucidating broad trends, whereas controlled experiments good for determining
mechanisms (Schnitzer et al., 2008). This has proved to be the case here; results could be
understood in the context of current experimental research, and direct our focus in new

directions.
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Chapter 4: overall conclusions

One goal of this research was to explore the use of urbanization as a sdagate
future levels of climate change in field studies. Traditional experimentatel change
studies (i.e. experiments with actively imposed, controlled treatments)yfelded
excellent information, but suffer many limitations such as small overalbauof study
sites/systems, low statistical power, large-step-increasengatd, inability to represent
complex interactions, and a reliance on disturbed soil to overcome high varidbility.
wanted to demonstrate that studies using urbanization as a substitute fomigatukl
overcome some or all of these limitations, and so be a complement to the body of more

traditional climate change research,. | carried out two studies to tas. eff

The first study took place in the context of an existing experiment creatalio
the responses of weedy plant community development in response to urbanization. Plots
with a common, initially homogenized soil and seedbank were established in a rural,
suburban, and urban location along a single transect and allowed to develop for five
years, during which time temperature, [f,@zone exposure, vapor pressure deficit and
other environmental measurements were made. In the sixth year | madedepea
measurements of the length of arbuscular mycorrhizal fungal hyphae in thef sodse
plots. | also made one-time measurements of arbuscular mycorrhizal spbres a
phospho-lipid fatty acid profiles. Towards the urban side of the transect, temperature
and [CQ)] increased, and so did cumulative plant biomass production and plant secession.
The suite of these changes was expected to increase the abundance of arbuscular
mycorrhizal spores and hyphae, but the opposite was true. Similarly, incpéeased

biomass and/or accelerated plant community succession away from weedy annual
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colonizer species were expected to impact the abundances of both spores and hyphae, but
instead, only soil factors—soil acidity, temperature, and moisture—had predidtiee va

in multiple regression modeling of hyphae and spores of one species. This caerstitute

new type of study system for arbuscular mycorrhizal research, one in whichl&ot

host and environmental variables vary. This is both a limitation and a strength of the

study: this complexity may capture interactions that cannot be mimickedrantightly

controlled experimental studies, but it is difficult to make clear coroglstivith so many

varying factors. In this study, the small number of replications and a siagkect

resulted in a large number of both response and predictor variables, but there were not

enough data points to adequately model all of them.

The purpose of the second study, which | designed and carried out in entirety, was
specifically to try a new approach to soil carbon/climate changercbseld was not clear
if any responses would be detectable with this approach, or if underlying saitliNtgr
and other differences among sites would mask any responses. A large numimty of st
sites (relative to the sample size or number of blocks in most controlledregpti
studies), 62, were established in the roughs of golf courses established far26rye
longer, located around the state of Maryland and the District of Columbia. Thgse lon
undisturbed soils all grew similar mixtures of cool season grasses and Had Isimi
levels of management. | measured active and total soil carbon and many soil,
environmental, and management variables, and used multiple regression to look for
patterns. One strength of the study was the use of small, buried temperaturehaiobes
recorded hourly temperatures at each site, and were also able to yield terapera

summary values such as minimum and maximum temps for certain periods. hgtele t
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is innate variation in soils and parent materials across the study areagéheuanber of
sites, similarity in plant and management factors, and large number of potential
explanatory variables allowed that variability to be incorporated in and explairtbd by

regression modeling.

Widely expected negative effects of warming mean annual temperatsiod on
carbon were not found in this study. In contrast, a there was a small positivetioorrela
between minimum daily temperatures from February and total soil carborc(ivet a
carbon), suggesting that freeze/thaw disruption of soil organic matter is artantpor
process in soils of this region. Similarly, ozone exposure and soil lead had unexpected

positive correlations with soil carbon.

The validation of this approach, in which treatments were not controlled but
provided by the environment, was one of the main purposes of this study and may be
more important than the specific findings. The effect sizes and vasitratewvere
measured in this study could be used to conduct a statistical power analysesrtorget
how small the effect of [C£ on soil C (if any) might be in order to escape detection in
this study; the five years of continuous [§@easurements made by George et al.
(2007) at the transect locations of the first dissertation study could be usathtdestite
magnitude and variance of [GQlifferences. However, this would be more complicated
than a simple effect-size power analysis because of the spatial grataewariability of

[CO,] and its unknown properties over a finer scale.

This method was inexpensive and can contribute data, new hypotheses, many

more study sites and higher replication to the body of traditional research nesehoa
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as a means to validate expectations derived through traditional methods. Broad
implementation of studies using this type of experimental design is econgnecelible

and could provide critical information for carbon cycling research and mod&inglies

of this type are also good for outreach. My project involved meeting with staff at the
courses, most of whom were excited about the research and very willing to tielp wi
ozone monitors and in any other way they could. | also interacted with manygolfer
while | worked on the courses, and almost all were curious about the study. Maay of t
people | met were quite skeptical of climate change science, who neverthetes
interested in the process and in how | might interpret the findings. Getizensi

involved in studies like this is good for science literacy and for the projectotfid

return to the golf course study in the future, |1 would try to secure fundingafolests

steel air-sampling canisters so that fCEuld be measured directly by mass
spectrometry (Ross Salawitch, personal communication, 7/19/2012). This would be an

ideal way to get people involved in the science of climate change research.

With more funding (still small relative to the operating budgets of largeaitaat
experiments) there are a number of improvements | could make to the golf stoalyse
| would have collected samples to one meter in depth (or as deep as the profile goes, i
shallower than one meter); there may be different dynamics of soil C deeperprofile
that may strengthen or negate my findings in the upper 30 cm of soil. Also, in order to
use the soil C measurements in regional or global inventories of soil C, or to usa them
models, one meter cores are standard. | would also use probes to continuoustg meas
soil moisture in the upper soil profile at each sampling location. These measiseme

like the detailed temperature measurements, would likely yield a lot ofmafmn about
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soil C dynamics and may improve the statistical models. Once soil moisture
measurements are available, the effects of soil texture (if preséetsm $oils) may

become more apparent. Measurements of soil mineral particle speddicesarea and

of soil mineralogy may be more useful than soil texture in predicting soil C stocks
because they would give a better picture of available soil C binding sunfieeash soll
(CEC may be capturing this adequately, but there is no way to know until these
measurements are made and compared). More precise measurement$ anficcD

ozone exposure would be of value, and so would measurements of annual plant biomass
production, root and soil respiration, and photosynthesis rates under a variety of
conditions. Characterization of soil microbial biomass, respiration, and congmunit
composition would indicate if the proposed mechanism of microbial inhibition is valid
and would allow refinement of this hypothesis (e.g. overall reduction in biomassechang

in community composition, and/or slowed rates of respiration).

This study could also, potentially, be combined with more active experimental
treatments. Many of the golf courses have plenty of space and are openttficscie
research, so plant communities or environmental variables might be managed in smal
plots. However, it is difficult to leave any equipment at ground level on a golf course.
Alternatively, more sampling locations might be added at each course and/or more
courses might be included in a future study, to try to get more measuremenisantiff

levels of several variables.

What do the results tell us to expect under future climate change? Becallise foss
fuel consumption and emissions are not likely to slow anytime soon, it seems likely tha

[CO,] will continue to rise, global warming will continue, and the 2°C limit to global
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warming that many have proposed will almost certainly be surpassed. neahgiture,

in temperate grasslands, my results suggest that there will not be2mtpus loss in soil

C based on warming temperature, and there may be increased storage axzsul fre
frequency decreases and ozone exposures increase. | can’t speculatefentthef ef
[CO;] at any concentration based on my results, and excessively high@iQilter so
many processes (photosynthesis, stomatal conductance, soil moisture, podsibly soi
acidity of cation leaching, pH of rainwater) that predictions are diffidudften feel
disheartened at the lack of progress in limiting §Z@e results of this study could serve
as a small hopeful point—that if emissions can be reined in soon, in the interim

temperate soils may help to buffer rising [0y storing more C.
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Appendix 1: instructions mailed with passive ozone monitors

The monitor should be placed outside for exactly 2 weeks, startingreetime between 7 PM
Monday 8/23 and 11 AM Tuesday 8/24.Inside the assembly are blue filter papers. They are
dyed with indigo carmine, which is similar to what colors denim, and is not toxic

Instructions:

1. Keep the filters inside the zip lock bags, indoors, away from heat andsdinecintil they are
ready to be hung up.

2. The fronts of the clear plastic filter holders are not solicky #ine open, with 2 kinds of filters
glued on to allow air flow. Therefore, hold them by the edges if possible.

3. When it is time to hang up the monitor, pull down on the string ends inside thepfibve®

that you can hook the two filter
holders on to the string. Then push
the metal washer down the string to
tighten, so that the clear plastic rain
shield lays close over the holes in
the flowerpot. Call me anytime for
guestions/problems.

4. Please jot down the approx time
and day the monitor was put
outside here

and
if possible, collect it at the same
time and day, 2 weeks laté&vi¢n.9/7 or
Tues. 9/8.

5. How and where to hang:

| have taped a hook to each flowerpot, if needed. Hanging from a tree branch, atraiest
trunk, or in a similar protected place is ideal. However, good air Howeeded, so please avoid
dense stands of trees and enclosures if possible. Hang at shoulderedigien 5 and 6 feet
high. If possible, don’t hang the monitor near the maintenance building/lot Seeesitaust from
the equipment can give a false reading. Any location within several lufiegteof the soil
sampling location is ok. Facing away from the direction of play might helmdimitors survive
for 2 weeks...

6. After the 2 weeks: please unhook the two clear filter holders from the, $tut them back in
the zip lock bag, and mail to me in the padded envelope. The rest of the assgmbbansave
it for me, use the parts, recycle, or toss, whatever is easigstufor

THANKS VERY MUCH FOR YOUR HELP.



Appendix 2: sample of R code and approach to multiple regression analysis

#EMH/golf stats, June 30, 2012

# “#” indicates comments—R disregards anything ente
#Include “golfmaster.txt”, text file of data to see
#output shown in smaller font. Use Courier New and
paste #from R to word. Anything not prefaced with

rm(list=Is(all=TRUE))

#this removes previously used variables from R, use
#for me because | have several files with similar/s
variables

golfmaster <- read.table(file.choose(), header = T)
#this is how you read in a #text file. See attache
golfmaster.txt #for proper format for R.

head(golfmaster) #shows top few lines of the data f
# make subset of complete sets only: using logical lo
Matt #Kramer @ USDA biometrical consulting service—is.na
that is #empty or has na
tl <- logical(62)
for (iin 1:62) {

if (lis.na (sum (golfmaster]i,8:12]))) {

tl[i] <- TRUE #now only complete rows retaine
}
}

gms1 <- golfmaster[tl,] #gms1l is now the subset wi

#use when comparing resids or other strings among m
#includes temperature or other incomplete variable,
automatically #exclude missing values, but then

#you can't plot resids from that model against the
unless #you use the file of completes as data sourc

library(MASS) # | can’t remember if | still need t
old

#STEP 1, play around with potential regression mode
what is #sig and stays sig, and keeps

#direction of correlation . using scaled values (v

=0) to #eval effect sizes easier

BHARHHH AR AR R R A R R R

HHAHH R R R R R
#use gmsl (complete sets only) to explore

fullEMH <- Im(data = gms1, scale(hyphpercm2) ~ juli
scale(age) + scale(soilpH) + scale(avesilt))
summary(fulEMH)

#only age, negative effect

Im(formula = scale(hyphpercm2) ~ juliandate + x +y
scale(soilpH) + scale(avesilt), data = gms1)

+ scale(age) +

red after the #
single space to

“#" is code.

ful
ame names of ind

d text file

ile
op, courtesy of
means any cell

d by the vector t1.

th no missing data.

odels—e.g. if model
it will

dependent variable
e....

his package, may be

Is, take notes of

ariance = 1, mean

BHARHHHHHHHHHAARR R

andate + x +y +
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Residuals:
Min 1Q Median 3Q Max
-1.42547 -0.58160 -0.08231 0.40750 2.33252

Coefficients:

Estimate Std. Error t value Pr(>|t|
(Intercept) 65.495324 72.064364 0.909 0.37
juliandate  0.007583 0.010567 0.718 0.47
X 0.386829 0.627423 0.617 0.54
y -0.925714 0.955068 -0.969 0.34
scale(age) -0.358935 0.170050 -2.111 0.04
scale(soilpH) -0.292820 0.178706 -1.639 0.11
scale(avesilt) -0.075422 0.176818 -0.427 0.67

Signif. codes: 0 “** 0.001 ** 0.01 * 0.05 .
Residual standard error: 0.9563 on 31 degrees of fr

Multiple R-squared: 0.2337,  Adjusted R-squared:
F-statistic: 1.576 on 6 and 31 DF, p-value: 0.1873
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eedom
0.08543

#try others—temp, silt, etc.

EMHO<-Im(data = gms1, scale(hyphpercm2) ~ scale(soi IpH) +

scale(avesilt) + scale(aveMAXmay) + scale(age))

summary(EMHO)
#soil pH and age sig, both neg

Im(formula = scale(hyphpercm2) ~ scale(soilpH) + sc
scale(aveMAXmay) + scale(age), data = gms1)

Residuals:
Min 1Q Median 3Q Max
-1.53161 -0.67538 -0.08662 0.61355 2.45480

ale(avesilt) +

Coefficients:
Estimate Std. Error t value Pr(> 1)
(Intercept)  2.205e-16 1.493e-01 0.000 1. 0000
scale(soilpH) -3.755e-01 1.589e-01 -2.364 O. 0241 *
scale(avesilt) -1.951e-01 1.533e-01 -1.272 0. 2123
scale(aveMAXmay) -2.192e-01 1.566e-01 -1.400 O. 1709
scale(age) -3.391e-01 1.552e-01 -2.185 O. 0361 *
Signif. codes: 0 “*** 0.001 **' 0.01 ** 0.05 *. 011
Residual standard error: 0.9201 on 33 degrees of fr eedom
Multiple R-squared: 0.245,  Adjusted R-squared: 0.1535
F-statistic: 2.677 on 4 and 33 DF, p-value: 0.0488 6
#betttter; remove juliandate, not needed. Max may temp ns but not too
far off either, continue to explore.
EMH1<-Im(data = gms1, scale(hyphpercm2) ~ scale(soi IpH) +
scale(avetotclay) + scale(aveMAXmay) + scale(age))
summary(EMH1)
#same

EMH2<-Im(data = gms1, scale(hyphpercm2) ~ scale(so

scale(avetemp) + scale(Zn) + scale(P))
summary(EMH2)
#nope, only silt and (borderline) pH.

ilpH) + scale(age) +

EMH3<-Im(data = gms1, scale(hyphpercm2) ~ scale(so ilpH) +

scale(avetotclay) + scale(LANDSCAN) + scale(relOZON

summary(EMH3)
#worse and worse

E) + scale(age))



EMH3<-Im(data = gms1, scale(hyphpercm2) ~ scale(so
scale(avesilt) + scale(age) + scale(aveMAXmay))
summary(EMH3)

#neigher CEC or CA can sub for soil pH, which is ha
-opposite of in transect manuscript, but

#this is a much larger range

EMHA4<- Im (data=gms1, hyphpercm?2 ~ soilpH + avesilt
summary(EMH4)

#now wer're getting somewhere
EMH5<- Im (data=gms1, scale(hyphpercm2) ~ scale(soi
scale(age) + scale(aveMAXmay))

summary(EMHS5)
Im(formula = scale(hyphpercm?2) ~ scale(soilpH) + sc ale(Mg) +

scale(age) + scale(aveMAXmay), data = gms1)
Residuals:

Min 1Q Median 3Q Max
-2.03800 -0.47656 -0.04256 0.35343 2.37471
Coefficients:

Estimate Std. Error t value Pr(> It

(Intercept) 4.368e-16 1.381e-01 0.000 1.00 0000
scale(soilpH) -9.146e-01 2.435e-01 -3.757 0.00 0668 ***
scale(Mg) 6.515e-01 2.384e-01 2.7320.01 0026 *
scale(age) -3.439e-01 1.435e-01 -2.396 0.02 2388 *
scale(aveMAXmay) -4.121e-01 1.646e-01 -2.503 0.01 7435 *
Signif. codes: 0 “*** 0.001 ** 0.01 ** 0.05 . 011
Residual standard error: 0.851 on 33 degrees of fre edom
Multiple R-squared: 0.3541, Adjusted R-squared: 0.2758
F-statistic: 4.522 on 4 and 33 DF, p-value: 0.0050 49

ilpH) +

ving negative assoc-

+ age + aveMAXmay)

IpH) + scale(Mg) +

#not significant/needed: P, Fe, Al, Pb, Zn, lat and
highly #sig. it is .63 cor with pH but improves the

plot(soilpH, Mg)#higher pH soils sometimes have hi
always

#so0 not multicollinearity. Log transform Mg makes
#tightly correlated.

long, BUT Mg is
degree of sig

gher Mg, but not

them look even less
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EMHG6<- Im (data=gms1, scale(hyphpercm2) ~ scale(Mg)

scale(avetotclay) + scale(age) + scale(aveMAXmay))
summary(EMH6)

#maybe try using pHsquared instead of Mg?

#doesn't improve R2 value as much as using both pH

EMH6a<- Im (data=golfmaster, scale(hyphpercm2) ~
scale(avesilt) + scale(age) + scale(aveMAXmay))
summary(EMH6a)

EMHG6b<- Im (data=gms1, scale(hyphpercm2) ~ scale(M

+ scale(age) + scale(aveMAXmay) + scale(avesand))
summary(EMH6b)

#sand--maybe, active C, not total C

#tried/not shown, not useful for model: NOT CALCIU
TEMP, still not tot clay, NOT Pb or As,Not iron, NO

, NOT OZONE

EMH8<- Im (data=gms1, scale(hyphpercm2) ~ scale(Mg

scale(CtoNprof) + scale(age)
+ scale(aveMAXmay))
summary(EMHS8)

BHAHHHHH A R AR

HHAHH R H AR A R R R A
so, i guess lets stick with model 6-no, no. 7

EMH7 <- Im (data=golfmaster, scale(hyphpercm2) ~
scale(log(Mg)) + scale(age) + scale(aveMAXmay) +
scale(avesand))

summary(EMH7)

Im(formula = scale(hyphpercm2) ~ scale(soilpH) + sc
scale(age) + scale(aveMAXmay) + scale(avesand),

Residuals:
Min 1Q Median 3Q Max
-1.42108 -0.54690 -0.03085 0.43029 2.03111

Coefficients:
Estimate Std. Error t value Pr(>|t

-0.1104 0.1051 -1.050 0.2992

-0.6094 0.1515 -4.022 0.0002
scale(log(Mg)) 0.4155 0.1426 2.914 0.0055
scale(age) -0.2212  0.1065 -2.076 0.0436
scale(aveMAXmay) -0.2843 0.1098 -2.590 0.0128
scale(avesand) 0.2750 0.1070 2.5700.0135

(Intercept)
scale(soilpH)

Signif. codes: 0 “*** 0.001 ** 0.01 ** 0.05 *.

Residual standard error: 0.7396 on 45 degrees of fr
(11 observations deleted due to missingness)

Multiple R-squared: 0.3836, Adjusted R-squared:

F-statistic: 5.601 on 5 and 45 DF, p-value: 0.0004
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+ scale(soilpH) +

and Mg though

scale(soilpH)"2 +

g) + scale(soilpH)

M, K, NOT MIN FEB
T totalC, NOT cto N

) + scale(soilpH) +

HHAHHHHHHHHH A

scale(soilpH) +

ale(log(Mg)) +
data = golfmaster)

)
77

18 *kk
34
11+
94 *
35+

0171
eedom

0.3151
276

attach(golfmaster)#this means now R will go to golf
unless |

#specify otherwise

cor(Mg, soilpH) #=0.63, approaching the .7 mention
but not

#other correlations ok, low

cor(soilpH, age)

cor(gms1$soilpH, gmsl1$aveMAXmay)
cor(gms1$soilpH, gmsl1$avesand)

master for data

ed as problematic



cor(gmsl$aveMAXmay, gmsl$avesand)

stepAIC(EMH?7, direction = c("both"))
#this is a way to do stepwise mult #regression mode

plot(EMH7)
plot(EMH6$res, ylab = "residuals”, main ="index plo
# overall resids look ok, no big obvious pattern

EMHlesspH$res

4.5 5.0 55 6.0 6.5 7.0

gms1$soilpH

#now need to look at the resids of the full model a
and the

#then graph resids of (model - factorl) vs factor 1
the model is doing

EMH<- Im (data=gms1, scale(hyphpercm2) ~ scale(log
scale(soilpH) + scale(age) + scale(aveMAXmay) +
scale(avesand))

summary(EMH)

# Mg--without log(Mg) in model, back to just age an

R2 of 15%. not bad actually, but still.

EMHIlessMg<- Im (data=gms1, scale(hyphpercm2) ~) +
scale(age) + scale(aveMAXmay) +

scale(avesand))

summary(EMHlessMg)

plot(gms1$Mg, EMH$res)#it is heteroskedastic, shape
megaphone= decreasing variance with incr Mg

# pH

EMHIlesspH<- Im (data=gms1,scale(hyphpercm?2) ~ scal
scale(age) + scale(aveMAXmay) +

scale(avesand))

summary(EMHlesspH)#without pH, everything loses all
whole dataset. not sure what that means lets see.
plot(gms1$soilpH, EMH$res) #look good
plot(gms1$soilpH, EMHlesspH$res) #with temp removed
positive relationship

| selection with AIC

t of residuals™)

gainst each factor

to really view what

(Mg)) +

d soil pH, and adj

scale(soilpH) +

d like backwards

e(log(Mg)) +

sig except sand in

from model, can see
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abline(Im(EMHlesspH$res~gms1$soilpH))

# sand

EMHIlesssand <- Im (data=gms1, scale(hyphpercm2) ~
scale(soilpH) + scale(age) + scale(aveMAXmay))
summary(EMHlesssand) #no big deal for rest to remo
plot(gmsl$avesand, EMH$res) #res look fine
plot(gmsl$avesand, EMHIlesssand$res) #but still rela
pretty good
abline(Im(EMHIesssand$res~gmsil$avesand))

# age

EMHIlessage <- Im (data=gms1, scale(hyphpercm2) ~ s
scale(soilpH) + scale(aveMAXmay) +

scale(avesand))

summary(EMHIlessage)#no big deal to remove age
plot(gmsl$age, EMH$res) #looks fine

plot(gmsl1$age, EMHIlessage$res) # still a nice looki
abline(Im(EMHlessage$res~gmsl1$age))

# max may temps

EMHIlessmaxtemp<- Im (data=gms1, scale(hyphpercm?2)
scale(soilpH) + scale(age) + scale(avesand))
summary(EMHlessmaxtemp)

plot(gmsl1$aveMAXmay, EMH$res) #look good
plot(gmsl1$aveMAXmay, EMHlessmaxtemp$res) #with temp
can see positive relationship
abline(Im(EMHlessmaxtemp$res~gmsl$aveMAXmay))

HH B R
HHEHHH I
#partial correlations and ClI

# is recalculating t values from Im output, which
s.e.. #could just use t value column 3

t.valuesEMH8 <- summary(EMH8)$coefficients[,1] /
summary(EMH8)$coefficients[,2]

#squared t values = f values. f dist = ratio of tw
partcorrEMH <- sqgrt((t.valuesEMHB8) / ((t.valuesEMH8
EMHB8$df.residual))

partcorrEMH

partcorrEMH"2

round(partcorrEMH”2, 3)

###"'model" is your multiple regression fit, i.e.
##H"'model" is your multiple regression fit, i.e.

#final EMH8 is unscaled version of final EMH7, so--
except for intercept of course.
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scale(log(Mg)) +
ve sand

tionship looks

cale(log(Mg)) +

ng relationship

~ scale(log(Mg)) +

removed from model,

HHAHHHHHHHHH A

is just estimate /

o chi squared dists.
)+

yes, close to same

nd(partcorrEMH"2, 3)

(Intercept)  soilpH log(Mg) age a veMAXmay
0.240 0.315 0.219 0.172 0.189

>

avesand
0.099



FHHHHHE R R Y again with scaled, should be same part
corr

Unscaled CI:

#95% CI for the effect sizes obtained by estimate + /- 1.96*std.error

upperCIEMH <- summary(EMH8)$coefficients[,1] +
1.96*summary(EMH8)$coefficients|,2]
lowerCIEMH <- summary(EMH8)$coefficients[,1] -
1.96*summary(EMH8)$coefficients[,2]
round(lowerCIEMH, 3)

round(upperCIEMH, 3)

nd(lowerCIEMH, 3)

Unscaled Cl: 95%

(Intercept)  soilpH log(Mg) age a veMAXmay avesand
209.749 -61.841 14.487 -0.846 -11.250 -0.023

> round(upperCIEMH, 3)

(Intercept)  soilpH log(Mg) age a veMAXmay avesand
883.188 -20.036 69.344 -0.115 -1.845 1.122

>

Standardize CI
(lowerClscaleEMH,3)

(Intercept) scale(soilpH) scale(log(Mg)) scale(age) scale(aveMAXmay)
scale(avesand)

-0.316 -0.906 0.136 -0.430 -0.499

0.065

> round(upperClscaleEMH, 3)

(Intercept) scale(soilpH) scale(log(Mg)) s cale(age) scale(aveMAXmay)
scale(avesand)

0.096 -0.312 0.695 - 0.012 -0.069

0.485

>

upperClscaleEMH <- summary(EMH7)$coefficients[,1] +
1.96*summary(EMH7)$coefficients[,2]
lowerClscaleEMH <- summary(EMH7)$coefficients[,1] -
1.96*summary(EMH7)$coefficients|[,2]
round(lowerClscaleEMH,3)

round(upperClscaleEMH, 3)

> round(lowerClprop, 5)

(Intercept)  soilpH log(Mg) age a veMAXmay avesand
144.07222 -43.04281 8.27489 -0.57450 -7.95130 0.14479
> round(upperClprop, 5)

(Intercept)  soilpH log(Mg) age a veMAXmay avesand

657.90885 -14.83865 42.26063 -0.01655 -1.10062 1.07450
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transforming to log(Mg) improves
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###tremoving Max May temp does reduce sig of Mg and sand
Im(formula = scale(hyphpercm?2) ~ scale(log(Mg)) + s cale(soilpH) +

scale(age) + scale(avesand), data = gms1)
Residuals:

Min  1Q Median 3Q Max
-1.4107 -0.5216 -0.2443 0.4263 2.3356
Coefficients:

Estimate Std. Error t value Pr(>|t 1)
(Intercept) -7.502e-17 1.470e-01 0.000 1.00 00
scale(log(Mg)) 4.133e-01 2.419e-01 1.709 0.09 69 .
scale(soilpH) -6.271e-01 2.423e-01 -2.588 0.01 42 *
scale(age) -3.276e-01 1.530e-01 -2.141 0.03 97 *
scale(avesand) 2.173e-01 1.536e-01 1.415 0.16 64
Signif. codes: 0 “*** 0.001 ** 0.01 ** 0.05 ". 0171
Residual standard error: 0.9063 on 33 degrees of fr eedom
Multiple R-squared: 0.2674, Adjusted R-squared: 0.1786
F-statistic: 3.012 on 4 and 33 DF, p-value: 0.0318 7
But clearly this is a much looser relationship:
o o

EMHlessmaxtemp$res

gmsl$aveMAXmay

EMHIlesspH$res

45 5.0 55 6.0

gms1$soilpH
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