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The electric form factor of the neutron, G, provides key understanding of
the structure of one of the basic building blocks of visible matter in the universe.
Recent interest in this quantity is the result of the improved quality of data provided
by double polarization experiments, which have substantially improved in the last
decade.

This thesis presents precision measurements of G% by the E02-013 collabora-
tion at Q? of 1.7, 2.5, and 3.5 GeV2. This measurement used a double polarization
technique, a highly polarized *He target, a polarized electron beam, a large accep-
tance spectrometer to detect the scattered electrons, and a large neutron detector
to detect the recoiling hadrons in the reaction 3Pfe(€, e'n). These measurements will
be compared to a variety of models of the nucleon’s internal structure, as well as
used to extract individual contributions of the up and down quarks to the nucleon

form factors.
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Chapter 1
Physics of the Nucleon

1.1 Introduction to the Nucleon

In 1933 with the discovery that the magnetic moment of the proton (having

_€
» 2MpN

mass My and charge e) was not simply that of a point particle nucleons were
known to have internal structure [52]. This structure has been the object of interest
to physicists for over 50 years. Nucleon structure may be examined with scattering
experiments utilizing electromagnetic, hadronic or “weak” probes. The electromag-
netic interaction, by scattering real or virtual photons from the nucleon, can be used
to parametrize the unknown electromagnetic structure into effective form factors.
One set of parametrizations for the electromagnetic form factors is the Sachs form
factors, Gg and G}y, which relate to the charge and magnetic distributions of the
nucleons. These form factors only depend on the square of the four-momentum
transfer carried by the photon, Q2.

However, the electromagnetic form factors provide more than just a relation to
the charge and magnetization distributions of the nucleon. Any theory of the nucleon
must explain the nucleon’s structure, and the form factors provide an experimental
test of this structure. The form factors are also important for the analysis of many

other experiments, so having precise measurements can enable better determination

of other quantities.



This thesis reports on a measurement of the neutron’s electric (otherwise
known as charge) form factor extracted from the asymmetry resulting from po-
larized electron scattering from a polarized 3He target. The structure of this thesis
is as follows. In Chapter 1, the nucleon structure is introduced and discussed within
the framework of various models. In Chapter 2, the formalism required for describ-
ing the form factors and the discussion of the measurement is developed. In Chapter
3, previous measurements of the electric form factor are presented in addition to se-
lected fits within the framework of the models discussed in Chapter 1. In Chapter
4, the experiment is introduced, along with a description of the experimental appa-
ratus. In Chapter 5, the analysis is presented along with the experimental values for
G'y. Finally, in Chapter 6 new results are discussed in the context of the presented
models, the flavor form factors are decoupled, and the quark orbital angular mo-
mentum is presented. The remainder of this chapter will have a short introduction
to quantum chromo-dynamics (QCD) presented in section 1.2 and an introduction

to the various models of nucleon structure in section 1.3.

1.2 QCD

The ground state structure of the nucleon can be investigated using momentum
transfer in an elastic scattering experiment, where the initial state of the nucleon is
not changed. In electron scattering, the electromagnetic properties of the nucleon
are probed, and they are characterized by the aforementioned form factors. These

form factors express the difference between scattering from an object with internal



structure and scattering from a point particle.

In the very successful theory of the strong interaction, quantum chromo-
dynamics (QCD), the nucleon is the lowest energy three-quark bound state. QCD
is similar in structure to quantum electro-dynamics (QED), but where in QED the
strength of interaction is governed by electric charge and the exchange particle is
photon, in QCD the exchange particles are gluons and the interaction strength is
due to color charge. The nucleons are then made up of these gluons and quarks,
with the individual quarks being resolved in the Bjorken limit. The three lightest
quarks are identified in Table 1.1.

The notion of valence versus “sea” quarks, where it is the valence quarks that
define the electromagnetic attributes of the hadron, is useful. For the proton, the
valence quarks are two up quarks and one down quark, for the neutron the valence
quarks are two down quarks and one up quark.

Protons and neutrons, as has been implied here, share many similar proper-
ties. Models and theories have been developed to explain both proton and neutron
properties together, in terms of their shared properties as nucleons. Similar prop-
erties are expected because both nucleons are made up of the same constituents,
and have the same types of valence quarks. Both also have the same spin, are very
close in mass, and are long lived. This allows one to discuss the two nucleons as two
states of a single object, differentiated by the additional quantum number “isospin”.
When the next lightest quark, the strange quark (with strangeness charge —1), is
included, an SU(3) symmetry group can be formed, although this symmetry is only

approximate due to the larger mass of the strange quark.



The charge in QCD is color, with three colors instead of the single electro-
magnetic charge which is familiar from classical physics. A significant distinction
of QCD is that, unlike the photon in QED, the exchange particles (gluons) hold
the property of color themselves. As a result, the gluons can interact with each
other, and a quark of a particular color will be “anti-screened”, causing the force to
increase as distance increases. This phenomenon results in confinement. The three
color charges of the quark form a SU(3) group as well. This confinement and the
creation of the QCD vacuum implies the existence of “sea quarks” (@u, dd, 5s) and

gluons within the nucleon [46].

name | electric charge | isospin | strangeness | current quark mass [35]

u (up) +2 3 0 1.5 to 4 MeV
d (down) —3 —3 0 4 to 8 MeV
s (strange) -3 0 -1 80 to 130 MeV

Table 1.1: The three light quarks and their respective charges. Other quarks are the
¢ (charm), b (beauty), and t (top) quark, but they are too heavy to play a large role
in the experiments described here. These three light quarks form the SU(3) group.

1.2.1 Perturbative QCD

Quantum electrodynamics is a highly successful and calculable theory, in part

because it is perturbative. This is not the case for QCD. At large distances from
. . ey 2 ~ 1 .

the bare charge, the QED coupling is the familiar a(Q*) ~ 3= while the QCD

coupling, a,(Q?), is ~ 1 at low momentum transfer making an expansion in a,(Q?)

impossible. However, the coupling decreases with increasing @2, the theory is said

4



to be “asymptotically free”. The renormalization scale, A, defines the energy at
which the effective coupling becomes large. When (? is well below this, quarks and
gluons are bound into hadrons [46].

At sufficiently high momentum transfers (Q? > A?), we would expect to be
able to understand the nucleon structure using perturbative QCD. A virtual photon
of high enough transferred momentum will see the nucleon as consisting of three
massless quarks moving collinearly. In (quasi-)elastic scattering the momentum
of the virtual photon is shared among the three quarks through two hard gluon
exchanges, with each gluon’s momentum being proportional to (). This gives the
dominant scaling of 1/Q* for the helicity conserving form factor (known as Fy(Q?)).

This power counting is justified by QCD factorization theorems [12].

1.3 Nucleon Structure

When the transferred momentum is below the scale A, the QCD interaction
is strong and quarks are confined. In this parameter space there is no clear way
to calculate quantities using QCD analytically. There is much promise for future
calculations using direct computational techniques such as Lattice QCD. In the
meanwhile, various models have been developed to describe the dominant features

of nucleon structure.



1.3.1 Partons

In deeply inelastic scattering (DIS), where the proton breaks up, the final state
of the interaction cannot be described by a particle in a single final state. Because
of this, a tensor W is used to parametrize the unknown final state. In the Bjorken
limit (Q* — o0), apparent point particles known as quarks are resolved inside of the
nucleon, each of which is carrying some fraction of the nucleon’s four-momentum.
The nature of the strong interaction is such that individual quarks are never seen;
instead these “partons” exit the nucleon in jets of colorless hadrons; either gqq
baryons or ¢q pairs (mesons). At lower momentum transfers where deep inelastic
scattering is not applicable, mesons can also be produced through the production
and decay of a nucleon excited state.

In the infinite momentum frame, where the momentum of the hadron is large
and all masses can be neglected, and in the case that the invariant mass of the system
is large, the response tensor W can be represented in terms of dimensionless
structure functions. It is useful for these to be expressed in terms of Bjorken =z,
a dimensionless kinematic variable of the virtual photon. This variable gives the
component (zE) of the initial energy /momentum carried by the resulting “parton”.
In the limit x — 1, all of the momentum is being carried by the parton, and so
the valence quarks dominate the interaction. As x approaches 0, the sea quarks
dominate. The momentum which is not carried by the quarks and antiquarks is
carried by the gluons [46].

The analysis of partons and the constituents of the nucleon is made more



complicated because many energetic terms must be included. This means that
relativistic effects should be considered. However, this makes the interpretation of
the wave function unclear, because a Lorentz boost mixes the momentum states. If
QCD is quantized at a fixed light-cone time, 7, where 7 =t + 2, the challenges of
mixing due to Lorentz boosts is removed along with the complexity of the vacuum
in relativistic quantum field theory. The following models and interpretations of
nucleon structure are mostly considered in such a quantization. Further discussion
on this is in Section 6.1 [19][20][21][64].

In elastic scattering, where the nucleon neither breaks up nor is excited, there
is a single final state. The tensor W, then can be reduced to a form factor. Ob-
viously, a complete model of the internal structure of the nucleon must include a
description of form factors. In the case of a Spin—% object like a nucleon, there are
two independent form factors, which can be expressed in the form of Sachs electric
and magnetic form factors (Gg and Gjs) or as the Pauli and Dirac form factors,
F} (chirality conserving) and F» (chirality-flip) (The relationship between these will
be described in Chapter 2). In addition to elastic and deeply inelastic scattering
other hard exclusive processes such as deeply virtual Compton scattering (DVCS),

can also used to investigate nucleon structure (for a pictorial description see figure

1.1) (23] [46].



\ GPD in DVCS process.
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Figure 1.1: Shown is a schematic of the DVCS process, in the framework of gen-
eralized parton distributions (GPDs). Here ¢ is the skewness, z is the longitudinal
momentum fraction, N is the nucleon, v is the virtual photon, and ~ is the detected
photon. The skewness gives the longitudinal momentum asymmetry, as shown in
the figure.

1.3.2 The Constituent Quark Model

An early model of nucleon structure is the constituent quark model (CQM).
In this case, the nucleon is a ground state of three massive quarks in a confining
potential. The masses of these quarks are determined by SU(3) flavor symmetry and
it is assumed that the mass of the hadron is held by just the valence quarks. While
relativistic modifications of this model have had some descriptive success, the model
does not satisfy the chiral symmetry of the QCD Lagrangian. Some modifications,
such as goldstone-boson-exchange (GBE) where there is an additional quark-quark
interaction, and the one-gluon exchange (OGE), provide a general fit to the data
for the form factors and the radii of the nucleons.

The long distance behavior of hadronic wave functions should be able to be
described by the exchange of the lightest of the gq states, the pions. As a result,

pion signatures should be seen in the low momentum behavior of hadrons, and the



addition of this pion cloud to the constituent quark model is used to form a better
model of the nucleon. An early model of this type is the cloudy bag model. Here the
pion cloud interacts with the confined quarks such that chiral symmetry is restored.

This cloudy bag model provides a good fit of low Q? nucleon form factors [76][69)].

1.3.3 Generalized Parton Distributions

In a number of reactions, the scattering amplitudes factorize such that they
can be described by a simple diagram known as the handbag diagram. Here there is
one valence quark interacting with the virtual photon, with the rest of the structure
contained within a generalized parton distribution (GPD). An appealing feature of
GPDs is that, depending on the kinematic limit selected, they can be related to
a wide variety of scattering processes, such as deeply inelastic scattering, deeply
virtual Compton scattering, wide angle compton scattering, and elastic scattering
[29] [45].

Currently, GPDs cannot be measured explicitly, and are instead expressed
by models which are generally simple parametrizations constrained by the GPD
relationship to the form factors, properties of the nucleon, and by the fact that the
GPDs become parton densities in vanishing momentum transfer.

In this framework, hard exclusive reactions (like DVCS) result in an interaction
between the probe and a single quark within the nucleon (see Figure 1.1). At leading
order, the interaction that is described by the traditional form factors can also be

described by four Generalized Parton Distributions (GPDs), these GPDs depend



on the longitudinal momentum fractions (light-cone and skewness), and the squared
four-momentum transfer (Q?) to the nucleon. The four GPDs are H* and £, where
v indicates either an up quark or a down quark. !

These GPDs depend on Bjorken z, momentum transfer Q?, skewness (£), and
a scale parameter pu. The following sum rules, which are independent of &, relate

the GPDs and the form factors:

/_ deH,(z, €, Q%) = FY(QP) | (1.1)

/ B (@.6.Q%) = F(QY) (12)

F?,(Q?) are the flavor form factors, which describe the distribution of that flavor of
quark within the nucleon. These can be expressed in terms of the electromagnetic
form factors as F = 2F7 + FP' + F¥ and F? = 2F" + FY + F¢, where FY is the
strangeness form factor of the nucleon. It is assumed, here as in most analyses, that
the strange form factor is negligible. Similar relationships exist for the Pauli form
factor, F5. The GPDs must still be modeled in order to predict form factors, and

usually this is done using the sum rules [29][28][45].

1.3.4 Vector meson dominance models

Some of the earliest models coupled a virtual photon to the nucleon both
through its internal structure and through exchange of intermediate vector mesons

with a meson cloud. These vector mesons (the p°, w, and ¢) have the same quantum

!There are other GPDs which aren’t related to the electromagnetic form factors such as one to

describe the polarized distribution.
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numbers as the virtual photon and are the lightest hadrons in the time-like region
(Q? < 0 in the standard definition), and so could potentially play a major role in
nucleon structure at low Q2. The form factors are commonly described by a dipole
form, resulting from two nearby vector meson resonances (poles) that have opposite
residue. This structure can be written in terms of a photon-meson coupling strength

(C,y,) and a meson-nucleon vertex (Fy,y):
i,is miCyy 2
Frie = WF%N(Q ). (1.3)

These isovector and isoscalar form factors (F™ and F") are then written as linear
combinations of the electromagnetic form factors [76][77].

The internal structure coupling is sometimes identified with the three valence
quarks. The initial models had only F} coupling with the internal structure, but

some of those considered in this thesis include F, as well [15][65].

1.3.5 Chiral effective field theory

In chiral effective field theory, the electromagnetic form factors are computed
using a chiral effective Lagrangian with pion, nucleon, and A fields. The short
distance physics is determined by low-energy constants, which are fit using the
measured nucleon charge radius and moments. While this technique has had some
success at low Q?, by about 0.4 GeV? the predictions break down, due to an in-
creasing role of vector mesons. Since this thesis deals with G% at intermediate Q?,
such models can not reliably provide a description of the discussed data. Thus, the

focus will be on models that are more appropriate to the energy regime investigated
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in this experiment [76].

1.3.6 Dyson-Schwinger Equations

As has been expressed earlier, there is a significant difference between the bare
quark and the dressed (or “anti-screened”) quark. All models of nucleon structure
at intermediate Q? try to describe this difference. In a framework that uses Dyson-
Schwinger equations, the primary cause of this parton behavior is a dense cloud
of gluons which surround the quark at low momentum transfer (Q* < M%). This
is a manifestation of dynamical chiral symmetry breaking (DCSB), and becomes a
source for the nucleon’s mass [26].

Describing the relativistic region in a framework that is consistent with this
low energy description is difficult. In terms of these DSE, the nucleon appears as a
pole in a six-point Green’s function. Here, the three dressed quarks are described
in terms of a “bystander” quark and a diquark pseudoparticle in a single color-3
channel. The binding depends on the exchange of the bystander quark and quarks
in the diquark pseudoparticle. This framework combines the descriptions of mesons
and nucleons. It is the observation of this diquark description of the nucleon which
is used to truncate the DSE and allow calculations using DSE.

An interesting prediction of models in this framework is that the radius of
the “dressed“ u-quark in the neutron is greater than that of the d-quark [14] [83]
[26]. Another is that since the up and down current quark masses are thought to be

small, the dominant mechanism for the helicity flip behavior in QCD comes from
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quark orbital angular momentum and an additional polarized gluon [26].

1.4 Experimental Investigation

These various models described above provide a description of the nucleon
which is more complete than the simple constituent quark model or dynamical chiral
symmetry breaking. Most of these models share, as part of their description, a non-
zero current quark orbital angular momentum. In this regime, the constituents of
the nucleus are dominated by the up and down quarks (with possibly a small strange
quark component). The simplest probe available of this structure is the electron.
The common experimental techniques used to study this behavior and to investigate
the models are deep inelastic scattering (DIS), deeply virtual Compton scattering
(DVCS), and (quasi-)elastic scattering. By expanding our knowledge of the nucleon
form factors, the pieces needed to complete our picture of the neutron are brought
together. The measurement described in this thesis is one important piece. The

physics of electron scattering will be developed in the next section.
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Chapter 2
Physics of Electron and Nucleon Scattering

2.1 Introduction to electron scattering

Scattering is the process in which a particle is deflected during an interaction.
There are two main categories of scattering, elastic, where the particles are left
intact and only the momentum changes, and inelastic, where the scattered particles
are modified, excited, or destroyed. The differential scattering cross section is often
written as the product of a cross section for scattering from a spin-0 point particle

and a “form factor” which characterizes the structure of the target

do do
— == F(q? 2 2.1
0 ( dQ)Mottfmy (.6.)| (2.1)

Here F' is the form factor, ¢ is the momentum transfer, the Mott cross section is
that of a spin—% electron scattered from a point-like particle, and f,.. is a kinematic
factor (to be defined later). For a spin % particle, F(¢?,6.) can be expressed in terms
of the form factors Gg and G}y, which will be developed later [46].

The neutron is known to have no net charge. With high energy electrons,
distances smaller than the size of a nucleon can be probed, allowing the structure
to be described at different scales. Nonetheless, the neutron electric form factor
is small compared to the other nucleon form factors. Various models exist that

provide detailed descriptions of the nucleon over different kinematic ranges; specific
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p= (€, P,)

Figure 2.1: Feynman diagram for one interaction between an electron and a nucleon.
The electron has four-momentum k* and the nucleon has four-momentum p*.

examples of models giving G7, at intermediate Q? will be given in more detail in

section 3.1.

2.2  Definition of kinematic variables

The interactions of electrons and photons are well understood within the the-
ory of quantum electrodynamics (QED). In this interaction, the properties of the
incident and scattered electron and recoiling nucleon can be measured.

In the Feynman diagram in figure 2.1, the following kinematic variables are
defined. The nucleon four-momentum is p* = (¢,p), k" = (E,k) is the electron
four-momentum, and ¢* = (w,q) is the virtual photon four-momentum. The four-
momentum transferred to the nucleon is ¢* = ¢,¢" = w? — q?, and is carried by the

virtual photon. If evaluated in the laboratory frame, p; = 0 and ¢; = My, where
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My is the recoil nucleon mass. Since ¢? in electron scattering is space-like, Q? is
best defined as Q* = —¢* = 4E;Eysin*% (in the approximation m. = 0), where
0, is the angle the electron deviates from its initial direction. Q? is typically the

quantity used to parametrize the form factors.

2.2.1 Current operator

The current of the electron in Figure 2.1 is arrived at from QED [46]
(kg ki) = alky)(—iey" Ju(k:) - (2.2)

Here v* is the standard Dirac matrix and e is the electric charge. In this expression

u is the Dirac spin % spinor. For the spinor the following completeness relation holds

> uD(p)a (p) = +"p, +m. . (2.3)

s=1,2

Similarly, the current for a structureless, spin % charged particle can be expressed

as
S (py,pi) = ulpy)(—iey™)u(pi) - (2.4)
These provide the invariant scattering amplitude M using the rules for Feynman

diagrams. Following standard conventions, repeated indices are summed over

M = T by, p) =G (ke ) - (2.5)

2.2.2 Dirac and Pauli form factors

The vertex factor for the nucleon-photon interaction is not exactly known,
but rather parametrized in terms of form factors. These form factors must be
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functions of ¢? since it is the only independent Lorentz scalar at the nucleon vertex in
elastic scattering. Generally, the form factors can be constructed with any Lorentz-
invariant constituent; ~v*, 4°, or o*”. However, the choices of ic"q, and * are
made to conserve parity. Other possible forms are restricted due to current and

parity conservation. The two terms, v* and ic"”q,, give a current of

Tpy.) = Aol Fle) + 5 P Fa(d)ulp) (2.6

where F| and F5 are known as the Dirac and Pauli form factors. They are normalized

to give the proper charge and magnetic moment at ¢? = 0, so that

F(0) =1, F{(0) =, .

F'(0) =0, F3(0) = Ry, .

where k is anomalous contribution to the nucleon’s magnetic moment.

The Dirac and Pauli form factors are a parametrization of the electromagnetic
structure in a different basis than the Sachs form factors. The Sachs form factors
can be expressed in terms of F; and F» as [58]

GE:F1—TF2,GM:F1+F2, (28)

2

_ Q
where 7 = s

2.3  Breit frame

As mentioned previously, the Sachs form factors can be related to the charge
and magnetic moment distribution, in a particular reference frame called the Breit

frame. No energy is transferred, only momentum (p; = —py), therefore

Q*=dqp . (2.9)
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An important aspect of the Breit frame is that the Fourier transform of the
electric form factor gives the charge density distribution, and that of the magnetic
form factor gives the magnetic current density distribution.

The four components of the hadronic current in this frame are [46] [76]:
JY = ie2Myts(Fy — TFy)u; = ie2MytsG pu; | (2.10)

7 = —eﬂf(? X qB)(Fl + FQ)Ul = —€<? X qB)ﬂfGMuz . (211)

Here 7 is the Pauli spin matrices. Using this, Sachs [87] showed that Gz and G,

can be expressed as the Fourier transforms of the nucleon charge and magnetization

densities
Gr(Q?) = Q rdrpen(r) sin Qr (2.12)
Gu(Q?) = g AT (4P mag (1) SIn Q. (2.13)

At low @, equation 2.12 can be expanded such that

=20 + Lt + (2.14)

Gr(Q?) =
From this we can see a simple formula for the charge radius of the neutron. At very

low momentum transfer, the slope of the form factor with respect to Q? defines the

mean square radius of the distribution [60],

d(Gg)

2 p—
<r,>=—06 102 lor—o

n

(2.15)

This is obviously only true in the non-relativistic limit. Recently, Miller et al. have
developed a formalism that allows a representation of the transverse charge and
magnetization densities that are not reference frame dependent [70].
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Figure 2.2: Feynman diagram for interaction between an electron and the nucleus.
The electron has four-momentum k* and the ejected nucleon has momentum p‘]f .

2.4 Quasi-elastic scattering

Rarely in scattering experiments is there an opportunity to scatter from a
single nucleon. This is especially true of the neutron, which is short lived in its
free state. There are many different approximations that can be used to put the
nucleus in terms of elements that are better understood. Some of these are refer-
enced in sections 5.5 and 5.7.1. While discussing all of them is out of the scope
of this thesis, two which allow the final state nucleus to be understood in terms
of a remainder nucleus and a scattered nucleon merit development. These are the
impulse approximation (IA), and the plane wave impulse approximation (PWIA).
Here and throughout much of this thesis, discussion will be formulated in terms of

the one-photon exchange approximation.
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2.4.1 Impulse approximation

In the impulse approximation the virtual (off-shell) photon interacts with a
single nucleon. Afterward, the struck nucleon leaves the nucleus without any further
interaction with the remaining “spectator” nucleons. This approximation can also
be described as the assumption that the current of the nucleus is given by the sum
of the currents of the individual nucleons, where the nucleons are treated as free
particles [27].

The simplest nucleus that can be discussed in such terms is the deuteron.
In the TA, the differential cross section for scattering from a neutron or proton
embedded in the deuteron can be factorized. This allows the contributions of the
neutron and proton to be separated. For an electron to scatter from a nucleon inside

the deuteron, the contributions from the proton and the neutron can be separated

doeq N doe, doe,
a0 T dQ T dQ

(2.16)

This approximation, however, completely neglects nuclear binding and the inherent
Fermi motion of the bound nucleons. It also neglects that the nucleon might re-
scatter, the virtual photon might couple to a virtual meson exchanged between the
nucleons, or the virtual photon might couple to an excited state of a nucleon (known
as Isobar Configuration or IC). The quasi-elastically scattered nucleon interactions

with the other “spectator” nucleons are known as final state interactions (FSI).
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2.4.2 PWIA

A more detailed simple approximation is the Plane Wave Impulse Approxima-
tion (PWIA). This approximation is a quasi-free one, and is important in discussions
of neutron double polarization experiments, where either the target or the recoiling
nucleon is polarized. In PWIA the polarization of the recoiling nucleon or of the
target is restricted to the scattering plane. The longitudinal component is paral-
lel to the recoiling nucleon’s momentum vector, and the transverse component is
perpendicular [66]. In this approximation the initial and final state of the target
nucleus are represented as products of plane waves for a nucleus and nucleon, where
the nucleon is bound (with momentum p;). The nucleon absorbs the virtual pho-
ton, while the nucleus remains as a spectator. The nucleon then leaves the nucleus,
which is assumed to be free after the absorption of the virtual photon, without any

further interaction.

2.5 Polarization observables

A convenient coordinate system to work with observables when the beam,

target, or recoiling nucleon are polarized is defined by [77]

z | a,
7 | ki x K, (2.17)
T=9X2Z.

ﬁ
It is useful to refer to the polarization vector P, which can serve as either
the polarization of the nucleon inside the target in beam-target asymmetry mea-
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Figure 2.3: Polarization exchange in the one photon exchange approximation for
polarized-electron, polarized nucleon scattering. 6 and ¢ define the polarization of
the recoiling nucleon.

surements, or the polarization of the ejected nucleon in beam-recoil polarization

experiments.

P = P(sin § cos ¢z + sin 0 sin ¢y + cos 62) (2.18)

In the general case of parity conserving polarized scattering there are 18 in-
dependent response functions. Under the approximations of one photon exchange,
PWIA, and parallel kinematics, only four terms survive. The cross sections of both
a recoiling polarized nucleon and a polarized target share similar forms, and can
be written in terms of products of kinematic quantities and response functions [58].
The kinematic variables (following the development in [58]) for these reduced terms
are

Vip=(1—-71)"1 tan% : (2.19)

1

Vi ——
TTo01-1)"

(2.20)
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1

oI

(2.21)

7 0.
Vigp = \/(1 — 7)~! 4 tan? 56 tan 5 (2.22)

The response functions depend on the polarization of the recoiling nucleon and
the target nucleus. These kinematic variables arise from the electron tensor in an
alternate basis, where the coefficients refer to the nuclear response function with
which the kinematic variable is associated (r, 7, 7 or 7r). The response functions
arise from the nuclear response tensor (W*#”). The nuclear response tensor serves to
parametrize the increased generality of the nucleus, where the same current doesn’t
exist in the initial and final states [46]. The four reduced response functions are
Ry (2), R (2), Ry, and Ry, the first two of which reflect components associated
with the polarized nature of the cross section. These subscripts ;, and 7 correspond
to “longitudinal” and “transverse”.

Two additional response functions exist for nuclei with more than one nu-
cleon. These are Rrr and Rpy and only appear when the change in total angular

momentum is greater than two units [31] [80].

2.5.1 Recoil polarization

From PWIA it can be shown that the unpolarized nuclear response tensor is
symmetric, WH* = W¥*_ This means that the response tensor for recoil polarization
is

W (a) = —W"(a) = W"(—a) . (2.23)

In double-polarization experiments parallel kinematics are often used; under
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these kinematics the nucleon’s final momentum is parallel to the momentum transfer.
Also, at the electron beam energies in the experiments described here, only the
longitudinal component of the electron polarization is relevant.

In the laboratory reference frame there are two response functions that describe
the polarization (in PWIA), R}.;.(2) and R, (Z). These are the longitudinal and
transverse response functions from which the transverse (P,) and longitudinal (P,)
components of recoil polarization arise [58].

The general form of the nuclear structure tensor, with a polarized target or

recoiling nucleon, can be written as [76]:
. 0 — — - =
WMV = Ju‘]u = W,u/ + W/W(Pf) + WMV(Pi) + W;W(Pia Pf) : (2'24)

In recoil polarization experiments, typically only the final nucleon polarization is

measured, and W), reduces to (in the Briet frame)

1
W = STrEFS - P (2.25)

Here Fy = 2MyGEg and F; = iMyGyo X qp . j, where j = z,y,z. This gives
W (Py) < 2MyG Gy and W, (P.) «x G3,.
As an example, this leads, after transformation back to the lab frame, to the

following components of the recoil polarization of a free neutron [47][92]:

p__p V271€e(1 — €) GG, (2.26)

C eGP +T(G)

P,=0, (2.27)
/1 _ 2 n \2
p, = p V1= €(Gi) (2.28)

CTe(GE) +T(GR)?
where € = [1 4+ 2(1 + 7) tan® %]~!, and P. is the polarization of the electron beam.
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2.5.2 Target polarization

The arguments and results are similar for a polarized target, where the de-
tected nucleon is either unpolarized or not detected. Once more, in parallel kine-
matics, the one photon interaction approximation, and PWIA, only the  and 2
components of the target polarization vector remain.

In the response function formulation, and with spin—% nucleons, to within
a multiplicative constant, the response functions are functions of the components

Fr = (14 7)Gg and Fr = \/27(1 +7)G. The general expression for such a

response function is

ZAJ'J'(/C)FJE' (2.29)
where the A; (k) has only two terms left for the polarized response, the F7 and
Fp Fr terms. This formulation is developed in general for more complicated systems

than elastic scattering with a polarized nucleon by Donnelly and Raskin [31] [80].

The response functions for the target are then [58]:

RI (%) =2y/7(1 + 7)GEGy , (2.30)

RY.(3) = 27G3, . (2.31)

2.6 Cross section with unpolarized observables

The unpolarized differential cross section is dependent on the square of the

scattering amplitude (spin averaged since it is unpolarized),

do  m Ey 9
ol Z|M| (2.32)
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where f.. = [1 + % sin? %ﬂ]_l. It is useful to define the Mott cross section, which

corresonds to a relativistic electron scattering from an unstructured target

2 .20
doyrort Q7 €OS”™ %

dQ  4E?sin* %’

(2.33)

Here « is the fine structure constant.

Using the equations 2.2, 2.6, 2.32, and the Feynman rules the following rela-
tionship between the four-momenta, angles, and other elements of the electron and
interacting fermion give the differential cross section. This relationship between the

form factors and the cross section is also known as the Rosenbluth formula.

do o Ey 7 . ¢ 0
aQ <4E25in4%e> E, [( S 2) cos” 5 2M2< 1+ )" sin 5

(2.34)
Putting this in terms of the Sachs form factors gives [58]:
do do G +7G3, 9 5 O
— = frec | =5 — +2 tan® —|. 2.
70 f (dQ)Mott[ 7 + 271G, tan 2] (2.35)

This is much simpler than equation 2.34 and readily suggests a method of measure-
ment of the form factors. This method of measurement is known as the Rosenbluth

Technique.

2.7 Cross section with polarized observables

The general form for the cross section when the beam of electrons is polarized

and the polarization of the ejected particle is detected is:

dGO'h’S 1
= Ounpol 5
dE;dQy, de;dS,, e’

(1+ P, T +h(A+ Pr-3)). (2.36)
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Here P; is the induced polarization in the proton, A is the helicity of the incident
electron, A is the beam analyzing power, s is the nucleon spin projection on o, g%
is the unpolarized cross section, and Pr is the polarization transfer coefficient [58].
In coplanar kinematics A=0,P,- o =P, - N, and Pr - N = 0. Since P;- N =0in
PWIA, two terms survive to provide the nucleon polarization, and from equations
2.26 and 2.28 an elegant measurement of G is possible.

This is similar in form to the cross section of polarized electrons on a polarized

target where the recoil polarization is not measured:

dSo
dEfkof dEfdef

1 - = = =,
:gunpol§(1+ Py- Ar+h(A+ P, AT)). (2.37)

The new variables here are P, which is the target polarization vector, Ay which is
the target analyzing power, and A/, which is the correlation vector [58].
Using a longitudinally polarized electron beam and a polarized target, the

cross section can be written as:
o = ¥ + hA, (2.38)

where Y is the unpolarized cross section from equation 2.35, and A is the helicity
dependent part [31]. Under the approximations of PWIA and one photon exchange,
and in the case of parallel kinematics and relativistic electron beam, the cross section

simplifies to [58]:

UpOl = UMottfrec[VLRL + VTRT + hPtarget(VY/“ /TT<2’A/) + VYI“LR/TL< A))] (239)
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Using equations 2.19, 2.22, 2.31, 2.30, A is given by

0 T
A=-2 ott Jrec =
O Mot frec tan 2V 147

T1+ (147 tanQ% cos G2, 4G Gy sin 6 cos ¢).
5 M

(2.40)
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Chapter 3
Form Factors

3.1 Models and fits

While the theory for strong interactions, QCD, is well known, because of
confinement it is impossible to use perturbative techniques to do calculations at low
Q?. Since it is low Q? that is pertinent to the structure of hadrons, approximate
models must be used to understand this physics. Understanding the form factors,
especially G’ since it is relatively unknown, provides assistance in understanding
nuclear structure. Models have been developed to describe the structure of hadrons,
and data is needed to determine which models provide a better description.

There are a large number of models of nuclear form factors, a few classes of
which will be discussed here. Although lattice QCD has the most long term promise
for understanding the physics of strong interactions, since the comparison of the
results with data will show the current limitation in computing power, comparisons

with lattice QCD will not be included.

3.1.1 Fits

In the early studies of nucleon form factors, a phenomenological fit was per-
formed to determine the behavior of G7%, based upon unpolarized data and the

Rosenbluth technique. This fit of the data is known as the Galster parameterization
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[40], and is

OH(Q) =~ 1= Cn(@). (3.1)

where G p is the dipole form factor

1
Gp=— " (3.2)
(1+ )2

4 n
The other three form factors (G%, %, %) all show good agreement with G'p using
P P

data acquired from the Rosenbluth method. As new data have become available,

this simple fit has been updated. See for example the fit by Kelly [59].

3.1.2 Vector meson dominance model

A representative vector dominance model which is in reasonable agreement
with the low Q? data is one by Bijker et al. [15] This model has pQCD scaling rela-

tions built into it, and a phenomenological contribution attributed to the nucleon’s

qqq structure. The added term for F) is ﬂ?;é introduced to reflect pQCD. The
intrinsic form factor used was ¢g(Q?) = (1 +~vQ?) 2.

Another representative model, by Lomon et al., also included meson pole terms
and a term with pQCD behavior. This model also includes the additional vector

mesons of p' and w’ compared to the previously described one, requiring a total of

14 free parameters [65].

3.1.3 Pion cloud and CQM

Miller, et al., expanded the constituent quark model into the light-front cloudy
bag model [69]. Here the three relativistic constituent quarks are surrounded by a
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nonrelativistic cloud of pions. Poincaré invariance provides an additional constraint
needed to fit the G, data. This model has recently been expanded into the light front
cloudy bag model, with the pion cloud contributing through a relativistic 7-nucleon
form factor. The corrected form factors are in terms of the form factors without
relativistic effects, and the virtual pion four momentum. An additional parameter

is introduced in the m-nucleon form factor, for the relativitistic correction [69].

3.1.4 Model of Generalized Parton Distributions

The interest in GPDs recently has led to several models being developed.
Among these are models by Guidal et al. [45] [76] and Diehl et al. [28]. In these
models, the GPD framework is used to describe observables that are independent of

skewness ¢ (see Figure 1.1). Guidal et al. parameterize the GPDs in the following

way
Hy(2,0,Q%) = g,(z)a 179 | (3.3)

q 2 K1 nd o/ (1—2)Q?
ERQ(xaoa Q ) = m(l - LL‘) QV(m)x . (34)

Here o is the universal Regge slope, while the n? govern the behavior for the helicity-
flip GPDs as x approaches 1. This was added to produce a faster falloff at large Q?

in the x — 1 limit. The model by Diehl et al. is described in Section 6.4.2.

3.1.5 pQCD predictions

As stated in section 1.2.1, perturbative QCD gives the prediction that [12]

[l — . (3.5)



This relationship is also expected to be relevant at moderate Q? when higher order
QCD terms are included, which treat small-z partons better. The small quark
masses mean that the dominant mechanism for helicity flip in QCD comes from
the quark orbital angular momentum. Generalized power counting including this

orbital angular momentum gives a scaling of

Fy % | (3.6)

This behavior depends on the leading order and next to leading order light-cone
wave functions, the latter dominated by the probability amplitude for one quark to
carry one unit of orbital angular momentum. It is suggested that the higher order

resummation suppresses the low x contribution, providing an effective cut off for

the integrals at = ~ In* (A%?/Q?) [12].

2
& o IHQ%
Fy Q?

(3.7)

Here A is the QCD renormalization scale. While this scaling relation is accurate for
the proton, a rough calculation of Q% F,(Q?) gives about % the value of experimental
data for Q* < 5 GeV? [12]. This scaling, scaled to the previous measurement at
Q? = 1.5 GeV?, is presented in Figure 3.1 in addition to the other models just

discussed.

3.2 Measuring GEn via the Rosenbluth technique

As mentioned earlier, equation 2.35 suggests one technique to determine the

electric and magnetic form factors. By carrying out multiple measurements at dif-
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Figure 3.1: Various fits discussed in the text. The points plotted are from [66], which
was used to fit the pQCD curve. These data are only representative, see figure 3.2
for the full set. The Bijker curve is a representative Vector Meson Dominance model,
the Guidal curve is a representative GPD based model, the Miller curves are from

a CQM.
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ferent angles for a given Q? the two components of the cross section may be in-
dependently determined, allowing a separation of the electric and magnetic form
factors. This technique is known as Rosenbluth separation. Experiments to mea-
sure the electric form factor of the neutron that use this Rosenbluth method fall into
two categories: those in which the impulse approximation for quasi-elastic electron
deuteron scattering with the Rosenbluth method is applied directly to the neutron
component, and those where the Rosenbluth method is applied to the deuteron
through elastic scattering, and an NN model is use to extract a value for G% [58].

The latter is described first.

3.2.1 Elastic e-D scattering

The deuteron, containing two nucleons, is spin-1. Because of this, the equation
for the elastic cross section has three form factors, the magnetic G, the charged

G, and the quadrupole term G [77]:

dU dUMott

a0~ dQ

8 2 4 0.
(G& +5m°Go + 571+ 7)Gy + (1 4+ 7)°Gh tan ] . (38)

While the 6, dependence allows GGy to be separated out, the charged and quadrupole
terms cannot be separated using the Rosenbluth technique. In addition, it is the
coherent sum of proton and neutron electric form factors which is extracted (G% +
G’1). Both of these complications add to the uncertainty in the determination of

G't. The electric form factors must be

‘unfolded” from G¢ and G using a model,
which makes the results of this technique dependent on the model of the deuteron’s

wave function [76] [84]. The most recent extraction uses high precision data for G,
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and the Arenhovel model of the deuteron [6] [36].

3.2.2  Quasi-elastic scattering and the Rosenbluth Technique

Recalling equation 2.16, a technique using quasi-elastic scattering from a nu-
cleon rather than elastic scattering from a deuteron and the Rosenbluth formula
(equation 2.35) directly presents itself. By subtracting the cross section of the pro-
ton from that of the deuteron, or by measuring the neutron in coincidence with the
electron, at the quasi-elastic peak, the cross section of the neutron remains. Then
the Rosenbluth formula can be used to arrive at a value for G'.

Most commonly, the neutron is detected in coincidence with the scattered elec-
tron, to identify that the interaction was with the neutron. However, this technique
has also been performed with anti-coincidence measurements, where “no proton” is
required in coincidence with the electron [77]. Another technique is to measure the
ratio of the neutron to proton production cross sections in the electro-disintegration
the deuteron. This method has worked very well for the neutron magnetic form
factor.

There have been some serious difficulties with these types of experiments.
Among these are a heavy dependence on the proton form factors and the afore-
mentioned problems with the Impulse Approximation (section 2.4.1). Additionally,
coincidence and anti-coincidence experiments depend on the absolute detection ef-

ficiency, which is difficult to determine for neutrons [77].
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3.2.3 Difficulties with Rosenbluth method

The uncertainties for these measurements based upon unpolarized quasi-elastic
scattering from deuterium are too large to give a definitive nonzero measurement of
G'5. The dependence on the proton form factors and the uncertainty directly from
IA dominate the measurement.

The Rosenbluth technique has another inherent problem: the magnetic form
factor is much larger than the electric form factor for the neutron, and the ratio

(-

TGM)Z becomes smaller as the transferred momentum increases. This means that

the electric form factor is difficult to decouple from the magnetic form factor, since
both the tangential and constant (relative to angle) portions of the cross section are

proportional to G3, [91].

3.3 Double polarization techniques

With the difficulties in measuring the electric form factor of the neutron using
the Rosenbluth method, new techniques have been sought. Following the suggestion
of Arnold, Carlson, and Gross [10] a technique using a longitudinally polarized beam
and a recoil polarized neutron has been investigated. The most obvious reaction for
such an experiment would be 2H (€, e/ n)p.

The most important advantage is that the measured term is proportional to
GG, instead of (G7)%. Additionally, only one measurement is needed for a given

Q? if all interesting components can be measured.

As mentioned earlier, polarized targets can allow the same physics to be ac-
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Figure 3.2: Previous G, data from experiments involving polarization techniques.
The curve is the Galster parametrization [40]. Herberg provided new calculations of

the Ostrick data, while Golak provided a FSI corrected analysis of the Becker data.
For references see Table 3.3.
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cessed as detecting a polarized recoil neutron. Experiments have been carried out
with either recoil polarization, where the polarized neutron is detected in a po-
larimeter, or with a polarized target, either polarized deuterium or polarized He,
with a detected unpolarized neutron [66]. Table 3.3 contains a summary of recent
experiments using all of these techniques.

All experiments using the double polarization technique are dependent on a

helicity dependent experimental asymmetry,

N, — N_

Aez :—7
PN+ N

(3.9)

which can then be related to G';. Here IV, gives the number of events with helicity
aligned with the nucleon polarization or with the beam direction and N_ gives
the number of events with helicity with the opposite sign compared to nucleon

polarization or against the beam direction.

3.3.1 Quasi-elastic scattering and (e,e'n)

For PWIA to be applicable, quasi-elastic events must be selected. Even though
the cross section is not being measured, the process of selection of these events
is important, as double polarization techniques depend on asymmetries, which are
diluted by events which are not part of the desired asymmetry. Two useful quantities
for selecting quasi-elastic events in coincidence experiments are the missing energy
(defined by E,, = ms+mp —may; with A, B, i, and f as shown in figure 2.2) and
the missing momentum (defined by p,, = p; — q).

In the experiments that have been carried out to date, the experimental trig-
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Q? | Date Reference | target

0.16 | 1991 | Jones-Woodward [55] 5He

0.2 | 1992 Thompson [95] *He

0.31 | 1994 Meyerhoff [68] | *He
0.255 | 1994 Eden [34] | 2H
0.15, .34 | 1999 Ostrick [74] ’H
0.4 | 1999 Becker [11] |  *He

0.21 | 1999 Passchier [75] | °H

0.67 | 1999 Rohe [84] |  *He

0.45, 1.13, 1.45 | 2003 Madey [66] | 2H
0.5, 1| 2003 Warren [07] | 2H
0.3,0.6,0.8 | 2003 Glazier [43] | ?H
0.67 | 2003 Bermuth [13] | *He

Table 3.1: Double polarization experiments for measuring the electric form factor
of the neutron that have been carried out to date [77].
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ger was typically formed by coincidence between the scattered electron and recoiling
neutron. The electrons were detected in a spectrometer or granulated calorimeter.
The measured electron kinematics, in concert with large solid angle neutron detec-
tors, allow for event-by-event reconstruction of the particle tracks. For the neutron
detector, in higher Q? experiments a multi-plane neutron detector was used, with a
layer or two of veto detectors in front. In other experiments, two separated layers
of scintillator were used, with each layer having veto detectors in front.

Recoil polarimetry experiments required a different detection scheme in order
to detect the polarization of the neutron, as it leaves the target. Polarimeters were
set up to measure the “up-down” scattering asymmetry due to the transverse com-
ponent of the recoil polarization. The polarimeters included a plastic or mineral oil
scintillator which determined the neutron time of flight (TOF), and also served as a
scatterer, with the polarized scattering exhibiting an asymmetry that was measured
in a second set of scintillators. Since the spin vector of the neutron could have
any combination of longitudinal and transverse polarizations, a dipole magnet was
sometimes used to precess the neutron’s spin vector.

These detectors provided scattering angles for both neutrons and electrons.
The momentum of the particle(s) provides the needed fifth quantity to select quasi-
free (e,n) scattering, and is determined by considering the time of flight (TOF) for
the particle(s). A missing signal in the veto detectors along with the determination
of the flight time of the particle from the target to the detector provided neutron
detection. Additionally, pulse heights in the neutron detector scintillators can be

used to filter out accidental and inelastic events. Quasi-elastic events can also be
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selected by comparing the expected time of flight (from the electron energy and the
angles) to the measured time of flight.

Other events, which dilute the quasi-elastic neutron events, were one of the
main sources of uncertainty in these measurements. A major source of background is
proton to neutron conversion in the shielding in front of the neutron detectors. This
can be minimized with a tight time of flight cut at low hadron momentum. Good
time resolution also allows removal of pion events, another source of dilution. Monte
Carlo simulations have been used to determine the proper dilution factor from the
uncertainties and to average out the theoretical asymmetries and the effects of finite

acceptance.

3.3.2  Recoil polarimetry

Four experiments used recoil polarization techniques to measure G%,. These
experiments were Madey et al. [66] in Hall C at Jefferson Lab, Glazier et al. [43]
at the Mainz Micotron, Ostrick et al. [74] at the Mainz Microtron, and Eden et al.
[34] at the MIT-Bates laboratory. The first three named experiments (Eden et al.
was a proof of concept experiment) produced published data.

In these experiments, neutrons were produced through electrodisintegration of
deuterons in an unpolarized liquid deuterium target using longitudinally polarized
electrons. Contamination from hydrogen within such targets was found to be small
[34] [66].

From equations 2.26 and 2.28 we can develop a relationship between the ratio
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of the components of polarization (see discussion in section 2.5), and the ratio of

the form factors

Gy P E+E 6
—— = ———ta
Gu P, 2M

tan — . 3.10
& (310)
Here P, and P, are the x and z components of polarization. In order to determine

the up-down asymmetry A,,..s must be observed. It follows a sinusoidal dependence
ﬁ .
Apeas = Ay| Psin (x + xo0) - (3.11)

Here A, is the beam analyzing power, and x is the spin precision angle, of the

detected particle as it travels through a magnetic field.

P, Gg cos%’
tan xo = P —GM

(3.12)

T 4 72 sin? %e '
Using this spin precision technique removes the need for absolute calibration of the
electron beam polarization and effective analyzing power [78].

Arenhovel [7] [8] showed that for a deuteron target, corrections due to meson
exchange currents and isobar configurations are small, and these have little depen-
dence on Q2. It was found, however, that at lower values of Q?, effects from final
state interactions (FSI) can play a large role [74].

Ostrick et al. found at Q? = 0.35 GeV? that the neutron polarization was
reduced by less than 4% due to FSI effects, but at Q? = 0.12 GeV? the transverse
polarization is reduced by 50%. These final state interactions were calculated to
mostly arise from p — n charge exchange via pion exchange. A model was used to
calculate the change to the polarization by FSI, and a correction was applied [74].

Glazier et al. found that at neutron energies of a few hundred MeV the

scattering in the polarimeter was dominated by quasi-elastic scattering, which added
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to the effective analyzing power of the polarimeter. This means that A,,c.s, the
effective asymmetry, could not be computed accurately, and the statistical precision
was not exactly known [43].

Madey et al. also used a cross ratio technique, which makes the neutron
polarimeter results independent of any luminosity change based on beam helicity,
as well as of the efficiencies and acceptances of the two halves of the polarimeter.
This experiment used a different technique to account for FSI effects. By using
possible G'. values in a simulation, the neutron polarization was calculated and

then compared to experiment [66].

3.3.3 Polarized target measurement

To measure G'% using a polarized target, we measure the asymmetry A

—o_ A
A=Tr"% _ 2 (3.13)
or+o- X

where oy are the cross sections (Equation 2.38) with electron helicity £1. If the
polarization direction of the target is flipped, this changes the sign of the asymmetry.

This asymmetry is not explicitly measured, but rather

Ameas = PP A (3.14)

where P, is the polarization of the electron, P; is the polarization of the target, and

2\/T(1+71) [tan b sin 6 cos pGLGY, + \/T[l + (14 7) tan® &] cos 6(G7,)?

A p—
(G%)? + 7[1 + 2(1 + 7) tan? %](G%)Q

(3.15)
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Here 6 and ¢ are the angles defined in Figure 2.3. Setting the angles properly
(0 = 90° and ¢ = 0°) greatly simplifies things, giving the perpendicular asymmetry:

—24/7(1 + 7) tan 926 gE (3.16)
(5—5)2+T[1+2(1+T)tan2 %‘f] '

Al =

Since the ratio of g—]’é is small, the perpendicular asymmetry is roughly proportional

to the ratio G—E The parallel asymmetry can be used to normalize the value, so

that

a . (P.PV) AL
Gn — _Gn e
EbTM(P.RY) LA

where a = 2,/7 1+T\/ + (1+7)tan® %] and b =2/7(1 — 7) tan &

(3.17)

3.3.4 Experiments with polarized deuterium

Two experiments used polarized deuterium targets to measure the value of
G, one in Hall C at Jefferson Lab (Warren et al.[97]) and the other at NIKHEF in
Amsterdam, the Netherlands (Passchier et al. [75]).

Under PWIA, for deuteron targets with polarization in the scattering plane
and after proper averaging of the asymmetry (symmetrically around q), the mea-

sured asymmetry is
PPl A

Ameas =V—F )
1+ PYAT

(3.18)

where V' is the dilution factor, P{ is the vector polarization, P¢ is the tensor po-
larization, AY, is the deuteron vector beam-target asymmetry, and A% is the tensor
deuteron target asymmetry. For most targets the tensor polarization is small, and

that term can be ignored.
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In these experiments data were compared to predictions by Arenhovel [7] [8] [9],
which accounted for nuclear and FSI effects. This physics model is non-relativistic,
and includes meson exchange, isobar configuration currents, and relativistic correc-
tions. The comparison was done by simulating different observables, like p,,, and
plotting them versus the asymmetry, all using different values of G% within the
confines of the model [75] [97].

In the experiment performed by Warren et al., polarized deuterated ammonia
was used as the target. The ammonia granules were submerged in liquid helium and
aligned with 5 T magnetic field resulting in a typical polarization of 24%. Good
agreement with MC predictions showed that quasi-elastic scattering dominated the
scattering reaction. This experiment had a narrow range of acceptance, so it was
fairly insensitive to Q* dependence [97].

In the experiment performed by Passchier et al., polarized electrons were in-
jected into a recirculating storage ring, allowing for large beam currents. An atomic
beam source injected a flux of polarized deuterium atoms into a cell in the storage
ring with an electromagnet used to orient the polarization axis. This was created
by deuteron atoms in two hyperfine states, with an electromagnet to orient the

polarization axis [75].

3.3.5 Experiments with polarized helium-3

H
Another class of experiments to measure G’ have used 3He as the target. Var-

ious experiments were carried out at the Mainz Microtron (MAMI) [11][84][13][68§]
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and at the MIT-Bates laboratory[55][95]. The results presented in [13] include those
from the experiment reported in [84]. Additionally, experiment E02-013 is of this
type and in early 2006 ran at Jefferson Lab in Hall A. The analysis of this experi-
ment, with data up to Q% = 3.5 GeV?, is being presented in this thesis.

Optical pumping techniques are used to polarize the *He either through metasta-
bility exchange where the 3He is pumped directly, or through spin exchange. In the
latter, the valence electron in rubidium is optically pumped and the polarization is
transferred to the *He nucleus through collisions. The polarization process for *He
generally does not take place in the target chamber, rather a pumping chamber is
used and the polarized helium-3 diffuses into the target cell or is forced in with a
compressor. The polarization vector inside of the *He target can then be measured
with NMR.

One of the advantages of a polarized *He target is that in the ground state the
spins of the protons are to a large extent aligned antiparallel to each other. This
means that most of the spin of the helium nucleus is carried by the neutron; the
polarization of the neutron is approximately 86% of the polarization of the nucleus
[16]. Further details about polarized *He targets will be presented in section 4.4.

At low Q?, the complications due to the nuclear wave function can be ac-
counted for with calculations. However, at Q% > 0.6 GeV? this proves difficult,
and extrapolation was used in these earlier experiments. Data for G'}; is used, or
a parametrization, in order to arrive at a value of G} from the experimental asym-
metry (equation 3.16). A Monte Carlo simulation was used to determine radiative

loss and neutron energy loss before the detector, as well as other corrections.
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It is possible to select the kinematics such that the measured asymmetry is

expressed as:

Aexp = PbeamPtargetDneutronV:)therAL- (319)

Here D accounts for dilution from sources related to the target (such as it not being
a free neutron), and V' is the dilution caused from other sources and from reactions
other than quasi-elastic scattering. This formula assumes that the angles in equation
3.15 are exactly such that A = 0; in practice this isn’t possible.

The experiment performed by Becker et al. used circulated He which was
compressed into the target cell by a Toepler compressor. An experiment using
deuterium provided a parallel measurement, using the same equipment, pointed to
a significant role for FSI that decreases as (9 increases. The work by Golak et al.
expanded upon the analysis of Becker et al. by summing the cross sections before
forming asymmetries using Faddeev calculations. It was discovered that even at
the quasi-elastic peak FSI effects played a significant role. Using theoretical ratios
determined from models and comparing to experimental values, G, was extracted
from the FSI corrected results [11][44].

In the experiments performed by Rohe et al. and Bermuth et al., the data
were accumulated by rotating the target spin so that both A, and A could be mea-
sured. The measurement of both parallel and perpendicular asymmetries allowed
the measurement of the target analyzing power (A,) which provided a check on the
understanding of FSI effects. These were compared to the calculation by Golak et

al. and FSI effects caused a 3.4% decrease in the reported value of G%. These FSI
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effects are primarily caused by the photon coupling to one of the protons followed

by charge exchange [13][84].

3.4 Summary of past measurements

These three different double polarization techniques have a variety of advan-
tages over the Rosenbluth method, as described in this chapter. While models are
used to make corrections, and for polarized deuterium for the measurement itself, the
general method is model independent. The three different, independent, techniques
used in double polarization measurements provides a check on the understanding of
the different types of corrections required. The data from the double polarizations
is presented in Figure 3.2 while the experiments are listed in Table 3.3.

Because SITé behaves similarly to a polarized neutron, and because of the low
detection efficiency neutron polarimeters, polarized 31—% experiments provide the
best statistical precision for measuring G%. FSI effects are taken into account by
models for polarized deuterium and calculations for SITé. Because of the robustness
of the deuterium model, FSI effects have traditionally played less of a role in deu-
terium experiments compared to those using 3He. For the discussion and calculation
fo FSI effects in polarized He for this experiment, at intermediate Q?, please see
the section 5.7.1.

The completed experiments provided precise enough data to clearly identify a
small enhancement in G% at Q% = 0.4 GeV?. This enhancement is larger in value

than the measurements from the Rosenbluth data. At the highest measured values
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of G'% a noticeable difference between the Rosenbluth and polarized data is seen.
This is speculated to be due to incomplete radiative corrections for the Rosenbluth
data.

In the past decade, precise measurements of the neutron electric form factor
have become possible and have provided precise knowledge of the structure of nucle-
ons for Q2 below 1.5 GeV?2. In this region, several models provide a good agreement
with the data. The majority of the recent measurements have used the double polar-
ization method, which has the advantage of having greater precision and less model

dependence compared to the historic Rosenbluth method.

3.5 E02-013 at Jefferson Lab

As introduced, the physics of nucleons move from the bound behavior described
by massive partons, into the behavior described by bare quarks in QCD. There is a
complicated transitive region, in the models presented in Section 1.3, that starts at
less than 1 GeV and continues to many GeV. The actual point where this behavior
changes, and the description of the change, is unknown. In the experiment presented
here, the key quantity G'% needed to understand nucleon stucture, and behavior such
as quark orbital angular momentum, is measured at three separate points in the Q?
region between 1 and 4 GeV?2.

In this experiment, E02-013, numerous improvements were made to increase
the figure of merit (effective statistics) for a measurement in this region. Advances

in both instrumentation and in the polarized 3He target technology have been ac-
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complished to improve this measurement. By injecting a small amount of potas-
sium along with the rubidium, the polarization transfer efficiency from the optically
pumped rubidium was improved to provide polarizations as high as 50% in the tar-
get chamber. The experimental apparatus and target will be explained in detail in
Chapter 4. The value of the asymmetry will be analyzed as a function of p,, i, the
perpendicular component of the missing momentum, to study FSI effects. A tight
cut on py, ;. is needed to select low nucleon momenta in the *He wave function,
but also will suppress dilution from proton polarization and FSI interactions. The
high Q? at which this measurement is undertaken should suppress meson exchange
currents. Additionally, meson exchange currents, delta isobar contributions, and
finite acceptance effects should be suppressed by a tight cut on p,, 1 [25]. This will

be described in detail in Section 5.7.1.
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Chapter 4

G'L experiment E02-013

Experiment E02-013 was carried out at Jefferson Lab from February 28 to
May 11, 2006 to measure the electric form factor of the neutron. In this chapter the
experiment setup and instrumentation needed to measure the interaction 3}Te>(€, e'n)
are described. First the experimental overview and relevant coordinate systems will
be presented. Then a short summary of the beam and accelerator will be presented
in section 4.3. The target and method of polarization is described in section 4.4. In
section 4.5 the spectrometer (Big Bite) used to detect the electron and measure its
momentum is portrayed. The neutron arm (Big Hand), used to detect the coincident
hadron, is described in section 4.6. Finally, the data acquisition, software used for

decoding and initial physics analysis, is presented in section 4.7.

4.1 Experimental Overview

During the running period of E02-013, data were collected in four kinematic
settings which were spaced over six time intervals, not including the time spent on
commissioning the apparatus. Three separate polarized *He target cells were used
for the measured asymmetry. For calibration purposes, a foil target (containing
six carbon foils and one BeO foil), a reference cell (providing an empty cell target,

hydrogen target, and a nitrogen target), and a setting with no target cell were used.
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Big Bite optics calibrations and beam spot check were acheived using the foil
target. The nitrogen target is used to determine the contamination in scattering
events from Ny in the 3He cells. The hydrogen target was used to calibrate the
momentum and yields of the elastic events for Big Bite and Big Hand. Additionally,
the nitrogen and hydrogen targets are used to determine the dilution of the neutral
sample by protons empirically, which is an important correction for the physics
asymmetry.

Data taking took place in this experiment for several different settings depen-
dent on target, beam energy, neutron arm location, and electron scattering angle.
These are described in Table 4.1. Kinematic 1 will not be presented in this the-
sis. Kinematic 2(a) used two different settings for the neutron arm threshold. This
change in threshold creates a difference in the neutron and proton detection effi-
ciencies which are a key component in the empirical measurement of the dilution of
the neutral sample by protons. This difference in efficiencies is calculated using a

Monte Carlo simulation.

4.2 Principle and Experiment setup

This experiment took place in Hall A of Jefferson Laboratory in Newport News,
Virginia, USA. Jefferson Laboratory is the home of CEBAF, a continuous electron
accelerator that can provide beam energies of 0.6 - 6 GeV [3] [63]. The three exper-
imental halls, A, B, and C, can all receive beam simultaneously. Each hall contains

various standard equipment detector systems that facilitate the types of experiments
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Figure 4.1:_Image of Jefferson Laboratory. Shown is the accelerator and the mounds
over the three experimental halls. The mound to the left is Hall A.
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Kinematics 2 (a) 3 (a) 2 (b) 3 (b) 4

Target Cell Dolly Edna Edna Edna Edna
Beam E. (MeV) 2637 3291 2641 3290 2079
Q? GeV? 2.5 3.5 2.5 3.5 1.7

BB Angle (°) 51.59 51.59 51.59 51.59 51.59
NA Distance (m) 10 10 10 10 8

Time Frame | 3/09-3/24 | 3/24-4/17 | 4/17-4/24 | 4/24-5/02 | 5/02-5/09

Table 4.1: A table showing the running conditions, time, accumulated charge, and
kinematics of the different measurements referred to here and elsewhere as kinemat-
ics or for short kin. Kinematic one includes both the commissioning time and the
first measurement. The measurement of Q% = 1.3 and 1.7 GeV? provide a compar-
ison of the polarized *He technique with previous recoil polarization data while the
other two measurements extend the measured range of ?. Not shown is the periods
for commisioning and kinematic 1 which won’t be covered in this thesis.

the halls were designed to accomplish. While the beam was provided similarly to
other experiments in Hall A, the equipment used to make this measurement was a
custom installation that included a large momentum acceptance spectrometer, Big
Bite, a high efficiency segmented neutron detector, Big Hand, and a polarized *He
target, which serves as a source of highly polarized neutrons. A general layout of
the apparatus is shown in Figure 4.2.

The requirements for Big Bite and Big Hand were developed using simulations.
To match Big Hand to Big Bite, the required acceptance for elastics was simulated,
and then expanded to insure the acceptance of all events with at least p,, | = 150
MeV. Because at Q? = 3.5 GeV? the desired hadron momentum is 2.6 GeV, the

thresholds, shielding, and depth of the neutron arm were developed to maximize
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Figure 4.2: General layout, not to scale, of the experiment. Shown is the beamline,
the target, the Big Bite detector stack, and the Neutron Arm detector. Also shown
are the two polarimeters in the hall before the target, and the approximate distances
to the detectors. The components of the Big Bite (BB) detector stack are also shown
and consist of the Big Bite dipole magnet, multi-wire drift chambers (MWDCs), pre-
shower, shower, and timing plane.

statistics. The desired Big Bite momentum resolution was 1-1.5% and the desired
vertex resolution was 6 mm [25].

There were four major coordinate systems in this experiment: one for the
lab, one for Big Bite, one for the target, and one for the Neutron Apparatus. In
the hall system, the origin is at the center of the target, y is vertical with + as
“up”, z is nominally along the direction of the beam, and x forms a right handed
coordinate system. For the target coordinate system, the origin coincides with the
hall origin, z is vertical with + as “down”, z is parallel to hall floor along the Big
Bite central ray, and y completes the right-handed coordinate system. For the Big
Bite detectors the origin is at the center of the first plane of the drift chambers.
The +z direction is defined in respect to the direction of particles perpendicular

to the first drift chamber (and so is at a &~ 10° angle with the z — z plane in the
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Figure 4.3: Coordinate systems for Big Hand, Target, and Lab. The lab z is along
the beam line while the target z is toward Big Bite. All coordinate systems are right
handed.
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Figure 4.4: Schematic of the accelerator as it existed in 2006. Shown are the three
halls, injector, and LINACs.

lab frame), while +z is in the magnetic dispersion direction, and y completes the
right-handed coordinate system. In Big Hand, the depth is z, the height is z, and
the horizontal position is y. In this coordinate system positive x is associated with
“down”, positive z is associated with deeper into the Neutron Apparatus (NA), and
positive y is away from the beam line. The origin was located in the center of the
active area at the front of the shielding. Figure 4.3(c) shows the target, lab, and

Neutron Arm coordinate systems and their relation to each other.

4.3 The Electron Beam

During 2006, the accelerator was capable of delivering beams with energy up to
5.7 GeV at currents of up to 150 pA semi-simultaneously to all three halls. The two
main components of the accelerator are the injector and the two recirculated linear
accelerators (LINACs). These delivered beams are not quite continuous, rather the
beam was pulsed with 2 ns wide bunches at a rate of 499 MHz. Polarized electrons

are produced from a strained GaAs photo-cathode via the photo-electric effect. A

57



maximum polarization of approximately 85% can be achieved. Inside the injector,
the lasers for each hall are 120 degrees out of phase relative to each other. This allows
for the energy and current to be determined for each hall semi-independently. After
traveling through 18 superconducting radio frequency (SRF) cavities, the electrons
are injected into the main accelerator at 23-68 MeV. After the initial acceleration,
a prebuncher and chopper ensure that the three individual beams are separated in
time and longitudinal spread. See Figure 4.4 for a schematic of the accelerator.

The polarization of the high energy beam as it enters Hall A can be measured
with a Compton polarimeter. This is done by scattering electrons from polarized
photons, and measuring the asymmetry in the cross section due to the beam he-
licity change. The scattering takes place when the electron beam interacts with a
photon beam in a Fabry-Perot cavity (which enhances the yields). This method of
measurement was used at the same time as data collection during kinematics two
and three. On four separate occasions the beam polarization was measured by a
Mgller polarimeter in Hall A. This was done using magnetized foils which provide
a target of polarized atomic electrons. The cross section was measured for two dif-
ferent orientations of the foil, in order to separate the longitudinal and transverse
components of the beam polarization. At various times during the experiment both
of these two methods along with a Mott polarimeter near the injector, were used
to measure the polarization. This allowed for a good understanding of systematic
errors for the beam polarization. An abridged summary of the beam polarization
measurements is presented in Table 4.2.

The sign of the electron’s helicity was put into the CODA [48] data stream with
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a copy sent to the E02-013 trigger supervisor. The algorithm responsible produces
helicity states (that last for a duration of 33.3 ms) in sets of four (+——-+ or —++—).
A 105 kHz clock was used to reconstruct the helicity if there was a problem with a
missing helicity. After every transition there is a short unknown time during which
the helicity is unknown (given by 0) in the data.

In the Hall A beamline before the target, a set of field coils move the beam to
create a uniform pattern across a section of the target cell. This is done so that a
small portion of the target is not overheated and the target cell is not compromised.
The beam sweeps through its pattern at a rate of 17 to 24 kHz in a process known
as rastering. The current used to do this is read into the data stream.

Beam position monitors (BPMs) are located upstream of the target (at 7.52
m and 1.29 m). The average position of the BPM is recorded at a rate of 1 Hz
in EPICS. The fast rastering system is located 23 m upsteam of the BPMs. The
BPMs were connected to an ADC for readout, such data could then be converted to
a position for the beam. Harp scans in which a thin set of wires are swept through
the beam, were carried out to provide absolute position information which could
be used to calibrate the positions. The BPM and raster calibrations were carried
out by Brandon Craver and discussed in greater detail in another thesis [81]. No
scraping of the beam on the sides of the target was observed.

The two LINACs each accelerate the beam by up to 600 MeV during each pass.
The beam can be bent and returned in RF cavities for up to five passes through
the LINACs. The beam is accelerated in the east and west and bent 180 degrees

in the arcs. See Figure 4.4 for details of the accelerator setup and beam cavities.
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Because different electron energies need to travel through different magnetic fields
to have the proper bend angle, the beam is split in a spreader and then recombined
after traveling through the arc. Each cavity is also at 499 MHz to keep the beam
properly bunched. The beam can be sent into the switch yard after any pass, where
it is sent to hall A, B, or C. Beam energies were determined using the Tiefenbach
method and recorded in EPICs. This method relates the beam energy to the current

applied to one of the arc magnets [53].

4.4 The Helium-3 Target

Polarized targets and polarized 3He have been used in previous experiments,
as described in Section 3.3.3. To review and expand upon this description, polarized
3He targets are one of the preferred methods of realizing a polarized neutron target.
As described, nuclear targets are used rather than free neutrons as the latter only
survives with a halflife of 885.7+0.8 s [4]. For polarization experiments 3He is ideal,
because its polarization is almost entirely carried by the neutron [4]. Additionally,
the relatively simple nature of the *He nucleus allows final state interactions to be
understood. These final state interactions are thought to be small at high momen-
tum transfer (see section 5.7.1). In polarized *He, the neutron carries ~ 86% of the
spin of the nucleus (Figure 4.5) [4]. Most of the time, the spins of the protons are
in opposite directions. About 3% of the time, the protons are polarized, and this
proton asymmetry is corrected for when considering proton contamination of the

neutral hadron candidates (see Section 5.5 and 5.6).
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Figure 4.5: Diagram of the 3He nucleus. Shown is the most common state with the
proton spins aligned anti-parallel. The neutron carries ~ 86% of the polarization of
the nucleus while the protons carry ~ 3%.

The process of spin-exchange optical pumping (SEOP) was used to polarize
the *He nucleus. In this process, alkali atoms are optically pumped and, through
spin exchange, polarize the 3He nucleus. An image of the target cell is provided
in Figure 4.6. A unique feature of this target was the use of potassium (K) and
rubidium (Rb) for the optical pumping, rather than the more traditional rubidium

only. The process of SEOP will be described in Section 4.4.2.
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Figure 4.6: Picture of an empty He cell. On top is the spherical pumping chamber,
and below is the cylindrical target chamber. The beam passes through 40cm of
target material [41].
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4.4.1 Target System

The goal of the target system was to create a polarized *He target. To have a
polarized target, a magnetic field is required to provide an axis with which to orient
the target spin. To do this, the target system consists of a ladder holding the targets
including a cell to hold the 3He gas, a laser system to polarize the gas, and a system
to create the uniform magnetic field.

The target ladder contained four different targets, and was enclosed in an
iron box to provide a “constant” magnetic field in the target that is immune from
interference due to the Big Bite dipole. The targets used were the 3ITe>, a set of optics
(carbon and beryllium oxide) foils for calibration, and a reference cell (containing
N, or Hy) targets. The reference cell was similar to the *He cell and approximately
40 cm in length.

An oven was used to keep the pumping chamber at a constant temperature
of 240° C in order to maintain a sufficient density of potassium vapor for the spin
exchange process.

The target cell was made from hand-blown glass, with two chambers, a pump-
ing chamber and a target chamber, and a transfer tube between the two. The po-
larized gas in the heated top chamber would diffuse into the bottom target chamber
where the polarized 3He served as the target. The cell was constructed of alumine-
silicate glass and was filled with 8 atm at room temperature of 3He in addition to
N, and sealed.

To optically pump the Rb, five 30 W lasers were used (totalling 150 W). In
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order to decrease radiation damage and ease safety concerns, the lasers were not
kept in the hall, rather they were kept in a shed. To pipe the light to the target, 75
m of optical fiber carried the laser light to the target where it was combined in the
pumping chamber.

All components of the target system were held in an iron box, except the lasers.
Around the target were coils to drive the RF field for the polarization measurements,
sets of pickup coils to measure the NMR signals, and a coil to provide the excitation
for the EPR measurement (see Figure 4.11). The magnitude of the field provided by
the iron box was limited to 25 G in order to keep the beam from bending away from
the beam dump. The iron box provided shielding from Big Bite, with eight coils
arranged to create a “uniform” field in the target region (Figure 4.8). The holding
field was not completely uniform, and since the experiment was very sensitive to
polarization direction, this was measured using a custom built compass [61]. Figure
4.7 shows the relationship between position along the target and direction of the

magnetic field.

4.4.2 Polarization

The 3He target used in E02-013 was the first implementation of a hybrid
target at Jefferson laboratory. The target’s hybrid nature is due to containing two
alkali metal vapors to reach a higher sustained polarization in less time than the
previous mono-alkali targets. This target system was developed by Alan Gavalya

and the polarized *He groups at the University of Virginia, the College of William
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Figure 4.9: Figure showing the polarization process [57]. Optical pumping excites
the electron to an excited state, which can exchange (50%) to a state that decays
to a spin state that is not optically pumped by the lasers.

and Mary, the University of Kentucky, and the Hall A staff. By using a potassium
and rubidium mixture in the cells, a polarization higher than 50% was acheived (see
Figure 4.12).

In the process of spin exchange optical pumping (SEOP), rubidium is put in
a magnetic field and exposed to the circularly polarized light, this pumps up the
valence electron to a spin up sublevel in a P state. This excited state will either
directly decay, or exchange spin through collision and then decay (see Figure 4.10).
The photon released during decays can depolarize; the nitrogen in the cells (roughly
2% of 3He volume) serves to quench this, allowing the transition back to a bound
state through kinetic collisions rather than radiation. After decay there is a 50%

chance to end in a spin state. This spin state is not excited by light from the
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lasers and so becomes densely populated (see Figure 4.9). Angular momentum can
be transferred from the polarized alkali valence electron to *He via the hyperfine
interaction. A description of these processes is presented in Figure 4.10.

The spin exchange efficiency for K-3He interaction is 10 times more efficient
than Rb-*He. Commercial lasers for optically pumping Rb are more readily available
than those for potassium. Potassium (K) and other alkali metals have a high spin
exchange cross section with rubidium and so the polarization of two such gases in a
cell will be the same. This means that including the potassium into the cell enhances
the transfer of polarization into the helium-3, decreasing the time to polarize the cell
by a factor of two and causing a corresponding increase in sustained polarization in

beam.

4.4.3 Polarization Measurement

The polarization of the target was measured by a combined use of EPR (elec-
tron paramagnetic resonance) and NMR (nuclear magnetic resonance) techniques.
EPR provides an absolute measurement of *He polarization, while NMR provides a
relative measurement. Both techniques cause depolarization of the target, but NMR
disrupts the experiment less due to causing less depolarization. Because of this and
because it could be carried out directly in the scattering chamber, NMR was done
more frequently. These two techniques used two separate locations in the target
cell. Due to using the alkali gases, EPR measured the polarization in the pumping

chamber while NMR could be used to measure polarization in the target chamber.
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Figure 4.10: In a traditionally polarized helium cell, one that contains only Rb
and 3He, the Rb exchanges spin in one of three ways. Spin is exchanged either by
changing the spin of the He nucleus, or by just rotating the atoms it interacts with.
This rotation is not useful for polarizing the He, so by adding K, which is likely
to engage in “spin-rotation” with the Rb, but likely to engage in “spin-exchange”

with He, the polarization efficiency of the cell is increased. Only the spin-exchange
collision process causes polarization of the *He [57] [93].
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Figure 4.11: The coils used for the NMR measurement of target polarization. Shown
is the holding field coils (iron box), the RF coils (which can be adjusted), and the
pick-up coils. Two sets of pick-up coils are down at the target chamber, one more
set is up above the pumping chamber. One of the RF coils could be adjusted, as
could the pick-up coils, to maintain the transverse relationships needed for an NMR
measurement.

The diffusion of polarized gas in the cell was modeled to relate the two techniques
and properly calibrate the NMR signal.

To perform a NMR measurement, control of the magnetic field of the target
is necessary. After an application of a radio frequency (RF) field, when resonance
conditions are met, a signal is measured that is proportional to the polarization of
the target.

The resonance was found using adiabatic fast passage (AFP). In adiabatic fast
passage the magnetic field is changed with a perpendicular radio frequency field (91
kHz) held constant to find the resonance. At resonance, *He undergoes spin reversal.
This spin reversal produces an EMF signal that was detected in a separate set of
coils known as pick-up coils. See Figure 4.11 for a description of the coils involved

in the NMR measurement.

This measurement technique switches the direction of the spins, so the mag-
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netic holding field was swept back to give the original target polarization direction
during each measurement. The depolarization caused by this process was found to
be on the order of 1%. This measurement technique is relative due to the EMF
signal depending on the magnetic flux through the coils, the amplification of the
electronics, and the density of ®He. The calibration of this measurement technique
is presented in another thesis [56].

In an EPR measurement of the polarization of the 3He, it is light from the
polarization of the alkali metals in the cell that is measured. This is due to the alkali
atoms being very sensitive magnetometers. This energy shift is due to the Zeeman
effect. Obviously this means that there are two shifts in the Zeeman responses of
the K and Rb, one due to spin exchange and another due to the magnetic field
experienced by the metal including that of the polarized *He.

There are numerous magnetic fields which cause this shift, such as the holding
field and interactions with the other atoms. However, these other shifts are not
dependent on the polarization of the target, and by flipping the polarization the
effect due to the polarized *He on the magnetic field creating slight differences in
the K energy levels can be determined. For a spherical sample, combining shifts due
to collision and the classical magnetic field, the following relationship for the signal

shift is obtained [51]

8 dvppr(F, M)

3 dB K'ONHePHe . (41)

Avgpr =

Here B is the magnet field, Py, is the polarization of the 3He, and g is a parameter.

To flip the target polarization, the holding field is kept constant and the applied
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RF field is swept (which is in resonance with the *He). The EPR resonance causes
depolarization and the fluorescence caused by that repolarization can be tracked as
a function of RF frequency. This decay is caused by a shift in electron energy levels
in the potassium atoms.

To understand the two measurement techniques relative to one another, NMR
measurements were performed both before and after each EPR measurement. The
EPR measurements had the disadvantage of causing significant target depolariza-
tion. This is because the EPR transition causes the 3He spins to be anti-aligned
with that of the spin state the alkali is being pumped into. To minimize the depo-
larization, this transition was done twice for every EPR polarization measurement.
The EPR measurement depends on kg, which is different for every alkali and noble
gas combination and has temperature dependence [33] [85].

The measurements required to relate the absolute EPR measurements and the
relative NMR measurements and the model used to relate the polarization at the
different locations of the two measurements is presented in detail in another thesis
[56]. The corrected polarization is shown in Figure 4.12. From equation 4.1 it is
obvious that the target density needs to be known well. Resistive temperature de-
vices (RTDs) were placed at eight locations on the cell to measure the temperature,
from which the density was computed using the ideal gas law. These RTDs did
not measure the internal temperature, and so a series of NMR measurements were
carried out under various conditions to determine the true internal temperature [56].

Many corrections are needed to provide the needed polarization and direc-

tion of polarization to properly determine the physical asymmetry. The material
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Figure 4.12: Measured polarization in the He cells during the experiment [56].

Shown is all cells, including Dolly, Edna, and Barbara used during Kinematics 2, 3,
and 4.

surrounding the helium-3 had to be understood to build a proper Monte Carlo
simulation, while the unpolarized nitrogen within the cell caused a dilution in the

asymmetry. Details of these corrections are presented in section 5.5.2.

4.5 Big Bite

4.5.1 The Big Bite Apparatus

Big Bite is the name of the electron spectrometer, and of the large 1.2 T
dipole magnet that provides the magnetic field for the spectrometer. It consists of
the large magnet, a plane of 13 scintillators, a calorimeter, and three multi-wire

drift chambers (MWDC) containing a total of 15 wire planes. The calorimeter is
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Figure 4.13: Schematic of the Big Bite detector. Shown is the large dipole which
provides a magnetic field integral of 1.2 T-m, the 15 planes in three chambers that

made up the wire chamber, and the lead glass shower and preshower separated by
a layer of plastic scintillator.
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split into a shower and preshower, and is constructed of 250 lead glass blocks. A

schematic of the Big Bite detector is shown in Figure 4.13.

4.5.2 The Big Bite Scintillators and Shower

The Big Bite scintillators are located between the preshower and shower and
provide the time of the event within Big Bite tracker. Each of the thirteen paddles
has a photomultiplier tube on each end, with the signal split going to both a TDC
via a discriminator and an ADC. The scintillators are used to calculate the time of
the particle at the drift chambers, which are about 1 m away. The scintillator time,
with resolution o = 300 ps, is required for reconstructing the hadron time of flight
due to its use in providing the reference time. These scintillators are 64 cm by 220
cm.

The front plane of the total shower, known as the pre-shower, is located 1 m
behind the drift chambers. The preshower consists of 54 lead glass blocks in two
columns of 27 rows. Behind the preshower, the shower consists of seven columns
and 27 rows. Its lead glass blocks are 8.5 cm by 8.5 cm, while the preshower has
lead glass blocks that are 35 cm by 8.5 cm. The total height of the structure was
230 cm. Each block is connected to a single photomultiplier tube, which collects the
Cerenkov light. The signal is then sent to both an ADC and summation module,
with the summed signals going both to an ADC and a TDC. The sum of the shower
and preshower gives a signal roughly proportional to the energy of the particle. The

total shower provides the trigger for Big Bite. A final set of information provided by
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the total shower is the rough location of the particle. This aids track reconstruction
in the multi-wire drift chambers and reduces the the search space by a factor of 10.

The energy resolution provided by the total shower is approximately Oip = 10%.

4.5.3 The Wire Chambers and Tracking

The drift chambers were constructed by the University of Virginia for this ex-
periment in order to reconstruct the trajectory of the electron as it travels through
the detector. To do this, the planes which make up the drift chambers were con-
structed with three different orientations, known as U, X, and V. The chambers
were roughly 35 cm apart. In the Big Bite detector coordinate system, the X plane
has wires running parallel to the y axis, while the U and V' wires are rotated by
+30° with respect to that axis. The sense wires were 1 cm apart from each other
within the plane. Cathode planes were placed 3 mm above and below each wire
plane and field shaping wires were placed between each pair of sense wires to create
a roughly symmetric potential around the sensing wires.

Charged particles which pass through the chamber release electrons by ioniz-
ing the gas within the chamber. This gas is a 50% argon and 50% ethane mixture
that had been bubbled through ethyl alcohol and is kept slightly above atmospheric
pressure. Since a voltage difference exists between the sense wires, the field shaping
wires, and the cathode planes, the charges are attracted to the detector wires and
interact with them forming a signal which is then detected in a TDC (after amplifi-

cation and discrimination). The time it takes to drift to the wire can be determined
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and used to calculate the distance between the wire and the particle track. Each
plane was set at a different voltage to create the desired field surrounding the sensing
wires.

The detector determines more than just the track that the particle traveled, it
is also determines the particle momentum and its point of origin within the target.
An effective bend plane model was used to determine this, where the interaction
of the magnet is treated as occurring at the magnetic mid-plane. If we assume
that there is only dispersion along Big Bite detector x, then the complete track
between the target and the total shower can be reconstructed. By finding the point
in the magnetic mid-plane that the observed track (back track) in the drift chambers
points to, and assuming that dispersion happens only in the x (Big Bite) direction,
the origin of the track along the beam (forward track) can be determined (Vp). All
coordinates in this section are in the Big Bite detector coordinate system unless
otherwise indicated.

In this model, the vertex is (after corrections ¢/, ¢, ¢y, and ¢;)

VLAB = COVE) + Czo Lo + 016956 + CyoYo + Cy6y6 + f(xbend’ ybend) . (42)

Here the V is the z vertex location in the lab coordinate system, and f(Zpend, Yoend)
is a parameter to determine deviations outside of this model. The xy and 1y describe
the location of the intersection of the track with the plane z = 0 in the detector

coordinate system. The variables O, = z{ and ®;, = y;, describe the track between

— dy

=7 in the detector
A

the bend plane and the target and are found by zj, = fi—;” and v,

coordinate system. The bend coordinates (Zpena, Ypena) are the detector coordinates
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Figure 4.14: This diagram, which is not to scale, shows Big Bite, the location of
the dipole, target, drift chambers, and shower, and the quantities known as the
deflection angle (04.f), 014, and the back and front tracks. Shown on the upper left
is the coordinate system for the target coordinates. The shower is shown providing a
fourth location for the particle, to anchor the track reconstruction. Big Bite detector
coordinates have their origin at the center of the first plane. The z direction is
perpendicular to the first chamber, and x is the magnetic dispersion direction.
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where the track intersects the bend plane. A diagram of the effective bend plane
model is in Figure 4.14. A histogram showing the foil target vertex reconstruction is
shown in Figure 4.16. This shows that the position along the target is reconstructed
properly.

The momentum can also be determined, as

CO<xbend> ybend) + CaxLhend

Qd - + CQHtgt + CyY + Cy’y/ + f(l‘bendy ybend) : (43)

PBB =

This 045 is the deflection angle, and defined using the vectors 'y and 7, which
describe the tracks the particle takes between the target and the magnetic mid-
plane and between the magnetic mid-plane and the wire chambers, and is defined

to be

Oges = cos ™! (M) : (4.4)

27|17

The energy for the electron in elastic events can also be determined as

my e
my+ E. (1 —cos,) ’

(4.5)

Eelastic =

where m,, is the mass of the proton and FE. is the energy of the electron, and 0. is
the electron scattering angle. The momentum calibration was done using hydrogen

data. The momentum resolution is demonstrated in Figure 4.15.

4.5.4 Big Bite Electronics

Signals from each wire in the multi-wire drift chamber travel through an ampli-
fier and discriminator before terminating at a LeCroy 1877 multi-hit TDC running

in common-stop mode. Information is read out from these after each trigger. The
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Figure 4.16: Resolution of the carbon foils after vertex corrections. The foils should
be 6.7 cm apart with the BeO foil at 0 cm. This histogram is of data from a foil
target run in kinematic 3. These foils were used for the optics calibration.
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Figure 4.17: The electronics schematic for Big Bite.
the wire lengths. Two neighboring preshower blocks,

the trigger for the electron arm.

scintillators have their signal split between a LeCroy 1881 ADC and a discriminator,
with the discriminated signal terminating on a CAEN 775 TDC. The shower and
preshower have all their signals (individual and summed) put into a LeCroy 1881

ADC, with the sums also having the signal discriminated and put into a LeCroy

1877 TDC.

The sums of the preshower and shower that are over some predefined threshold

provide the Big Bite trigger.
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4.6 Big Hand

While the subject of Big Hand is a major component of this thesis, the cali-
bration and detailed analysis of the neutron arm’s behavior is not needed directly
for the analysis. As a result, the geometry was described in detail in a document
put together by Tim Ngo [73] and the software, detector description, analysis, and
calibration are presented in Appendix A. Neutron detection took place through
hadronic interaction in iron converter layers in front of neutron detector counters
organized in seven planes behind two veto layers and lead shielding. Discussion of

neutron detection is also the subject of Chapter 5 and Appendix A.

4.6.1 Neutron Geometry

The neutron apparatus (NA), sometimes referred to as Big Hand, is a large
hadron detector, designed to match Big Bite’s acceptance at the highest kinematic
with Q? = 3.5 GeV2. The dimensions of Big Hand are 4.2x2.0x6.2 m® and it has a
100 msr solid angle at a distance of 8 meters. The neutron detector is made up of
244 neutron bars in seven planes and 192 segmented, single sided veto bars in two
planes. These counters were provided by University of Virginia (UVA), University
of Glasgow (GLA), and Carnegie Mellon University (CMU). For the UVA counters
PMT type XP 2282B were used, for the CMU counters PMT type XP 2262B, while
for the GLA EMI 5” were used [98]. In order to properly identify quasi-elastic
events at the highest kinematic, a time resolution of 0.3 ns was desired, which

corresponds to neutron momentum resolution of 250 MeV/c at a hadron momentum
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of 2.58 GeV [25]. The scintillation material in the counters was the standard organic
plastic scintillation material [1]. To increase the detection efficiency of neutrons, a
thin (one inch) layer of iron was placed in front of each counter to cause some
portion of the incident neutrons to undergo hadronic interactions. A high degree of
segmentation was important so that the vertical (X) position of the incident particle
could be measured with the required resolution. This allows the selection of quasi-
elastic events for which it is necessary to have a good measurement of momentum
perpendicular to the virtual photon. Four “marker” counters were included for

calibration purposes.

4.6.2 Veto and Marker Bars

The veto counters were divided into two so that they would provide the needed
time resolution without problems with attenuation. The two veto planes were offset
from each other both horizontally and vertically, for complete coverage of the active
area of the neutron bars. This, in addition to the height of veto bars (11 cm)
compared to the neutron bars (15 cm for CMU bars), meant that multiple veto bars
could possibly fire to define the charge for an event within the neutron bars.

The marker counters were included late in the construction to calibrate the
horizontal position reconstruction of the neutron detectors. These are long vertical
scintillators placed before the first plane of the neutron detector, but after the
shielding and veto detectors. They were placed within two constructed channels,

with the same amount of space between the top marker bars and the bottom marker
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bars for each channel [72]. Even with two marker bars to cover the whole height
of the neutron arm, most coincident hits between a marker bar and a neutron bar
were only measured in a single PMT in the marker bar. Using these marker bars

assisted in the time offset calibration of the neutron arm.

4.6.3 Neutron Arm Electronics

The initial discriminators, amplifiers, and summing modules, were all placed
in an electronics hut behind the neutron detector. The ADCs and TDCs were put
behind shielding some 100 meters away, where the signals were discriminated again
to provide a good signal. Signals from the detectors were combined into sums. This
was done to increase the neutron detection efficiency at Q% = 2.5 GeV?2. Figure 4.19
shows the neutron bars and veto bars, a sum is made up of the left or right PMTs
for two neighboring color coded sections.

The ADCs used for the detectors within the neutron arm were all Lecroy 1881,
while the TDCs used for the veto detectors and sums were LeCroy 1877 TDCs. The
F1 TDCs were specially developed electronics for Jefferson Lab and were used for
the neutron counters. These TDCs were used in a common-stop mode and provided
a resolution of 118 ps. The F1 TDC required that a reference signal be used, this was
a delayed signal from the trigger and the F1 TDC signals could be reconstructed
relative to it. Summing modules, amplifiers, fan in/out modules, discriminators,
ADCs, TDCs are all presented in Figure 4.18 (and logic). This gives the NA side

of the trigger as arising from any sum channel being past threshold on the left or
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Figure 4.18: Neutron Arm electronics schematics. Included in the schematic is the
length of the cables. From the PMTs of the various tubes, the signal goes into both
a TDC and a sum module with the non-summed output going to an ADC. The
different summed signals are added together and sent to both an ADC and TDC,
with an OR of the TDCs forming the trigger.
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right.

4.7 Data Acquisition

Six triggers were used in this experiment. These were the neutron arm trigger
(1) known as T1, the Big Bite trigger (2) known as T2, the coincidence trigger (3)
known as T3, the 8.5 Hz pulser (7), the 105 kHz helicity synchronization signal (8),
and the 30 