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computing power, casual users need to handle a tarmber of images on computers.
Image management is challenging because in additiogearching and browsing
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thumbnails, which are representative forms of aagiimages, require significant
screen space to be represented meaningfully. Seadrile image metadata is crucial
for managing images, creating metadata for imagesxpensive. My research on

these issues is composed of three components atdiess these problems.

First, | explore a new way of browsing a large nembf images. | redesign and
implement a zoomable image browser, PhotoMesa, hwtaccapable of showing
thousands of images clustered by metadata. Comhingdits simple navigation

strategy, the zoomable image environment allowssute scale up the size of an

image collection they can comfortably browse.



Second, | examine tradeoffs of displaying thumlmaillimited screen space. While
bigger thumbnails use more screen space, smallertthails are hard to recognize. |
introduce an automatic thumbnail cropping algoritbased on a computer vision
saliency model. The cropped thumbnails keep the odormative part and remove
the less informative periphery. My user study shadhat users performed visual

searches more than 18% faster with cropped thursbnai

Finally, 1 explore semi-automatic annotation tecjugs to help users make accurate
annotations with low effort. Automatic metadata ragtion is typically fast but
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recognition. Experimental results demonstrate ffecveness of the semi-automatic
annotation when applied on personal photo collestidJsers were able to make
annotation 49% and 6% faster with the semi-autarainotation interface on event

and face tasks, respectively.
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Chapter 1

Introduction

A Picture is Worth a Thousand Words. — Fred Berhard

Images have been a crucial medium for informatimariag and communication even
before the invention of letters. While signs andglaages take a larger role in
everyday communication, images are still used wided a fundamental way of
communication. They are more intuitive and somesimmentain more information

than other media.

As the use of digital image devices such as digimheras and video recorders
becomes more popular [10], more images are createtl stored in personal

computers and shared over the Internet. As thenwelof images one person needs to
handle increases, it becomes a challenge to matiege. This has created the
demand for computing tools which can efficientlygamize, search, browse and

distribute images.
1.1 Image Management — The Problem

Image management tools share the same principlgenaral document management

systems. They include the ability to index, organisearch, browse and share

! The phrase was first used in a trade journal @fifinting press, "Printer's Ink". Fred Barnarerth

editor of the magazine, coined it in 1921.



documents. These principles can be easily implesdeintan image management tool
given that the images have supporting data suchttons and keywords. However,
this type of information doesn't exist for all imegyand creating such data is often

slow and tedious.

My research identifies two additional challengeatthare required to support an
efficient image management system - thumbnail ptaten and metadata

acquisition. Each challenge is detailed below.

® Thumbnails and the limited screen space

The use of thumbnails is one of the most populanrtgjues to show images on the
computer screen. Thumbnails, created by shrinkinginal images, are easy to
generate and are very intuitive. However, as showfigure 1.1, thumbnails reduce
the density of information available on a screghere are over twice as many items
shown on the screen witthetail view mode asthumbnailmode. Low information
density requires a user to perform additional asticuch as scrolling down or
clicking “Next” button. Roddenet al [58] observed that users prefer to see a large

number of images at once.

On the other hand, increasing information density, reducing the size of a

thumbnail, causes another problem - small thumbrmdien become illegible.

The challenge of this research lies in providingadution to these contradicting

requirements.
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Figure 1.1 Two different representations of the sam folder. The left shows
image files in thedetail view mode of Microsoft Windows Exploref. The image
files are represented as a list of files with addinal information such as size,
type and date. The right shows the same folder irhe thumbnail mode. Although
users can easily identify the content of the imagessers are limited to view less

than half the number of files compared with thedetail view.
® [ack of metadata

Unlike other textual types of documents which argidally composed of alpha-
numeric characters, images are usually a streaoolof pixels. It is, therefore, not
easy to extract metadata directly from images.example, it is relatively difficult to

automatically extract the metadata “cat” from atymie of a cat. In many cases,

extensive computation is required to detect meduimgformation within images.

There has been various research about automatiealisacting metadata from
images. The research has focused on areas suclbjest aentification, face

detection/recognition, content-based categorizaaod so on [73][75][76]. However,

2 Windows Explorer is the registered trademark efMicrosoft Corporation.



automatic metadata extraction is often inaccuraie iarelevant. The irrelevancy
rises due to the fact that the limited amount dfrasted metadata. The obtained
metadata may be too general to satisfy the needvafy individual user. Each user
needs various types of metadata according to hmisiue interest. Furthermore, there
are numerous cases where it is even impossiblestimmeatically obtain metadata
without the intervention of humans. Extracting mvenformation about which a

picture was taken, such as a birthday party, isalgxample.

The actual users, as information consumers, cactitmas the most reliable source
of accurate and relevant metadata associated miglges. But, it is well known that
most users are not motivated enough to spend muoh dreating and annotating
metadata for images [58]. Some researchers haaek tvienhance the manual image
annotation process [39]. However, users still fourtddious to make annotations on

their photographs.

The research challenge is to design an easy-tofaseannotation system which is

capable of helping users generate accurate metatthtlow manual effort.

1.2 Research Components

As stated in the previous section, | have idertifteeo important challenges for
designing user interfaces for image managementapyoach to these problems is to
integrate improved automatic recognition systemth wiovel user interfaces. This
strategy helps achieve my research goal of designimitive, efficient and enjoyable

image management systems.



My research is composed of three components; ({dly#g zoomable user interface
techniques to the image browsing environment; (Bracing thumbnails so that they
can be more useful within a limited screen spaod; 8) designing and evaluating
semi-automatic annotation strategies for persohatgcollections. | discuss these in

more detail in the following sections.

1.2.1 Zoomable User Interface

Conventional image browsers often use the WIMP @ws, Icons, Mice and
Pointing) style interface - the direct manipulatianterface using the desktop
metaphor. They arrandgelders on the screen as shown in Figure 1.1. Typically,
users navigate through images by opening and g/dslders. Unless images are well
organized inside folders, users may need to comdugfin several folders before they

are able to locate a specific image.

Zoomable User Interfaces (ZUI) use a metaphor desigas a successor to the
desktop interface. Compared to the desktop interfaoere the 2D space does not
have any depth, ZUIs enable users to move theitpafi view with depth. The

primary navigation techniques for ZUIs are zoomamgl panning. Users can zoom
and pan to any specific area in 2D space. The dwmé¢hat occurs during zooming

and panning helps the user to remember where tHihgsgether based on spatial
relationships. The spatial relationship is redugced folder-based desktop, which

relies on the user’s ability to recall specificarmhation about folders.



My research on zoomable image browsing is basectcanctepts introduced by
Bederson [4]. He applied zoomable user interfachriiques into an image browsing
environment as a solution to increase the browisabil image retrieval systems. For
my research, | started by enhancing PhotoMesa d4zoomable image browser
(Figure 1.2), and applying zoomable browsing teghes to several front-end
interfaces of image retrieval systems. | definegeaof programming interfaces so
that other applications can embed PhotoMesa asobmigeir internal components.
The enhanced PhotoMesa can handle richer metad&amation through the

interface. These features allow complex searclass guery previewing, and dynamic

guery refinement.
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1.2.2 Automatic Thumbnail Cropping

While thumbnails - generated by shrinking the aragiimage - are one of the most
widely used techniques for representing imagey, éine often rendered too small and
illegible. To increase the legibility of small thtamails, | studied how to detect key
components of images so that intelligent croppimgor to shrinking, can render

objects more recognizable. Along with colleagueshat University of Maryland, |

developed and evaluated two automatic croppingnigales: 1) based on a method
that detects salient portions of general images, 2n based on automatic face

detection.

The general thumbnail cropping method, which isedasn a saliency model, finds
the informative portion of images and cuts out tlan-core part of the image.
Cropped thumbnails increase the users' abilityetmgnize the image and help the
users’ visual search. This technique is general G be used without any prior
assumption about images since it uses only lowl leigeial features such as color,
brightness and orientation (see Chapter 4). Aduitig, this technique also reduces

the over or under cropping of an image by analy#egvisual content of the image.

When semantic information such as a face is aVailaie are able to target the crop
area more effectively. Keeping a face (or faces)ble in a thumbnail is critical in
identifying the people in it. Face detection basgdpping demonstrates how

semantic information can be used to enhance thuintmaping.



We also performed a study that shows strong enapiezidence that users recognize
cropped thumbnails more accurately. We also shaw wking cropped thumbnails

increases users’ visual search performance.

1.2.3 Semi-Automatic Annotation

Annotation is defined as a process which invohaseling the semantic content of
images (or objects in images) with a set of keywoal semantic information.

Annotated information is very important for imaggrieval since it allows keyword-
based search and helps organizing photos. Then@agaly three ways of acquiring
metadata for images. They are 1) automatic extmadihrough image analysis, 2)
manual annotation, and 3) semi-automatic annotasiech as suggested in [71].
Automatic metadata extraction by analyzing imagestypically fast but often

generates inaccurate and irrelevant results, wimémual annotation is slow but
accurate. Semi-automatic annotation combines tledapproaches. Initial metadata

obtained automatically is updated incrementallyddgvance feedback from users.

When the metadata has reasonable accuracy, forpéxawhen the amount of erratic
information is less than that of correct informatidhe process of correcting errors
can be faster and easier than adding new informdtmm scratch. The process of
correcting errors can be even faster as in mangscafere users can focus on the

important errors and disregard the less importaeso

The goal of my research is to provide users witlefficient and accurate annotation

mechanism using the semi-automatic approach andepits validity. A proper



interface is very important when dealing with auédim suggestions from a system.
Fixing many errors tends to frustrate users vergilgal focus on transparent

automatic suggestion, in which users have totafrobaver the annotation process.

To achieve these goals, | designed and implemeatsdmi-automatic annotation
prototype, SAPHARI (see Chapter 5). The goal of BARI is to provide an

annotation framework which helps users to make ratewannotations with less effort
than manual annotation. SAPHARI generates imag&ers which facilitate efficient
bulk annotation. SAPHARI automatically creates éhetusters with hierarchical
event clustering and clothing based human recagmitiExperimental results
demonstrate the effectiveness of the semi-autonatiwotation when applied on

personal photo collections.

1.3 Dissertation Overview

Chapter 2 discusses related work and the backgroundage management, image
browsing environments, zoomable user interfaced,ralated automatic recognition

systems.

Chapter 3 presents my work on a zoomable image dagwPhotoMesa. Detailed
design challenges are described along with the aesplbn of the software

architecture.

Chapter 4 explains two innovative automatic thunibcrapping techniques. While
small thumbnails are expected in devices with Bohiscreen space or in a zoomed

out view of a zoomable user interface, thumbnaalsilg become illegible. | present



how to create useful thumbnails and evaluate fexcg¥eness through a series of user

studies.

Chapter 5 introduces the semi-automatic photo atioot strategy. | explain the
design and implementation of a semi-automatic atabbn prototype, SAPHARI
(Semi-Automatic PHoto Annotation and Recognitiortetface). | discuss how
SAPHARI serves as a semi-automatic annotationftoobersonal photo collections.
In chapter 5, | also report a series of user studie the semi-automatic photo
annotation strategy. | evaluate the effectivenesk wsability of SAPHARI through

semi-controlled experiments and observational steties.

Chapter 6 summarizes the main findings of thisaegeand discusses future work.

10



Chapter 2

Related Work

There have been a number of research prototypesamohercial products to support
image management on computers. In this chapteplam features of notable image
management applications and prototypes. | payquéat attention to searching and
browsing as well as annotation strategies of eggication. In addition, | describe
the technologies which my research is based oretdildzoomable user interfaces
(zU1), treemaps, and saliency algorithms. | alsespnt a number of automatic
recognition techniques which are utilized for estrag useful information from

images.
2.1 Digital Image Browsing and Searching

FotoFile is a prototype system for multimedia ofgation and retrieval [42].
Through informal user studies, Kuchinsityal [42] found that: 1) users did not want
to spend a lot of time organizing their photos widyboard annotations; and that 2)
they wanted to browse through photos, not justgperfdirect search activities. To
facilitate easy annotation, they added bulk anrmmtaand face recognition in their
prototype. In their bulk annotation method, useete multiple images on the
display, choose attribute/value pairs from a meang then press the “Annotate”
button so that users can add the same set of kdgwmr many images at the same

time. FotoFile also added a facial feature extoactool to recognize faces in photos.

11



This tool allows users to assign a name to a fand,then automatically annotates
new photos when the same face is recognized, fragsers from having to do this

annotation themselves.

As shown in Figure 2.1, FotoFile allows users towse photos grouped in albums.
When an album is selected, images in the alburfeat®ut on the screen for viewing
and editing. When there are more photos in onenalthan the screen can hold,
photos are partitioned into many pages and usemssea additional photos by
pressing the next page button. As well as its stahthterface, FotoFile also added
the ability to visualize photos with a hyperbolred [43] built from the values of
various metadata facets applied to a set of phdtoboth ways, the interfaces let
users navigate through photos without performingrdees. Kuchinskyet al also
noted that people like to tell stories with photosl allowed users to create small

groups of photos called “scraplets” to represemglsi narrative episodes.

Figure 2.1 FotoFile image organization and retrieviesystem [42]

12
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Figure 2.2 Adobe PhotoShop Albuni. Keyword tags can be dragged and
dropped onto photos to associate them with keywordUsers can customize

keyword tags and use them to find photos later.

Adobe PhotoShop Album [2] is a commercial producint a well known image
application developer, Adobe Systems Inc. AdobetéBimop Album gathers all
photos in the users’ computer and lets users s&e gphotos in one convenient place,
organized by date or any chosen subject. On thefttipe interface, it has a timeline
showing the distribution of photos over time. Theeline has two sliding knobs and

users can filter photos by the date they were takere of the interesting features it

% Adobe PhotoShop Album is a trademark of Adobe&ystinc.

(http://www.adobe.com/products/photoshopalbum/)
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incorporates is a keyword tag. Users are allowecréate customized keyword tags
that represent special people, places, or events,deag them onto photos so that
pictures can be found by subject later. As showRigure 2.2, a keyword tag on the
right panel can be dragged onto a photo or a godyglhotos to annotate photos with
the keyword. When users drop a keyword tag onts#aech panel, photos that have
been annotated with the keyword will be found ahdwa on the center panel as a

search result. Users can add more tags to narramm ttte search result further.
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Figure 2.3 PhotoFinder. Users can annotate photositiv drag-and-drop interface,
also known as direct annotation. The name of a pers can be dragged from the

list onto photos. This annotation is used for keywa search for finding photos.
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PhotoFinder [39] is a research prototype focusingwabling non-technical users of
personal photo collections to search and browsdyedhotoFinder allows rapid
browsing of large number of photos organized ineoblons. It provides a set of
visual conjunctive Boolean query interfaces andrgpeeview features. PhotoFinder
offers a technique known aéect annotatiorto enable personal names to be placed
on a photo. In PhotoFinder, annotation is achidwedrag-and-drop. Users can drag
keywords (usually a person’s name) onto any place¢he photos. The content and
the position of keywords are automatically saved idatabase so that they can be
used for searching. Karg al [39] found that rich annotations and captionstaee

basis for successful story telling among people.

PhotoFinder can create collections from the folder§le explorer by dragging the
selected folders onto the library viewer and thetps in the collections can be sorted

by the selected attribute such as date, locatitb®, &nd so on.

ACDSee [1] is one of the most successful image bevgvon the market. Based of the
file system, it provides users a total environmentview and browse image and
graphics files quickly, even large images or thadsaof thumbnail previews at a
time. It enables users to organize pictures efiitye by assigning images to
categories and keywords in batches. It allows uefsd files fast by searching on
categories, keywords, metadata, date, type, deéserjpor other properties--or by
clicking dates on a calendar. Users also can viewhatos from a particular year,

month, week, or day.

15



One disadvantage of ACDSee is its lack of abilitystipport managing photo groups.
It depends on low level file structures and doesatiow images to be included in
more than one group (or folder) without copying tivéginal and having multiple

copies. ACDSee supports basic features such asrites/ and ‘Folders’, but users
might still need more convenient functions ratheant folder-based grouping for
managing their image collections especially whea tollections contain a large

number of photos.
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Figure 2.4 ACDSeé& Image Browsef

The Personal Digital Historian (PDH) research pbj62] presents visualization and
layout schemes developed for a novel circular usterface designed for a round,

tabletop display. The overall goal of PDH is toestigate ways to effectively and

4 ACDSee is a trademark atD Systems http://www.acdsystems.com

16



intuitively organize, navigate, browse, present ansualize digital data in an
interactive multi-person conversational settingetsbt al [62] discuss the direct
implications of such a circular interface on docuimerientation and describe the
circular layout as shown in Figure 2.5 and explaw to use them in a multi-person
collaborative interface. This type of collaboratieavironment that adapts to the
needs of group workers would allow the computeaatevice to disappear in the

architecture of office spaces, while its functiatyalemains ubiquitously available.

PDH is an example of a non-WIMP (Windows, Icons¢&land Pointing, which refer
to the desk top, direct manipulation style of usésrface) image browser. Unlike the
previous examples, PDH introduces a novel envirarimehich is intended to

facilitate cooperative browsing.

Figure 2.5 Personal Digital Historian (PDH) from MERL [62]
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Query-By-Image-Content (QBIC) is one of the welbkm content-based image
retrieval systems [22][23]. IBM developed the systehich lets users make queries
of large image databases based on visual imagertosnt properties such as color
percentages, color layout, and textures occurmnipe images. Such queries use the
visual properties of images, so users can matabrgotextures and their positions
without describing them in words. This approach bareffective when users have a
clear idea about searching targets such as cdlapes and so on. However, when
users have no idea about what the targets look tike approach is less useful. In
addition, QBIC has limitations in specifying semanélements in images. The
system records color and shapes without understgrithe meaning of objects in
images. However, content based queries can be oechlwith text and keyword
predicates to get powerful retrieval methods foage and multimedia databases. In
this dissertation, one of my research goals istoease textual metadata to facilitate

this kind of retrieval.

Flamenco [74] is a web based prototype, whose pyimasign goal is to allow users
to move through large information spaces in a Beximanner without feeling lost. A

key property of the interface is the explicit expesof hierarchical faceted metadata,
both to guide the user toward possible choicestamadganize the results of keyword
searches. The interface uses metadata in a mdratallows users to both refine and
expand the current query, while maintaining a csiesit representation of the
collection's structure. This use of metadata iegrdted with free-text search,
allowing the user to follow links, then add seatelms, then follow more links,

without interrupting the interaction flow. The rétsuof usability studies find strong
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preference results for the faceted category interfaver that of the standard

approach.

Flamenco is useful for searching images when tlee h&s only a vague idea of what
they are looking for. The system allows users tibo¥o their information needs.
However, the result pane, as shown in Figure 26,stiow a very limited number of
images at once and does not allow users to premages in result categories. Users
have to navigate into image groups to see the trasud group. While Flamenco
provides a very flexible searching and browsingimment, its web-based interface
limits richer interactions. In addition, Flamenaequires refined metadata and pre-

classified categories, which is often not available
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Figure 2.6 Flamenco Interface [74].
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Photo Table of
Contents

Each image i a bookmark Click on that
image to scroll the right window to show
thatimage. lUse scroll bar on right to
see more bookmarks.

Figure 2.7 PhotoTOC [56] user interface. The left anel shows representatives
photos of clusters. As users click a cluster in thieft panel, the right panel scrolls
so that the first photo of the cluster should be shwn on the screen with red

borders.

Photo Table Of Contents (PhotoTOC) [56] is an faise that helps users find digital
photographs in their own collection of hundreds tbousands of photographs.
PhotoTOC is a browsing user interface that uses\wamview+ detail design. The
detail view is a temporally ordered list of alltbe user’s photographs. The overview
of the user’s collection is automatically generabgdan image clustering algorithm,
which clusters on the creation time and the cofahe photographs. PhotoTOC was

developed by design iteration on an earlier clusgeuser interface: AutoAlbum.
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PhotoTOC was tested on users’ own photographs stgtiree other browsers: a
hierarchical folder browser (with image thumbnad#ad the user's own folder

structure), a flat detail view with no automatigalgenerated overview, and
AutoAlbum. Searching for images with PhotoTOC wabjactively rated easier than
all of the other browsers and PhotoTOC's task perémce was not slower than any
other browser. This result shows that an automatiganization of personal

photographs can be effective: it requires no ogion effort by the user and yet

facilitates efficient and satisfying search.

WIN‘WW Ubrary | . | :) Winine in Whiter. 102 phatos

5 M"I !

_-"r‘lﬂ.lu-li-'.:. P

[ our wedding | — =

[ rrsainand 't

E“Ir..:.‘lher': Wedr | = o
|
N

[ muigusn Feni

L )

Figure 2.8 Apple iPhotd [33]. Users can select and drag photos from the rima

screen onto the icon representing an album as showmthe right image.

iPhoto [33] by Apple Computer Inc. is an all-in-o@plication for importing,

organizing, editing and sharing digital photosallows users to arrange the pictures
by theme (such as vacations and ball games), sulpecple, places, pets and so on),
or any other way they prefer by dragging photo® dhé icon representing an album.
Users can rearrange the sequence of photos idlthens any way they choose. Users

are also able to make as many albums as they $ikg @ny images from the photo

®iPhoto is a trademark of Apple Computer Inttp://www.apple.com/iPhoto

21



library, and even include the same photo in sevaims without making multiple

copies of it.

iPhoto lets users categorize photos and make thesnclsable by keyword or

comment. Keywords are essentially labels assigoatifferent categories of photos,
and comments are the captions written for indivigartos. iPhoto enables users to
you find the photos by keyword, or by searchingday of the words or phrases in

comments.
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Figure 2.9 Microsoft Office 2003 Picture Managet. Left: Filmstrip view, Right:

Thumbnail View.

Microsoft Office Picture Manager [51] provides aXible way to manage, edit, and
share users’ pictures. Users can view all the pstmo matter where they are stored;
the Locate Pictures feature helps users find imagestered in disk. Instead of
navigating between locations and lists of foldeashetime, users can add shortcuts to
all the locations that contain pictures. OfficetRie Manager does not require users

to create new categories or import pictures. Orssgsuadd a shortcut, they can work

5 Microsoft Office is a trademark of Microsoft Inattp://office.microsoft.com
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with pictures from that location as if they wereriwag from the file system. Office
Picture Manager can also automatically performemiions to your pictures such as

brightness and contrast, color, crop, rotate apdriéd eye removal, and resize.

Office Picture Manager allows users to use MicrosiiarePoint [61] for a rich
collaboration experience. Through SharePoint, usars share images across the
intranet and download picture versions at any sizeéesolution, while efficiently

storing the original pictures. When sharing picsungsers can also compress files to a

size that is most efficient for the way they inteadise the picture.
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Figure 2.10 Picasaimage browser [54]

" Picasa is a trademark of Picasa, Inc. http://wwsasa.com
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When first launched, Picasa [54] begin to searehethtire folder on a computer and
created an album per folder. It supports all of gietures of general formats as well
as standard camera movie files. Users can eagjgnare folders by merging and
renaming them. Photos are laid out on the screethdyalbums and users can use
scroll bars to navigate them. A slider on the buttaght of screen allows users to

resize thumbnails. On the left panel, the listiblins is arranged by timeline.

Picasa also provides image editing functions suchreal-eye removal, cropping,
rotation, and auto-correction. It also allows usersend pictures quickly by using
users’ e-mail clients such as Microsoft Outlookatidition, Picasa supports users to

publish albums as web pages.

While users are allowed to add any keyword to phatee annotation process is very
time-consuming. When users are adding keywordsparate window is provided as
shown in Figure 2.10, and users are required te kgywords manually. Furthermore,
Picasa does not support a list of existing keywovdsich makes annotation very
difficult. Even though Picasa is capable of seargtdll the keywords that users have

entered, annotation is limited with manually entiekeywords.

Girgensohn[28]et al. created a photo management application (Figuré)2The

prototype provides a semi-automatic approach tiitite the task of labeling photos
with people. They used a face detector to automti@xtract faces from photos
while the less accurate face recognizer to soeddwry their similarity. The sorted

faces are presented as candidate as shown in Ridlte Users are allowed to drag
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faces onto name labels to make annotations. Thaulation study showed that on

average 60% of faces could be assigned successfiifiythree or four steps.
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Figure 2.11 Face annotation interface for FXPAL praotype [28]

While the semi-automatic approach of Girgensohni €&l. showed a great potential,
there are scalability and usability issues. As tlunber of faces in the system
increases, it is expected that users are requivedise scroll bars frequently.
Furthermore, as the number of people increases,fabe recognition accuracy
decreases significantly and it makes bulk annatat@rder. Since the prototype does
not limit the number of faces on the screen, useght have problems when they try
to label a large number of faces at once. In amlditihe prototype solely depends on a
face recognizer. Even with state-of-the-art systerhsis known that the face

recognition accuracy for outdoor photos is arour@®e5[53]. Even though the
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prototype circumvents the poor performance of #oe frecognition approach, getting
help from other non-facial features such as timmptand clothing would increase the

accuracy of the initial face assigning.

2.2 Zoomable User Interfaces

In this section, | explain the key features of zabie user interface techniques and a
zoomable user interface toolkit, Jazz. Zoomablegen®rowsing introduced by
Bederson [4] showed a great potential to increhseébtowsability of image retrieval
systems. In my research, | apply various zoomalsier interface techniques to

enhance image management systems.

2.2.1 Fundamentals

Zoomable User Interfaces (ZUl) use a metaphor desigas a successor to the
desktop interface [9]. Compared to the desktopfiate where the 2D space does not
have any depth, ZUIs enable users to move themnt pdiview with depth. Users can
zoom in to any specific area in 2D space and zootriasee the larger overview of
an area. The animation that occurs during zoommd @anning helps the user to
remember where things fit together based on spatialionships. On the other hand,
a folder-based desktop relies on the user’s abibtyecall particular information

about folders.

In ZUls, unlike pure 3D systems, the axis of zoggnm fixed to be perpendicular to
2D space so that space can be zoomed in and gutrotilat direction. The primary

navigation techniques for ZUIs are panning and zagmand rotation, tilt, and
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distortion are not allowed. Users can zoom outta bigger area and zoom in to see
things in more detail. Users also can pan the wvigwindow without zooming. The
simple navigation in ZUIs prevents the general dragks of 3D systems such as
disorientation and navigation problems, while pdovg full power of space

navigation.

Since ZUls are dependent on humans’ ability to ratvexr where things are in space,
it is crucial for users to perceive where they iargpace. To lessen users’ cognitive
load with this perception, the animation during mireg is very important. It is

known that users tend to get more lost in spacenvgzbeming is not animated. [6]

2.2.2 Jazz: A Zoomable User Interface Toolkit

Jazz [7] is a toolkit that supports Zoomable Useerfaces, designed and developed
at the University of Maryland. It is built in pudava and provides a unique way to

create robust, full-featured graphical applications
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Figure 2.12 An example scene graph structure. Theaptial scene graph example

on the right side is represented on the screen alsa@vn in the left figure.

Jazz is based on a@dlylithic’ design philosophy. In Jazz, objects are compdsed
combining simple objects with a scene graph strectlazz tackles the complexity of
building graphical applications by dividing objeftinctionality into small, easily
understandable node types such as ZLayerGroup,upGaVisualLeaf, and so on as

shown in Figure 2.12.

Figure 2.12 shows an example application with an@agraph structure. The right
scene graph of Figure 2.12 is rendered on the scasein the left screen shot.
Photographs on the screen in the left screen shatpresented by Imageltem in the
right scene graph. But, the Imageltem does not havenclude all the required

functions to draw images on the screen. Its uppegllinvisible parent, ZGroup, takes

care of its coordination on the screen and letlth@geltem focus on rendering the
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associated image without considering the detailuabts location and scale. By
separating complex functions into small, easy eddbfe parts, Jazz helps to build

applications clearly.

Jazz has been used in a number of user interfagkcaipons including Fisheye
Menus and tree viewers. [5][31]. It also inspiregveloping other toolkits such as

Piccolo [55].

2.3 Treemap Algorithm

Treemap algorithms are very useful to display gdarolume of information on the
screen. Combined with zoomable user interfacesitguastrip treemap algorithm [4]

is capable of showing a large number of imagesab @oomable space.

2.3.1 Fundamentals

Treemap algorithms are a space-filling visualizatimethod which is capable of
representing large hierarchical collections of diiarve data in a compact display
[36][64]. A treemap (Figure 2.13) works by dividinlge display area into a nested
sequence of rectangles whose areas correspond taitdoute of the data set,

effectively combining aspects of a Venn diagram amie chart.

A key ingredient of a treemap is the algorithm usedreate the nested rectangles
that make up the map. This set of rectangles iermed to as the layout of the
treemap. The slice-and-dice algorithm of the oagjineemap paper [64] uses parallel

lines to divide a rectangle representing an itetm smaller rectangles representing its
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children. At each level of hierarchy the orientataf the lines - vertical or horizontal
- is switched. As seen in the right image in FigRré3, each cell represented by a
rectangle is encoded with area to convey one dadtitfoutes. Single level treemaps

are nested hierarchically to form a whole map. [@ftimage in Figure 2.13)

il

ﬂ 1

Figure 2.13 The slice and dice treemap layout. Thdeft image shows a

hierarchical application of the treemap algorithm. The right image shows a

single level treemap.

Treemaps scale up well, and are useful even forllmmitems on a single display.
However, the slice-and-dice layout often creatgeués that contain many rectangles
with a high aspect ratio. Such long skinny rectasgtan be hard to see, select,
compare in size, and label. Hence, many modifiedions such as [12], [70] have

been developed to give a better visual representats shown in Figure 2.14.
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Figure 2.14 Low aspect ratio layouts. Shading indates order, which is not

preserved.

2.3.2 Quantum Strip TreeMap

The quantum strip treemap algorithm [4] is a madifion of the existing Squarified
Treemap algorithm [12]. The quantum treemap allgorits similar to other treemap
algorithms, but instead of generating rectanglearbitrary aspect ratios, it generates
rectangles with widths and heights that are integeltiples of a given elemental size.
The basic idea is to start the regular treemaprighgo and then as rectangles are
generated, they aguantized The dimensions of rectangles are expanded ankhr
so that each dimension is an integral multiplenefinput element size. The total area
of the rectangle is no less than that needed tultagy grid of the requested number of

objects.

StripTreemap

|
&

Figure 2.15 Strip treemap algorithm applied to 20 ectangles
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It works by processing input rectangles in orded kying them out in horizontal (or
vertical) strips of varying thicknesses (Figure5). While maintaining a current strip,
and then for each rectangle, the algorithm checkdding the rectangle to the current
strip will increase or decrease the average aspgotof all the rectangles in the strip.
If the average aspect ratio decreases (or staysatime), the new rectangle is added.
If it increases, a new strip is started with thetaagle. For each rectangle, the
algorithm computes the average aspect ratio ottinent strip. Each strip will be,
on average, of length equal to the square rodiefdtal number of rectangles. Thus,

the strip treemap algorithm runs@{sqrt(n))time on average.

PhotoMesa [4] lays out images by using the quanstnp treemap algorithm and
appears to be the only use of treemaps to dispayguantitative data within each

rectangle.

2.4 Annotation and Metadata

Annotation is defined as a process that labelss#maantic content of images (or
object) with users’ metadata. Annotation is espiciaportant for image collections
because it allows enhanced searching and browsmghws not possible without

annotated information.

As described in section 2.2, PhotoFinder [39] affer drag-and-drop technique
known asdirect annotationto enable personal names to be placed on a phado o
group of photos. Users can drag keywords (usuaiggn’s name) onto any place on

the photos to save typing. Similarly, Adobe Phomsilbum [2] incorporates a
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keyword tag. Users can create customized keyw@slttzat represent special people,
places, or events, and drag them onto photos $@ittares can be found by subject
later. (Figure 2.2) These improvements help usesakemannotations efficiently in

comparison with the manual annotation strategy whesers are required to type-in
keywords. However, it is still a burden for useos make annotation on a large

number of images.
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Figure 2.16 MiAlbum interface. Users are allowed tanput relevance feedback
by clicking thumbs-up and thumbs-down icon on thedwer right corner of each

image.

Wenyin et al [71] introduce a novel approach to semi-autonadltic and

progressively make annotations on images. The pssgre annotation process is
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embedded in the course of integrated keyword-bamsdl content-based image
retrieval. When a user submits a keyword query,siystem retrieves and arranges
images on the screen as shown in Figure 2.16. €hecls results include images
which are relevant to the search keyword, as welineages found based on their
visual feature similarity to the images matchedhwibhe query and/or a set of
randomlyselected images. When an image receives posdaabbhck from users (by
clicking the thumb-up icon), the search keywords automatically added to the
images so that the images can be retrieved by kelybased image retrieval in the
future. The coverage and quality of image annatasamproved progressively as the

cycle of search and feedback increases.

Wenyinet al [71] report that the semi-automatic image anmmtastrategy is better
than manual annotation methods in terms of effyemnd is better than automatic
annotation techniques in terms of accuracy. But dhthors also detail that the
MiAlbum user interface needs enhancements. Thelsithpmbs-up/down metaphor
was not enough for users to understand the bultiglerlying automatic algorithm.

They also report a problem in the discoverablityadévance feedback.

Roddenet al [58] observed users’ behavior with their digiparsonal photographs
and found that two features are essential for ugdrsy are 1) automatically sorting
photos in chronological order; and 2) displayingrge number of thumbnails at once.
And they also found that the participants in thetirdy most commonly wanted to
browse their personal photos by event, rather dnagrying them based on more

specific properties. This result is not surprisargd matches well with my intuition.
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Users just want to have a simple and meaningful @falgrowsing. One more thing
has to be clarified is about location or place infation. Some users think it is
another very important type of information. Howevéem most cases, location
information is tightly coupled with event informati. When personal photos are
taken in a relatively short period time, the phaissally tend to have the same event

and location.

Along with the chronological information, peoplephotos are regarded as one of the
most important pieces of information because atgremy pictures of interest show
human faces many of which are central objectsenirttages. It is not surprising that
many image browsing prototypes and products [2]fE][62] include features for
labeling persons with metadata such as names. Raetdal also [58] hinted that

robust face recognition would help users to brotlisg personal photo collections.

2.5 Saliency and Thumbnail Cropping

Thumbnails - generated by shrinking the originahg® - are one of the most widely
used techniques for representing images. Howeusnwsed in limited screen space,
they are often rendered too small and illegible.thrs dissertation, | focus on

intelligent cropping so that key components of iemgan be more recognizable in

small thumbnails. | use a visual saliency modekfapping images.

Visual attention is the ability of biological vidusystems to detect interesting parts of
the visual input [34][35][49][50][72]. The salienayap of an image describes the

degree of saliency of each position in the imagee Baliency map is a matrix
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corresponding to the input image that describes dbgree of saliency of each

position in the input image.

Itti and Koch [34][35] provided an approach to carnga saliency map for images.
Their method first uses pyramid technology to cotapgtree feature maps for three
low level features: color, intensity, and oriertati For each feature, saliency is
detected when a portion of an image differs in thature from neighboring regions.
Then these feature maps are combined togetherrio dcsingle saliency map. After
this, in a series of iterations, salient pixelsegs the saliency of their neighbors, to

concentrate saliency in a few key points.

Chenet al [14] proposed using semantic models together thighsaliency model of
Itti and Koch to identify important portions of amage, prior to cropping. Their
method is based on an attention model that usestath objects as the basic
elements. The overall attention value of each atienobject is calculated by
combining attention values from different modelsr BEemantic attention models they
use a face detection technique [45] and a texttetetechnique [15] to compute two
different attention values. The method provides aywo combine semantic
information with low-level features. However, wheombining the different values,
their method uses heuristic weights that are differfor five different predefined
image types. Images need to be manually categontedhese five categories prior
to applying their method. Furthermore, it heaviblies on semantic extraction

techniques. When the corresponding semantic teghrignot available or when the
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technique fails to provide a good result (e.g. aeffound in the image), it is hard to

expect a good result from the method.

2.6 Automatic Event Identification

There are a number of approaches to automatichiytify event clusters from digital
photo collections. Coopeat al [16] introduced a temporal similarity-based aoto
to cluster digital photographs by time and imagetent. Coopeet al’s algorithm is
general and unsupervised. It calculates event moiexd by computing temporal
similarity between photos. For example, as photeskser in time, they have higher
similarity. [16] defines a confidence measure tdedaine the goodness of event
boundaries. The confidence measure is calculateccdmgbining each cluster’s
average self-similarity and the dissimilarity beéneadjacent clusters. Coopatral.’s
algorithm chooses event boundaries that maximieectinfidence measure. Along
with the temporal similarity, they also include temt based similarity. Using low
frequency discrete cosine transform (DCT) coeffitsefrom each photos, they
calculated visual similarities between photos. Gagt al. applied their techniques
and measure the accuracy of the algorithm. Whéae #xperimental results show that
their algorithm had around F-score 0.85, it wassignificantly better in comparison
with other algorithms in [44][41]. Also, using tlentent similarity did not make

significant contribution to detect events.

Girgensohret al. [27] presented a prototype photo manager baseCooperet al’s

event detection algorithm [16]. As shown in Figdr&7, photographs are grouped by
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automatically identified events. The left panelwhadentified events as a tree view

and the main panel displays thumbnails of indivigireotographs grouped by event.
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Figure 2.17 FXPAL Photo Application [27]

Plattet al [56] use an adaptive local threshold method teaeevent boundaries.
Platt el al.’s algorithm [56] compares a time intdrto its local average interval. If a
temporal gap between adjacent two photos is coraitielarger than its weighted
local average, the algorithm decides the gap t@amevent boundary. Unlike the
algorithm in [16], this algorithm requires additadnparameters, a threshold for
sensitivity and a windows size, which should be ieitgdly chosen and can be
subjective. Coopeet al. [16] also reports that the accuracy of this akioni was not

very good as compared with other clustering alporg.

Scale-space analysis [44] is a technique for aotgss$ructure at multiple scales in a

data set. It assigns a Gaussian kernel per ddtartoa Gaussian mixture. The result
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mixture is used to form clusters by finding pointisere its second derivative value is
zero (peak point). By using varying standard dewsmt it allows to construct

hierarchical segmentation.

Loui et al [47] use the K-means algorithm combined with eotdbased post-
processing for automatic albuming of photographeylchecked the color similarity

of images at event boundaries to verify that thages indeed differ.

Grahamet al. [30] use time information for creating event hretaes for personal

photo collection. Based on [56], they create ihitlasters. Then, they build an event
hierarchy based on the initial clusters. For edakter, a summarization photograph
is selected to represent the event. With this efusg and summarization technique,
they built a prototype, “Hierarchical Browser” ampeérformed a user study. They
found that users completed given tasks better thighhierarchical browser. They also
showed that the summarization technique signiflganéduced users’ browsing

completion time.

Gargi [25] [26] presented an analysis of consumedim capture behavior based on
timestamp metadata. He reportaarsty behavior of personal photo collections [25].
Date sets used in [25] shows that photos are takeapproximately one day during a
ten day period. However, on the day that photostalten, users take about twelve

photos at once.

As shown in this section, there have been numeressarches on automatic event

identification. Nevertheless, automatically ideetf events are not perfect and
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require users’ amendment. Most of the above appesacdid not consider users’
feedback on event boundaries. Once event boundamgeset by an algorithm, they

are not adaptable and the algorithms do not allowinér interaction with users.
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Chapter 3

Preliminary Work: PhotoMesa and Its Applications

In this chapter, | explain the design and impleragoih issues of PhotoMesa. While
the design challenge is to support efficient broggswithout losing the intuitive
interface, there are crucial performance issuggaally because PhotoMesa handles
a large number of images at the same time. | exathi@ issues in detail and explain

techniques that | applied when designing and dewegpPhotoMesa.
3.1 Overview

Many conventional image browsers follow the WIMRKlest(Windows, Icons, Mice
and Pointing, which refer to the desk top, direeinipulation style of user interface)
and they usually ustlders Unless images are well organized inside foldesgrs

need to keep opening folders before they are allecate a specific image.

On the other hand, PhotoMesa [4] allows usersdw\a large set of images on one
screen in a zoomable environment. Users can zodmsee the detail image (Figure
3.1) and zoom out to view the overview of imagemdsgure 1.2. PhotoMesa allows
users to view multiple directories of images witkimple set of navigation functions.
The namd&’hotoMesaderives from the Spanish wondesawhich means table, but is

commonly used in the US southwestern states toridesthe natural volcanic
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plateaus which are high and have flat tops. Stagndiop a mesa, you can see the

entire valley below, much as you can see an owsrefemany photos in PhotoMesa.

As the user moves the mouse, the directory undemntbuse cursor is highlighted,
and the label is shown in full. Then when the usrks the left mouse button, the
view is smoothly zoomed in to that directory. Atygmoint, the user can press the

right button to zoom out to the previous magnifimat

Figure 3.1 Detail view (zoomed-in view) of PhotoMes

One of the goals for designing PhotoMesa is to igewa simple and intuitive
interface. Thus, simplifying navigation was a vemyportant challenge. However,
pure zooming is known to have a navigation problélsers are easily disoriented
when extremely zoomed in [37]. Users often havedea where they are looking at,

and which direction they should move. Furthermtes situation is easily confused
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with when extremely zoomed out because all thatsusan see on the screen is empty

space.

A constrained zooming technique is designed for téMesa to prevent the
disorientation problem. In PhotoMesa, users aregy @llowed to zoom into the
highlighted area which is easily recognizable ptmmavigation, and to zoom out
only to the previous magnification. The users’ gation actions are restricted to left-
click (or space key) to zoom in and right click érter key) to zoom out. According
to pilot studies, we observed that most users likedconstrained zooming and they

also found it easy and intuitive.

Another novel technique introduced in PhotoMesahis use of Quantum Strip
Treemaps [8] with which PhotoMesa lays out image®D zoomable space as shown
in Figure 1.2. Treemap is a space-filling visuaima method which is capable of

representing large hierarchical collections in mpact display (see section 2.3).

One interesting assumption that PhotoMesa madaatsittis not necessary to show
the hierarchies in which photos are arranged. Bt®nale for this is that users
looking at images are primarily interested in g®wp photos, not at the structure of
the groups. In addition, the interface for presgntand managing hierarchies of
groups would become more complicated for userss phstulate enables simple and

effective algorithms for image layouts.

While the initial version of PhotoMesa provided@vel image browsing interface, it

had room for improvement. The initial version didt rsupport any metadata other
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than the native file structure information such fdename, directory and date
information. While it is easy for users to beginuse PhotoMesa, the inability to
handle rich metadata limits its capabilities in soanucial activities such as adding
captions and keywords. Furthermore, the initialsimr had very limited search

functions, allowing users to search through imalgenames only.

Based on the initial version of PhotoMesa, | reglesd and re-implemented
PhotoMesa to control rich metadata while consunfewger computing resources.
While the initial version focused on personal usagextended PhotoMesa into a
general image search interface. Through a setfofa@ interfaces, PhotoMesa can
be plugged in as a front-end user interface foegdnmage browsing environments.
The new PhotoMesa can be integrated with databgstenss and handle richer
metadata, enabling users to query images by & &etywords. Furthermore, the new
version allows users to control grouping. Images ba grouped in meaningful
clusters based on users’ search category. Seaghsrean be dynamically regrouped
as users refine their search conditions. Compaoedonventional image search

interfaces, PhotoMesa shows great potential asi@rgkeimage retrieval interface.

| also designed the new PhotoMesa to be web-depleyand it can be run as an

applet in web-based applications.

3.2 Multi-level Thumbnails

PhotoMesa typically handles a large number of imageonce. When zoomed out,

users can see the overview of images which are stesasmall thumbnails. When
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zoomed in, images are presented in larger dimegsaad users can see more detail
about the images. PhotoMesa should support ragngitrons between various levels
of magnification. As a user navigates the zoomapkce, PhotoMesa is required to
render a large number of images on the screen. tBatproblem is that it is not
possible to hold all the images inside the main orymFor example, suppose that
PhotoMesa is showing 1000 images and each imagbast 1000X1000 pixels in
size. The required memory is roughly 3%G®vhich is far beyond typical computer

systems.

PhotoMesa uses multi-level thumbnail images aslaiso to this problem. Instead
of loading all images inside the main memory, PM#sa holds only minimum sized
thumbnails. When zooming, PhotoMesa dynamicallgmheines the right thumbnail
level and loads thumbnails of that level as weltedsasing thumbnails of off-screen
images. When zoomed out, PhotoMesa loadtarge number of small sized
thumbnails and, when zoomed in, it loadsnaall number oflarge sized thumbnails.
This technique ensures that approximately one sfirkef data is loaded on the main
memory at a time. PhotoMesa is implemented to ase levels of thumbnails with
maximum of 10, 50, 100, and 200 pixels, and it lbanit its memory usage to 256

MB even when interacting with two thousand images.

In addition, there are other benefits to having tmabel thumbnails. When

PhotoMesa is using images over the networks, it rulate the data transfer

8 For rendering, images often have to be transforimeda RGB format where one color pixel is

composed of three bytes.
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bandwidth. Since PhotoMesa requires only one stukehdata at a time, thumbnail
data is continuously transferred as users navigateng images. This technique
provides shorter response time and balanced netwafkc. Furthermore, low
resolution thumbnails can be used as a cache. Wigkeresolution images are being
downloaded slowly, a low resolution thumbnail canused to give faster feedback to

users.

However, there are some tradeoffs with multi-letreimbnails. It takes a while to

generate thumbnails. It also requires additionsit dpace to store them. To minimize
thumbnail generation overhead, PhotoMesa geneffasesbnails only when it sees a
new image and stores them in a disk cache whichvisible to users. PhotoMesa

reuses thumbnails whenever possible.

3.3 Implementation Issues

As | mentioned earlier, based on the initial versiof PhotoMesa, | improved
PhotoMesa to control rich metadata while consunf@vger computing resources. In

this section, | address the issues about enhaftintpMesa.
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® Asynchronous Thumbnails Updating

PhotoMesa uses multi-level thumbnails and thosmbmails need to be dynamically
loaded or released very efficiently due to the mgntionitation. For example, when
zoomed in, low resolution thumbnails need to bdaagd with higher resolution
images. In the case when users pan or zoom, soagesTOn the screen become out
of visible bounds and those off-screen thumbnagednto be quickly released from

the memory.

PhotoMesa uses two independent threadlipdater and “Releaser to achieve

efficient updating and releasing thumbnails. Wheers zoom or pan, the update
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manager identifies which images should be updateti raleased. Then it notifies
each thread with this information. Newly visibledamoomed-in images should be
updated with corresponding thumbnails and pannédmages (not visible any more
on the screen) should release their thumbnails fileenmain memory. The update
thread keeps replacing thumbnails with the rigkzedithumbnails and the release
thread frees unused thumbnails. These operatiangpenformed independently to
avoid blocking the interaction. In this way, usare allowed to navigate without
waiting for thumbnail loading and/or releasing te lsompleted.Updater and

Releaserrespectively merge multiple requests into a singlguest for efficient

thumbnail management.

® Smooth Animation

Animated zooming and panning is a very importardtifee in zoomable user
interfaces. Since zoomable user interface techsitale advantage of users’ human
ability of remembering spatial relationships, zoogiand panning should be

animated smoothly to help the users’ cognitive oad

Animation between two views is achieved by redr@narseries of in-between frames
quickly. However, it is not an easy task to redrdwwusands of thumbnails at a
minimum target rate of ten frames per second. Bedup this rendering, PhotoMesa
uses a native type image class in Java. The natpe image has the same color
model and structure as the native machine usese, &is type of image can reside in

the VRAM of the graphics card so that they can toegssed by hardware accelerated
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graphics engine without using CPU cycle. When prigpgsed, the native image can

be rendered more than five times faster than ntmengype images.

Along with the technical enhancement, | also todkamtage of humans’ cognitive
capabilities. | found that detailed information desot be drawn when animating.
Users did not notice that some auxiliary information the screen such as labels,
image borders, and group borders are not drawmgluhie animation. In addition,
they did not perceive low quality thumbnails, irsgteof high quality thumbnails

which are used in a static scene, are rendereddeoscreen during the animation.

These techniques enable PhotoMesa to render appately 30 frames per seconds
with 1,500 images on the screen when run on a 2z48é&htium 4 machine with

512MB memory.

® Prefetch high resolution images

When a single image is zoomed in, PhotoMesa shioavgriage in its full resolution.
Performance degradation also occurs at this p&8mice the original images are
usually compressed with popular formats suchpag, png andgif, the image is
required to be decompressed and transformed bleéing rendered on the screen. As
a result of this processing, there is a delay betwesers’ navigation and the system’s

rendering.

However, we observed that users tend to have satberps when browsing images.
Once a user selects an image as a full resolui®n, \he/she tends to see the next

image also at full resolution. PhotoMesa takes athge of this behavior and tries to
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preload the next image while users see a curreagemIf the user keeps on
navigating to the next image as predicted, theydefated above can be avoided and

an immediate response can be provided.

This kind of prefetching technique is widely useddommercial image browsers
[1][2]. But, prefetching in PhotoMesa is a littlét ldlifferent from others. In other
applications, the next image can be easily detexthimecause users are allowed to
move in one dimensional direction, back and next, B1 PhotoMesa, users can pan
freely in two-dimensional space. In other wordsgrascan pan into four directions,
up, down, right, and left. Initially, PhotoMesa wdssign to prefetch all the four

neighboring images.

However, | found that prefetching the four imagédhe same time produced too
much overhead and it had little benefit over ndgiching. As an alternative,

PhotoMesa is implemented is to prefetch only onagenat a time. | designed
PhotoMesa to remember the last direction of useasigation and to prefetch the
next image in that direction. For example, if arys&ns to the right by pressing the
right arrow key, PhotoMesa remembers the direct@ma prefetches the right

neighbor of the next image. This preference is kemtil the user changes the
navigation direction. It is observed that usersndd pan randomly and they have a
tendency to navigate in one direction for a penbtime. This adaptable prefetching
approach minimizes the prefetching overhead whitesiding good performance in

practice.
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® Use built-in thumbnails in EXIF [20]

PhotoMesa uses multi-level thumbnails and reusesiltinails in the disk cache as
much as possible. If it fails to find pre-generatedmbnails, it creates thumbnails
only for those images. Usually, this procedure esfggmed when there are newly
added. However, it often takes more than one sedondenerate multi-level

thumbnails per image. When importing a large setevf images, it can take several

minutes to finish generating thumbnails.

One solution is to use EXIF [20], an industry staldfor digital images. Recently,
many digital camera manufacturers follow the EX&fniat which defines various
types of information about digital images. Most tbem are low level, camera
specific information such as focal length, shuieeed, and so on. But, in the EXIF
format, a thumbnail is also included. Before getiegathumbnails, PhotoMesa
checks whether images to be loaded contain EXIFddrsaand corresponding
thumbnails. If available, PhotoMesa imports the EXhumbnails rather than
generating thumbnails from scratch. This technigonables PhotoMesa to load a set

of new images swiftly and to reduce the initialajebf executing PhotoMesa.

However, there is a tradeoff when using the embdddXIF thumbnails. The
thumbnails embedded in EXIF images are usually Isamal have low quality. Thus,
the overall image quality of thumbnails can be dased. Due to this characteristic, |
made this feature as an option. When users choomsas¢ EXIF thumbnails,

PhotoMesa can skip the thumbnail generation proaedseduce the initial delay. If
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users decide not to use EXIF thumbnails, PhotoMesates and uses high quality

thumbnails.

® Preview

With the WIMP style interfaces such as ACDSee [hH aVlicrosoft Windows
Explorer, users are required to keep clicking (perong) folders until they find
search targets. Before opening a folder, the fahdene is the only clue that users can
have. Unless images are well organized inside fe]desers have to look up many

folders repeatedly.

O N el

[

Figure 3.3 Previewing an image under the mouse cws

On the other hand, PhotoMesa shows all images @ on the screen grouped by
their directory and allows users to do a visuardeanstantly. However, there are
tradeoffs. Since all the images are shown on omeen¢ there are too many
thumbnails on the screen. In addition, the thunmbraae usually small and often tiny.

To help users with these problems, PhotoMesa pesvigpreview an enlarged
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thumbnail under the mouse cursor as shown in Figuel implemented two more
options for the PhotoMesa preview in additiordedayed previewhat was included

in the initial version of PhotoMesa.

1) Immediate preview

The preview follows the user's mouse cursor. Sumers are usually gazing at the
mouse cursor, the visual distance to the previewery short. It enables users to
identify images underneath the mouse easily as thloggr mouse on thumbnails.

PhotoMesa usammediate previews its default preview option.

2) Tooltip preview

Once the mouse moves over an image, the previattashed under the image. It
stays there until the mouse cursor moves out ofrtiage. This type of preview is

widely known as “tool tip” for GUI components.

3) Delayed preview

The preview is shown only when there is no usectvily. With the immediate

previewandtooltip preview a preview image can obscure other thumbnailsnidehi
When users are actively navigating with the mouse lkeyboard, previewing is
refrained. When the user stops to move the moude type, a preview of the

image under the mouse cursor is shown over thelihaih

While | was performing a related user study (seap@r 4), | observed that preview

was very useful especially combined with zoomabterface techniques. Users were
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able to identify images under the cursor very gamslthey were hovering the mouse.
| found that theimmediate previewechnique is more useful than other preview
techniques especially when thumbnails are smatherscreen. Often, users were able

to get sufficient information about images with@aabming in.

3.4 ZPhotoMesa Component

The initial version of PhotoMesa focused on broggpersonal photos on disk and it
had very limited extensibility. | have defined d eésoftware interfaces to apply the
PhotoMesa style interface to general image retrievevironments. | redesigned
PhotoMesa to be an open software component sotihat applications can embed it

easily.

3.4.1 ZPhotoMesa Component Interface

ZPhotoMesdas named after general Jazz [7] components bygukia Jazz naming
convention that a component name begins with thmtataletter Z. As its name
implies, the PhotoMesa componemtPhotoMesacan be treated as other Jazz
components. It can be embedded in a scene grapbtwst and represented in
zoomable spaces just like other Jazz componenbeaRigure 3.4 shows an example

of howZPhotoMesacan be added into a JPanel.
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public class PhotoMesaPanel extends JPanel {

ZCanvas canvas;

ZPhotoMesa photomesa;

public PhotoMesaPanel() {
/I The canvas prepare a basic scene graph s tructure when created.
canvas = new ZCanvas(); /I Create canvas

canvas.setNavEventHandlersActive(false);

/I Create PhotoMesa Component under canvas

photomesa = new ZPhotoMesa(canvas);

/I Enable PhotoMesa event handler

photomesa.setEventHandlersActive(true);

/I Options for the PhotoMesa Component
photomesa.setThumbnailBase(null);
photomesa.setAllowDrop(false);
photomesa.setimageBorderWidth(0);
photomesa.setShowProgress(true);

photomesa.setConstantAnimationSpeed(500);

/I Event handler can be added to capture ev ents

// from the inside of PhotoMesa component

photomesa.addActionListener(new ActionListe ner() {
public void actionPerformed(ActionEvent e){
if(e.getlD() == ZPhotoMesa.ACTION_| MAGE_ON_FOCUS) {
Imageltem imageltem = (Imagelte m)e.getSource();
}
}
i

this.setLayout(new BorderLayout());

this.add(canvas, "Center"); /I Add P hotoMesa canvas to JPanel

Figure 3.4 Adding ZPhotoMesa component inside a Java JPanel.
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In Figure 3.4, ZCanvas is a basic Jazz componerg.d simple Swing component
onto which other Jazz objects can be renderedsdt @defines a default Jazz scene
graph structure consisting of a root, a camera,ca@dnode. Once a canvas is created,
ZPhotoMesacan be added as one of its children. As showhenetkample, creating
and adding &PhotoMesacomponent is achieved essentially in one |phetomesa =

new ZPhotoMesa(canvas);.

WhenZPhotoMesas newly created, it does not have any informaabout images
and, thus, it draws nothing on the screehotoMesaDatdas another data structure

which defines whergPhotoMesahould look for images.

public class PhotoMesaData {
public Vector getRegions();
public void sort();
public Imageltem copylmageltem(Imageltem src, R egion region) throws Exception;
public Imageltem linkimageltem(Imageltem src, R egion region) throws Exception;
public Imageltem add(Region region, Imageltem i mageltem) throws Exception;
public void rename(Imageltem imageltem, String newName) throws Exception;
public void remove(Imageltem imageltem) throws Exception;
public void addRegion(Region region) throws Exc eption;
public void renameRegion(Region region, String newName) throws Exception;
public Dimension getPreferredDimension() throws Exception;

}

Figure 3.5PhotoMesaData is a data type to hold information of images. It an be
independently prepared without any restriction. PhaoMesa scene graph is built

based on this information.
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As shown in Figure 3.9?hotoMesaDatas used to store a list of images to be fetched
by ZPhotoMesaThis data is totally independent from drawingomtly defines the
way that images can be handled such as copy, disik, and remove. Therefore, by
using custonPhotoMesaDataZPhotoMesacan be easily extended to load images

from various sources such as local hard disk, veebes, or database.

Applications which embedPhotoMesashould implement appropriate methods of
PhotoMesaData which can be achieved by creating a new clasenexig
PhotoMesaDataThe core method d?hotoMesaDatas getRegion§ which must be
implemented for every subclass. Based on the retatoe of thegetRegion§
method, aZPhotoMesacomponents builds a corresponding internal scemaphg
structure. Other methods PhotoMesaDatasupport supplementary actions such as
add, remove, and link images. These non-core msthoel required to be defined if
not needed. For example, when there is no dynadddian or removal of images,
add() and remove()are never invoked. According to the interactiorateigies of

applications, only part d?hotoMesaDatanethods can be implemented.

OnceZPhotoMesandPhotoMesaDatare ready, loading is quite simple. Figure 3.6
shows an example procedure that liZEhotoMesawnith PhotoMesaDataln Figure
3.6, SimplePhotoMesaDat#s defined as an example subclassPbbtoMesaData
After creating regions by usirgeateRegion(jnethod SimplePhotoMesaDatadds a
set of images by usingddimage()method. The linkage is achieved by one simple

line of code photomesa.layout(data);
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ZPhotoMesa photomesa = Somewhere.getZPhotoMesa();

PhotoMesaData data = new SimplePhotoMesaData();

/l Adding a new region “Frog”
Region region = data.createRegion("Frog");
data.addlmage(region,

new URL("file://c:\\queryKidsimages\\um ich\brown bat.jpg"));
data.addlmage(region,

new URL("file://c:\\queryKidsimages\\um ich\\green frog.jpg"));
data.addlmage(region,

new URL("file://c:\\queryKidsimages\\um ich\\wood frog.jpg"));
data.addlmage(region,

new URL("file://c:\\queryKidsimages\\um ich\\ood frog3.jpg"));

/I Adding a new region “Fish”
region = data.createRegion("Fish");
data.addlmage(region,
new URL("file://c:\\queryKidsIimages\\fi sh\\aba aba.jpg"));
data.addlmage(region,

new URL("file://c:\\queryKidsIimages\\fi sh\\protopterus.jpg"));

/I Clear the PhotoMesa screen

photomesa.clear(true);

/l Add the prepared regions on the screen

photomesa.layout(data);

Figure 3.6 An example of linking a ZPhotoMesa component with a
PhotoMesaData object. A statement, photomesa.layout(data); enables
ZPhotoMesa to build a scene graph by using information stored in

PhotoMesaData and to show the images on the screen.
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3.5 Integration with Other Applications

As explained in the previous section, PhotoMesaedesigned to be a pluggable
software component. In this section, | explain apte of notable applications which

embed PhotoMesa in their image navigation intedace

3.5.1 International Children’s Digital Library (ICD L)

The International Children's Digital Library (ICDIL3 a research project to develop
innovative software and a collection of books thpécifically address the needs of
children as readers [19][32][57] and is currently epbbyed at
http://www.icdlbooks.org. The primary goal of thesearch project is to provide
access to literature that can enable children terstand the world around them and
the global society. With participants from arouheé tworld, the ICDL is building an
international collection that reflects both the efsity and quality of children's

literature. Currently, the collection includes 0%€0 books in 27 languages.
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Figure 3.7 International Children’s Digital Library (ICDL) query interface.
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Figure 3.7 shows how a PhotoMesa component is emltbe ICDL search interface.
When users click a search category denoted bydtigactangle in the left figure,
ICDL interface shows sub level categories on thexmandow (the center window of
the right figure). When user clicks a leaf catggtine chosen category is moved over
the green caterpillar on the top (the first reatleirin the right figure) and matching
books begin to be loaded in the small PhotoMesgponment (the second red circle in
the right figure). Users can add/remove query doyl by clicking categories or
caterpillar (Figure 3.7). Each added categoried b used to filter out books
conjunctively. For example, adding “Spanish” untlex language category will limit
the result to books written in Spanish. This coofiue Boolean filtering is known to

be effective to younger audiences according to.[57]

When users click the PhotoMesa component, it isreabin and provides a full view

of book covers as in Figure 3.8.
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Figure 3.8 PhotoMesa is embedded as an image browseside ICDL.
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The area inside the red circle in Figure 3.8 is emded PhotoMesa. The same
navigation strategy is used in the ICDL. Users chek the left mouse button to
zoom in and the right mouse button (or press th&t€'E key) to zoom out. A
highlight rectangle that follows the cursor représethe area that users can zoom
into. When users click the left button, the areaaded by the rectangle will be
zoomed and fit into the whole screen. Accordingpiiot studies, children at early

ages can use the interface without big problems.

Figure 3.9 ICDL book reading interface. The exampleshows the Comic Strip

reader out of three readers.

A book reader is shown on the screen (Figure 3@y aisers pick a book in the
PhotoMesa component by selecting one book covelCDL, three different book
readers are provided for reading the content. Ei@® shows one of the readers, the
Comic Strip reader in which all the pages in a baok arranged on 2D grid. Users

can use arrow keys or mouse to jump to any padeltg want to see. This reader is
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motivated by PhotoMesa. It follows the design ideaginated from PhotoMesa such

as zoomable interface and multi-level thumbnails.

3.5.2 Maryland Interactive System for Image Searchi ng

The department of art history and archaeology enUhiversity of Maryland keeps a
collection of approximately 300,000 slides, moranti10,000 digitized images, and
several hundred archaeological artifacts. As thiection is used primarily by faculty
and graduate students in the department, its coméflects the curriculum of the
department. It is maintained also as a resourcéhtocollege of arts and humanities

and is available to the entire university community

SIS - Result for UM member

General Search Terms: picagso

14 records displayed

Title: Still Life with Chair-Caning

Artist: Picasso, Fablo

Creation Date 20th Century,=1911-12

Creation Place

Copyright Holder {SCrGardner's Art Thraugh the Ages, Sth ed,, 22-9
Dimensions: {DI10 5813 3/4

MaterialMedium: Oil and pasted paper simulating chaircaning on canvas || —

[Title: Three Musicians

Artist, Picasso, Pablo

Creation Date: 20th Century,=1921

Creation Place

Copyright Holder: {SCrGardner's Art Throuagh the Ages, Sth ed , 22-11
Dimensions: {DIB' 7"%7' 3 3/4

MaterialMedium: il on canvas

[Title: Guernica

Artist Picasso, Pablo

Creation Date: 20th Century=1937

Creation Place

Copyright Holder: {SO:Gardner's Art Through the Ages, ninth ed.,, 22-83
il Dimensions: {Dlapprox. 11'6™ X 25"'&

MaterialiMedium; Mural

Title: The Old Guitarist

Artist, Picasso, Pablo

Creafion Date: 20th Century,=1903

Creation Place

Copyrght Holder {SOrJanson, History of Art, dth ed , Fig 960
Dimensions: {D147 34 x 32 1/2

IMaterialledium: il on panel

«

Figure 3.10 ISIS (Interactive System for Image Seahing) interface. Search
results are shown inside a long html page. Users ¥&ato scroll up and down to

examine images in the results.
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The department is actively digitizing the slidesd dmas built a web-based image
browsing prototype system called ISIS (Interac®Bystem for Image Searching) [48]
as shown in Figure 3.10. ISIS accepts keywords fum@rs and returns matching

images. However, the current prototype has somaatrunterface issues.

First, search results are shown in web pages. sttagegy has some obvious benefits.
Users can use any web browser for querying imagtsm installing any special
software and the system can be accessed anywheuglththe Internet. However, the
web-based interface can show only about 5 imagepape and users have to scroll

up and down to examine the results.

Secondly, there is no notion of grouping in theukesGrouping the result can help
users find the right information quickly; espeagralthen users have no idea about
what the result might be [13]. Grouping the reshk$ps users filter out unwanted

groups and focus on the relevant images.

Thirdly, comparison between images is not diredlypported. Users have to
remember what they want to compare and need taatastrollbar to locate them.
ISIS interface sometimes returns more than 500 mwaformation. Users have to

scroll up and down to compare images, which iscifby ineffective.

| began to address these issues by interviewigigpap of art historians who are the
intended users for the system. As a result, | iledta number of requirements for

an art history image retrieval system. They atediss follows:
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® Fast preview

The size of ISIS search results is often large.dxample, there are more than 700
images coming up when searching with keyword “resece”. Users must be able
to review the result and filter out unwanted imagéfciently. Fast preview is
crucial for this task. Users should be providedhwilte fast visual summary of

search results.

® Grouping related images

When using ISIS, typical tasks include choosinggesafrom a set of related
images. Therefore, an image retrieval system isired to present search results in
meaningful groups. But, the way of forming groupnist fixed for every search.

For example, users want to group images by abystentury, or by medium etc.

® Rapid Filtering (Query refinement)

The number of result images from the system ischlpyi large and a search
interface should allow users to filter out unwaniathge efficiently. In many

cases, this filtering is repeated as the user auids conditions.

Some of the above requirements can be satisfied thi¢ direct application of
PhotoMesa techniques. PhotoMesa is capable of sigowilarge set of images
aligned in groups and helping users recognize tmracteristics of each group;

hovering the mouse over images will popup a prewoéthem.
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Motivated by this potential, | designed and implatee PhotoMesa ISIS to support

the art history image collection. (Figure 3.11)
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Figure 3.11 PhotoMesa ISIS. This figure shows an ample of dynamic query

preview. As a user types in a keyword, images th&iave matching metadata are

highlighted so that users can easily identify patt@s in results.

PhotoMesa ISIS embeds PhotoMesa as its core comizoas in Figure 3.11. The

main window in the center is PhotoMesa canvas wheegch results are displayed.
In addition to the basic navigation functions tRabtoMesa can provide, | also added
a number of interface techniques to support atiohans to specify sophisticated

search conditions. The new techniques of PhotoN®§aare as follows.
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® Time slider

Century pep 5th 10th 15th 20th

Figure 3.12 Double slider for specifying time condiions

The double slider, which is added on the top ofgbeeen, allows users to specify
time conditions. Users can slide each knob to oh@sme period in which artifacts
were created. As in Figure 3.12, the yellow redi@tween the knobs represents a

time period that a user selects.

® Search by keyword and dynamic preview

impressiaon Artist/Title -

Artist/Title

Artist

Title

Period

LocationMaker's Nationality/Title
Image SourceHolding Inst.

Al

Figure 3.13 PhotoMesa ISIS search options

Figure 3.13 shows a text box with search optiorsertl can narrow down the search
range by limiting the search category. For examiyieing a keyword, “impression”

in “Period” category will show only images that ¢tain that string in the period field.

As a user is typing in a keyword, images on theeetrthat match the search

condition are highlighted automatically with blugck borders. For example, as a
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user types “oil”, all the image that contains “oilfi’ their metadata are highlighted as
show in Figure 3.11. This dynamic preview is espiciuseful when users want to

find patterns in the search results.

The keyword field also can be used when imagesjaegied from database. When
users click the Submit button on the top of the screen (Figure 3.11¢c#ed search

conditions are used to retrieve images from theluee.
® Dynamic Grouping

As specified earlier, grouping is a crucial funaotifor showing related images.
PhotoMesa ISIS provides six categories under wimehges can be grouped as
shown in Figure 3.14. The search results are disdl@an the screen grouped by the
chosen category (Figure 3.11). These categoriesletermined by domain experts

(art historians), and chosen from metadata withenlSIS database.

Group By | Maker's Nationality |

= Centuny
b Object Type E
Dliperigd
hMaker's Nationality

ﬂl!;,’d’ Location
|
PELLT s = —m

Figure 3.14 Grouping and Searching options

Once the search results are retrieved, PhotoMdSaal®ws users to regroup them

dynamically on the screen. When users want to gtbegsearch results by a different
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category, they can select one in “Group-By” catggas in Figure 3.14. PhotoMesa

ISIS immediately regroups them.

"Il - 682 images in 10 groups. PEE] "isiS - 682 images in 10 groups. PEE]

File Edit Fila Edit

@‘znm ou| M bee =

Graup By |Century ~ | search [ceramiq

Century g sth 10t 18t

.S \‘an ™ GroupBy [ObjeciTye | Search [coramic] |l ~|a

«
¥ Image Infarmation
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C
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Figure 3.15 Dynamic Grouping.

Figure 3.15 shows an example of regrouping. Inlefefigure, the search results are
grouped and ordered by “Century”. When a user tel€abject Type” in the combo

box (Figure 3.14), images on the screen are regaby their object type (denoting
types of artifacts such as oil painting, porceldinilding, etc.). This feature allows

users to freely group images the way they want it.

Dynamic grouping can be especially useful when daptbwith dynamic preview. In
the left figure of Figure 3.15, some images ardlmited by using dynamic preview.
The images matching with a keyword, “ceramics” aighlighted. In this case, the
highlighted images are scattered on the screeh@smsin the left image. As a user
regroups the result by “Object Type”, all the matghimages become clustered into
a single group and users are allowed to browse thaoh efficiently (the right figure

of Figure 3.15).
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3.6 Web Deployment and Other Applications

PhotoMesa is designed to be easily extensible amthige. Since PhotoMesa is
entirely written in Java, it can be ported to ba i web browsers. Figure 3.16

exemplifies the application of the PhotoMesa appleining in Microsoft Internet

Explorer.

A http://www.cs.umd.edu/~sbw/webmesa/ - Microsoft [nternet... E”E|E]

My MEE) 22 SAFA) B3I T=EHH)
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=000 4] httn:/weww, oz, umd, eduy/~shw/webhmesa/
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Figure 3.16 PhotoMesa can be run in a web browser

This ability opens various adaptation possibilitiéscan be used as a front-end
interface of image retrieval systems over the wetr. example, search results of
images.google.com [29] could be visualized usingt®Mesa. Since more and more

information is available on the web, this abilignccontribute to make the web more

usable.
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PhotoMesa can be easily adapted into other typésage browsing environments.
As an example, the software architecture develapeBhotoMesa was applied to
implement a virtual microscope. A virtual microseognables users to explore huge-
sized samples in a manner that is similar to néalrhicroscopes. With a simple
modification — removing space between images orstiheen, PhotoMesa can show
one big image as a mosaic of smaller pieces of @nagigure 3.17 shows a running
example of a virtual microscope, which can be usedchandle big image files

(>20MB) without loading them at once.

2 hitp://www.cs.umd. edu/~sbw/picturemesa/ - Microsoft Internet Explarer EJ@@
T
Al

MEE) BEE) 20 SAZNLA) S0 EEH)
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C-O G Pree 2-=2-LJ3
¥ 1@ http:/ v, oz, umd, edu/~sbw/picturemesay o :‘ k=7
S @ Google E1C E1DI E|H Bikocs ElKids &]muY Elwiki EiFW &]ESPN &]kso  *

24N

& épplet PictureMesa, PictureMesa staried £ oIEY

Figure 3.17 PhotoMesa is adapted to build a virtuaiicroscope.
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3.6 Summary and Discussion

In this chapter, | present my work on a zoomablagen browser, PhotoMesa.
Zoomable image browsing was introduced by BedefdpnHe applied zoomable

interface techniques into an image browsing envirent as a solution to increase the
browsability of image retrieval systems. As prehiary work, | enhanced PhotoMesa
and applied zoomable image browsing techniquegveral image retrieval systems

such as ICDL and ISIS.

While PhotoMesa focuses on user interfaces fociefft browsing, there are also
critical performance issues. | apply a number chtéques to enable PhotoMesa to

show thousands of images on the screen with reakoparformance.

In addition, | define a set of programming intedacso that other applications can
embed PhotoMesa as their software component. |ddswonstrate that PhotoMesa
can be run in a commercial web browser and it @edsily extended into other type

of applications such as a virtual microscope.

The experience gained in this preliminary resed@tomes a valuable starting point

for the series of research in this dissertation.
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Chapter 4

Automatic Thumbnail Cropping

What we see depends mainly on what we look fonhnJ ubbock

Thumbnails, miniature versions of original imaga® widely used as abstract forms
of original images. Combined with zoomable useeriiaices, thumbnails provide
seamless integration with original images. They mnteiitive and easy to use.
Thumbnails enable users to quickly scan large nusnbeimages on the screen in

zoomed out views.

Recognizing the objects in an image is importantmany retrieval tasks, but
thumbnails generated by shrinking the original imadten render objects illegible.
We studied the ability of computer vision systerosdetect key components of
images so that intelligent cropping, prior to shimg, can render objects more
recognizable. We evaluate automatic cropping tegles 1) based on a method that
detects salient portions of general images, anth&pd on automatic face detection.
Our user study shows that these methods resultmall sthumbnails that are
substantially more recognizable and easier toifinithe context of visual search. This
research has been collaborated with fellow gradwstelent Haibin Ling, and

professors Dr. Benjamin B. Bederson and Dr. Daawbbs.

® This research was published in the proceeding#®T 2003 conference [66] and received the best

student paper award.
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4.1 Saliency and Thumbnails

Many image browsers generate thumbnails by shrinkihe original image.

[1][2][42] This method is simple. However, thumbisagenerated this way can be
difficult to recognize, especially when the thumiaare very small. This

phenomenon is not unexpected, since shrinking agénctauses detailed information
to be lost. An intuitive solution is to keep the nmanformative part of the image and
cut less informative regions before shrinking. @tst method is a general cropping
method based on the saliency map of Itti and Kodblichvuses a model of human
visual attention [34][35]. A saliency map of a givenage describes the importance
of each position in the image. In our method, we tiie saliency map directly as an
indication of how much information each positioniimages contains. The merit of
this method is that the saliency map is built ugrfiow-level features only, so it can
be applied to any image. We then select the portibrihe image of maximal

informativeness.

Figure 4.1: An example saliency map
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4.2 Saliency Based Thumbnail Cropping

We define the thumbnail cropping problem as follo@s/en an imagé, the goal of
thumbnail cropping is to find a rectandg®e, containing a subset of the imalgeso
that the main objects in the image are visibleng subimage. We then shrihkto a

thumbnail.

Figure 4.2: A cropped image from the previous examp (Figure 4.1) and

thumbnails from the original image and the croppedmage

4.2.1 Find Cropping Rectangle with Fixed Threshold using Brute

Force Algorithm

We use Itti and Koch'’s saliency algorithm becaudmértmethod is based on low-level

features and hence independent of semantic infowmat images.

Once the saliency ma§ is ready, our goal is to find the crop rectanBiethat is
expected to contain the most informative part efithage. Since the saliency map is
used as the criteria of importance, the sum oésali withinR: should contain most

of the saliency value ir§. Based on this idea, we can filt as the smallest

19 Haibin Ling and Dr. David Jacobs originally inttazkd this research.
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rectangle containing a fixed fraction of salien€w.illustrate this formally, we define

candidates set (1) for Rc and the fraction thresholdas

Z SI (X’ y)

— . (x,y)dr
O(A) =1r: S 00y > )

(x,y)

ThenRc is given by

R. =argmin(area(r))
roo(A)
Rc denotes the minimum rectangle that satisfiesheshold defined above. A brute

force algorithm was developed to compRte

4.2.2 Find Cropping Rectangle with Fixed Threshold using Greedy

Algorithm

The brute force method works, however, it is notetiefficient. Two main factors
slow down the computation. First, the algorithm dompute the saliency map
involves several series of iterations. Some oftdrations involve convolutions using
very large filter templates (on the order of theespf the saliency map). These

convolutions make the computation very time consigmi

Second, the brute force algorithm basically sear@lesub-rectangles exhaustively.

While techniques exist to speed up this exhauskach, it still takes a lot of time.
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We found that we can achieve results that are yearigood much more efficiently
by: 1) squaring the saliency to enhance it; 2) gigsigreedy search instead of brute

force method by only considering rectangles thelutte the peaks of the saliency.

Rectangle GREEDY_CROPPING (S, A)

thresholdSum € A *Total saliency value in S
R ¢ € the center of S
currentSaliencySum < saliency value of Rc

WHILE currentSaliencySum < thresholdSum DO
P € Maximum saliency point outside R
R’ < Small rectangle centered at P
Rc € UNION(R;, R")
UPDATE currentSaliencySum with new region Re
ENDWHILE
RETURN Rc

Figure 4.3: Greedy Cropping algorithm

Figure 4.3 shows the algorithm GREEDY_CROPPINGrid the cropping rectangle
with fixed saliency threshold . The greedy algorithm calculatBs by incrementally
including the next most salient peak pdttAlso, when including a salient poiRtin

Rc, we compute the union & with a small rectangle centeredratThis is because

if P is within the foreground object, it is expectedtth small region surroundirig)
would also contain the object. When we initialRewe assume that the center of the
input saliency map always falls R:. This is reasonable, since even when the most
salient part does not contain the center (thislydrappens), it will not create much
harm to our purpose of thumbnail generation. Whiils aissumption, we initializBc

to contain the center of the input saliency map.
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Suppose we are finding a cropping rectangle inaidénage of n x n dimension*
pixels). With the brute force algorithm, we need d@waluate all possible sub-

rectangles. Therefore, it requir@¢n®) time'".

However, with the greedy cropping algorithm, itealonlyO(rlogn) time. First, sort
the pixels in an image by order of saliency val(il€nflogn) ). Once the pixels are
sorted, each pixels is processed just oroénf) ) if a smart data structure is utilized.

Therefore, the total processing time is boundethkysorting timeD(nflogn).

4.2.3 Find Cropping Rectangle with Dynamic Threshol d

Experience shows that the most effective threskiaties from image to image. We

therefore have developed a method for adaptiveigraening the threshold .

Intuitively, we want to choose a threshold at anpaf diminishing returns, where
adding small amounts of additional saliency requadarge increase in the rectangle.
We use an area-threshold graph to visualize thilse X axis indicates the threshold
(fraction of saliency) while the Y axis shows thermalized area of the cropping
rectangle as the result of the greedy algorithmtioeed above. Here the normalized
area has a value between 0 and 1. The solid carizggure 4.4 gives an example of

an area-threshold graph.

A natural solution is to use the threshold with maxn gradient in the area-

threshold graph. We approximate this using a birsggrch method to find the

™ Each sub-rectangle can be decided by two poipfserleft corner and lower right corner. Therefore,

2
n
its computing complexity is equal to choosing tvaings out of A points, which i{ 5 j = O(n“)
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threshold in three steps: First, we calculate ttea-#hreshold graph for the given
image. Second, we use a binary search methoddaHhm threshold where the graph
goes up quickly. Third, the threshold is tuned b&zkthe position where a local

maximum gradient exists. The dotted lines in Figie demonstrate the process of

finding the threshold for the image given in Figdré.
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Figure 4.4: The solid line represents the area-thshold graph. The dotted lines
show the process of searching for the best threshiblThe numbers indicate the

sequence of searching

4.3 Face Detection Based Thumbnail Cropping

Although the general saliency based method justribes] is useful, it does not
consider semantic information in images. If ourlgedo make the objects of interest

in an image more recognizable, we can clearly dortiore effectively when we are

78



able to automatically detect the position of thebgects. We show that semantic
information can be used to further improve thumba@ipping, using automatic face
detection. We choose this domain because a greay ipiatures of interest show
human faces, and also because face detection nselias@ begun to achieve high

accuracy and efficiency [73].

Figure 4.5 Left: An example face detection croppingOriginal image (A) and
face detection result (B). Right: Comparing three ypes of thumbnails. Plain
shrinking (D), saliency based cropped thumbnail (E)and face-detection based

cropped thumbnail (F).

For human image thumbnails, we claim that recodpilitya will increase if we crop
the image to contain only the face region. Basedthos claim, we designed a
thumbnail cropping approach based on face deteckost, we identify faces by
applying CMU’s on-line face detection [21][60] thet given images. Then, the
cropping rectangl®c is computed as containing all the detected fa&#er that, the

thumbnail is generated from the image cropped fiteeoriginal image birc.
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4.4 User Study Design

| ran a controlled empirical study to examine tHéea of different thumbnail
generation methods on the ability of users to remsgobjects in images. The
experiment is divided into two parts. First, | me&sl how recognition rates change
depending on thumbnail size and thumbnail generdagohniques. Participants were
asked to recognize objects in small thumbnails ¢geition Task). Second, |
measured how the thumbnail generation technigee@fearch performance (Visual

Search Task). Participants were asked to find im#ggt match given descriptions.

The recognition tasks were designed to measuresubeessful recognition rate of
thumbnail images on three conditions, image setntinail technique, and thumbnail

size. The recognition correctness was measuredlagendent variable.

The visual search task conditions were designethéasure the effectiveness of
image search with thumbnails generated with diffetechniques. The experiment
employed a 3x3 within-subjects factorial designthwimage set and thumbnail
technique as independent variables. | measuredhséiare as a dependant variable.
But, since the face-detection clipping is not agaddie to the Animal Set and the
Corbis Set, the visual search tasks were omittél those conditions as in Table 4.1.

The total duration of the experiment for each pgréint was about 45 minutes.

4.4.1 Participants

There were 20 participants in this study (see AdpeAl for user study material).

Participants were college or graduate studentshatUniversity of Maryland at
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College Park recruited on the campus. All partistpavere familiar with computers.
Before the tasks began, all participants were askgick ten familiar persons out of
fifteen candidates. Two participants had difficulghoosing them. Since the
participants must recognize the people whose imagesised for identification, the

results from those two participants were excludethfthe analysis.

4.4.2 Image Sets

Three image sets were used for the experiment.eTivere also filler images as
distracters to minimize the duplicate exposurenofges in the visual search tasks.
There were 500 filler images and images were rahgamosen from this set as
needed. These images were carefully chosen sontmet of them were similar to

images in the three test image sets.

. . Image Set
Thumbnail Technique
Animal Set Corbis Set| Face Set
Plain shrunken thumbnail N N N
Saliency based cropping N N N
Face detection based cropping X X N

Table 4.1 Design condition. 3X3 within subject fadrial design. Two conditions

were omitted because they are not applicable.

® Animal Set (AS)

The “Animal Set” includes images of ten differemiraals and there are five images

per animal. All images were gathered from variomsrees of the Web. The reason |
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chose animals as the target image was to test magmpy and visual search
performance of familiar objects. The basic critesfachoosing animals were 1) that
the animals should be very familiar so that pasaiats could recognize them without
prior learning; and 2) they should be easily dgishable from each other. As an
example, donkeys and horses are too similar to etdedr. To prevent confusion, |

only used horses.

® Corbis Set (CS)

Corbis is a well known source for digital imagesd gorovides various types of
tailored digital photos [17]. Its images are prafesally taken and manually cropped.
The goal of this set is to represent images alrdadihe best possible shape. |
randomly selected 100 images out of 10,000 imdgesed only 10 images as search
targets for visual search tasks to reduce the @rpatal errors. But during the
experiment, | found that one task was problemagicaise there were very similar
images in the fillers and sometimes participantkgul unintended images as an
answer. Therefore, | discarded the result fromt#si&. A total of five observations

were discarded due to this condition.

® Face Set (FS)

This set includes images of fifteen well known geopho are either politicians or
entertainers. Five images per person were usethiexperiment. All images were

gathered from the Web. | used this set to tesetfextiveness of face detection based
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cropping technigue and to see how the participargsbgnition rate varies with

different types of images.

Some images in this set contained more than ore facthis case, | cropped the
image so that the resulting image contains allféices in the original image. Out of
75 images, multiple faces were detected in 25 imagegound that 13 of them
contained erratic detections. All erroneously detgcfaces were included in the
cropped thumbnail sets since | intended to testcoopping method with available

face detection techniques, which are not perfect.

4.4.3 Thumbnail Techniques

® Plain shrinking without cropping

The images were scaled down to smaller dimensibas.levels of thumbnails were
prepared from 32 to 68 pixels in the larger dimensiThe thumbnail size was
increased by four pixels per level. But, for thec&aet images, | increased the
number of levels to twelve with a maximum dimensodrv6 pixels because | found

that some faces are not identifiable even in ai%& phumbnail.

® Saliency based cropping

By using the saliency based cropping algorithmrilesd above, | cropped out the
background of the images. Then the cropped imagaes shrunken to ten sizes of

thumbnails. Table 4.2 shows how much area was efgr each technique.
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Cropping Technique and Image Set Ratio Variance
Corbis Set 61.3% 0.110
_ ' Animal Set 53.9% 0.127
Saliency based cropping
Face Set 54.3% 0.128
All 57.6% 0.124
Face detection based cropping (Face Set) 16.1% 00.12

Table 4.2 Ratio of cropped to original image size

® Face detection based cropping

Faces were detected by CMU’s algorithm [21][60dascribed above. If there were
multiple faces detected, | chose the bounding reg¢fiat contains all detected faces.
Then twelve levels of thumbnails from 36 to 80 sxevere prepared for the

experiment.

4.4.4 Recognition Task

The Animal Set and the Face Set images were usede@msure how accurately
participants could recognize objects in small thoels. First, users were asked to
identify animals in thumbnails. The thumbnails imsttask were chosen randomly

from all levels of the Animal Set images. This tasks repeated 50 times.

When the user clicked the “Next” button, a thumbmais shown as in Figure 4.6 for
two seconds. Since | intended to measure pure necaglity of thumbnails, I limited
the time thumbnails were shown. According to atpileer study, users tended to
guess answers even though they could not cleaghtiig objects in thumbnails when

they saw them for a long time. To discourage pgdits’ from guessing, the
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thumbnails were hidden after a short period of tiftweo seconds). For the same
reason, | introduced more animals in the answerAkhough only ten animals were
used in this experiment, 30 animals are listedassiple answers as seen in Figure
4.6, to limit the subject’s ability to guess idéyptbased on crude cues. In this way,
participants were prevented from choosing similatiyaped animals by guess. For
example, when participants think that they sawrd-isih animal, they would select
swan if it is the only avian animal. By having nipl¢ birds in the candidate list,

those undesired behaviors could be prevented.

& Recognition Test - Face Set (2/75) 7| & Recagnition Test - Animal Set (2/50);

Who did you see?
What did you see?
‘?\J
& Batis) i Bear(s) @ Camel(s) @ Cat(s) @ Chimpanze|
rnold Sci er Bush on
— v | ooemm | O Cow/Cattle © Crab(s) © Crocodile(s) © Deer(s) © Dog(s)
é? 1 © Dolphin(s) © Duck(s) o Elephant(s) © Fox(es) @ Frog(s)
! . E 2. @ Goat(s) G Horse(s)  © Lion(s) G Lizard(s)  © Owl(s)
Matt Le Blac (Joey) David Letterman
o Pigeon(s) © Rabbit(s) © Rat(s) @ Sea Gull(s) © Seal(s)
l ,’a - . O Snake(s)  © Swan(s) o Tiger(s) @ Turkey(s) @ I'm not sur
1i | I'minot sure:
Sl [Ner |
| Next |

Figure 4.6 Recognition task interfaces. Participarsg were asked to click what
they saw or the "I'm not sure” button. Left: Face Set recognition interface,

Right: Animal Set recognition interface

After the Animal Set recognition task, users wesked to identify a person in the
same way. This Face Set recognition task was reped times. In this session, the

candidates were shown as portraits in additioratoes as seen in Figure 4.6.
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4.4.5 Visual Search Task

For each testing condition in Table 4.1, particisanere given two tasks. Thus, for
each visual search session, fourteen search tasies agsigned per participant. The

order of tasks was randomized to reduce learnifegtst

As shown in Figure 4.7, participants were askedind one image among 100
images. For the visual search task, it was impottaprovide equal search conditions
for each task and participant. To ensure fairnésiesigned the search condition
carefully. | suppressed the duplicate occurrendesmages and manipulated the

locations of the target images.

For the Animal Set search tasks, one target image ahosen randomly out of 50
Animal Set images. Then, 25 non-similar lookingnaali images were carefully
selected. After that they were mixed with 49 mareages which were randomly
chosen from the filler set as distracters. Forithee Set and Corbis Set tasks, the task

image sets were prepared in the same way.

The tasks were given as verbal descriptions forAthienal Set and Corbis Set tasks.
For the Face Set tasks, a portrait of a targeopensas given as well as the person’s
name. The given portraits were separately chosen &n independent collection so

that they were not duplicated with images usedHertasks.
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Task (2/14) E@“‘E

| inct & photo of the shown person

Fopd i ‘

Figure 4.7 Visual search task interface. Participanwere asked to find an image
that matches a given task description. Users can @m in, zoom out, and pan

freely until they find the right image.

| used a custom-made image browser based on PhstoMég as our visual search
interface. PhotoMesa provides a zooming environni@ntmage navigation with a

simple set of control functions. Users click thi# lrouse button to zoom into a group
of images (as indicated by a red rectangle) totlseamages in detail and click the
right mouse button to zoom out to see more imagesérview. Panning is supported
either by mouse dragging or arrow keys. PhotoMesadisplay a large number of

thumbnails in groups on the screen at the same. tBimece this user study was
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intended to test pure visual search, all image®\weesented in a single cluster as in

Figure 4.7.

Participants were allowed to zoom in, zoom out pad freely for navigation. When
users identify the target image, they were askedotum into the full scale of the
image and click the “Found it” button located oe tipper left corner of the interface
to finish the task. Before the visual search sesditey were given as much time as
they wanted until they found it comfortable to ube zoomable interface. Most
participants found it very easy to navigate andoresnl no problem with the

navigation during the session.

4.5 Recognition Task Result

Figure 4.8 shows the results from the recognitasks. The horizontal axis represents
the size of thumbnails and the vertical axis dendle recognition accuracy. Each
data point in the graph denotes the successfulgreton rate of the thumbnails at
that level. As shown, the bigger the thumbnails H#re more accurately participants
recognize objects in the thumbnails. And this fitsll with our intuition. But the
interesting point here is that the automatic croggechniques perform significantly

better than the original thumbnails.
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Animal Set Result Face Set Result

percent of target recognized
percent of target recognized

02
—+ Mo cropping
01 —— Mo cropping 01F | Saliency based cropping
—&— Saliency based cropping —#— Face detection based cropping
D 1 1 1 1 D 1 1 1 1
3o 40 S0 21| 40 S0 G0 70
Size of thumbnail in pixels Size of thumbnail in pixels

Figure 4.8 Recognition Task Results. Dashed lineseainterpolated from jagged

data points

There were clear correlations in the results. Biggnts recognized objects in bigger
thumbnails more accurately regardless of the thahiechniques. Therefore, Paired

T-test (two tailed) was used to analyze the resiilie results are shown in Table 4.3.

The first graph shows the results from the “Anir8al” with two different thumbnail

techniques, no cropping and saliency based croppgiaghown in Figure 4.8, users
were able to recognize objects more accurately veidiency based cropped
thumbnails than with plain thumbnails with no croygp One of the major reasons for
the difference can be attributed to the fact tihat éffective portion of images is
drawn relatively larger in saliency based croppedges. But, if the main object

region is cropped out, this would not be true.His ttase, the users would see more
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non-core part of images and the recognition ratén@fcropped thumbnails would be
less than that of plain thumbnails. The goal of thst is to measure if saliency based
cropping cut out the right part of images. Even witeere were errors in cropping, |
included them in the user study test sets. As shawigure 4.8, the recognition test
result showed that participants recognized objdmter with saliency based
thumbnails than plain thumbnails. Therefore, | @amclude that saliency based

cropping does not cut out the core part of images.

Condition t-Value P value

No cropping vs. Saliency based cropping on
' PRINg y PPINg t(9) = 4.33 0.002
Animal Set

No cropping vs. Saliency based cropping on Face
oo PPINg Y PPIng On 1) = 4.158  0.002
e

No cropping vs. Face Detection based cropping on
t(11) = 9.556| <0.001
Face Set

Saliency based cropping vs. Face detection ba

|22}

ed
_ t(11) = 7.337| <0.001
cropping on Face Set

Animal Set vs. Face Set with no cropping t(9) 94.9 0.001

Animal Set vs. Face Set with saliency based

_ t(9) =3.077| 0.005
cropping

Table 4.3 Analysis results of Recognition Task (Paad T-Test). Every curve in

Figure 4.8 is significantly different from each otler.

During the experiment, participants mentioned thatbackground sometimes helped
with recognition. For example, when they saw blaekground, they immediately

suspected that the images would be about sea ani8iatilarly, the camel was well
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identified in every thumbnail technique even inywemall scale thumbnails because

the images have unique desert backgrounds (4 dutroages).

Since saliency based cropping cuts out large portd background (42.4%), |
suspected that this might harm recognition. Butrésult shows that it is not true.
Users performed better with cropped images. Evearnwteackground was cut out,
users still could see some of background and thaty emough help from the
information. It implies that the saliency basedppiog is well balanced. The cropped

image shows main objects bigger while giving enob@tkground information.

The second graph shows results similar to the. fiflse second graph represents the
results from the “Face Set” with three differenpaég of thumbnail techniques, no
cropping, saliency based cropping, and face detedtased cropping. As seen in the
graph, participants perform much better with fae¢edtion based thumbnails. It is
not surprising that users can identify a personemeasily with images with bigger

faces.

Compared to the Animal Set result, the Face Sej@mnare less accurately identified.
This is because humans have similar visual charsitts while animals have more
distinguishing features. In other words, animals ba identified with overall shapes
and colors but humans cannot be distinguishedyeastih those features. The main
feature that distinguishes humans is the face. edperimental results clearly show

that participants recognized persons better witk tetection based thumbnails.
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However, the results also show that saliency crdpff@&imbnails is useful for
recognizing humans. | found that people in phot@swsually included in saliency
based cropped images. The test results show thasalency based cropping does

increase the recognition rate of identifying peaplehotos.

In this study, | used two types of image sets d&neet different thumbnail techniques.
To achieve a higher recognition rate, it is impotteo show major distinguishing
features. If well cropped, small sized thumbnailuwdobe sufficient to represent the
whole image. Face detection based cropping shownefitewhen this type of feature
extraction is possible. But, in a real image brogdiask, it is not always possible to
know users’ searching intention. For the same imagers’ focus might be different
for browsing purposes. For example, users mighttwafind a person at some point,
but the next time, they would like to focus on cosés only. | believe that the
saliency based cropping technique can be appliedost cases when semantic object

detection is not available or users’ search bemasinot known.

In addition, the recognition rate is not the saroe different types of images. It

implies that the minimum recognizable size showdddifferent depending on image

types.

4.6 Visual Search Task Result

Figure 4.9 shows the result of the visual searsksta Most participants were able to

finish the tasks within the 120 second timeouttjfitfeouts out of 231 tasks) and also
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chose the desired answer (5 wrong answers out bft&ks). Wrong answers and

timed out tasks were excluded from the analysis.

A two way analysis of variance (ANOVA) was condutten the search time for two
conditions, thumbnail technique and image setssh®wn, participants found the
answer images faster with cropped thumbnails. Qlyénare was a strong difference

for visual search performance depending to thunmbeelniques, F(2, 219) = 5.58, p

=0.004.

Since | did not look at face detection croppingtfee Animal Set and the Corbis Set,
another analysis was performed with the two thuntlieehniques (plain thumbnail,
saliency based cropped thumbnail) to see if thersay based algorithm is better. The
result shows a significant improvement on visuahrce with saliency based
cropping, F(1, 190) = 3.823, p = 0.05. | therefbetieve that the proposed saliency

based cropping algorithm make a significant contrdn to visual search.
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Figure 4.9 Visual search task results.

techniques

Condition F value P value
Thumbnail techniques on three sets F(2,219) =5.58 0.004
Thumbnail techniques on Face Set F(2,87) =456 0130.
No cropping vs. Saliency based thumbnail

. F(1, 190) = 3.82 0.052
on three image sets
Three image sets regardless of thumbnail

F(2,219) = 2.44 0.089

Table 4.4 List of ANOVA results from the visual seech task

When the results from the Face Set alone were zedlipy one way ANOVA with
three thumbnail technique conditions, there alsas w@a significant effect, F(2,
87)=4.56, p = 0.013. But for the Animal Set and @mrbis Set, there was only a

borderline significant effect over different techues. | think that this is due to the
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small number of observations. | believe those tesubuld also be significant if there
were more participants because there was a clead showing an improvement of
18% on the Animal Set and 24% on the Corbis Setk lcd significance can also be
attributed to the fact that the search task itkel$ large variances by its nature. |
found that the location of a search target afféotsvisual search performance. Users
begin to look for images from anywhere in the imagace (Figure 4.7). Participants
scanned the image space from the upper-left cofreen the lower-right corner, or
sometimes randomly. If the search target imageaated in the initial position of
users’ attention, it would be found much earlieinc® | could not control users’
behavior, | randomized the location of the seaachet images. But as a result, there

was large variance.

Before the experiment, | was afraid that the cropgreimbnails of the Corbis Set
images would affect the search result negativetgesithe images in the Corbis Set
are already in good shape — professionally takehraanually cropped - and | was
concerned that cutting off their background wousdnh participants’ visual search.
But according to our result, saliency based crogpbedbnails does not harm users’
visual search. Rather, it showed a tendency toeasw participants’ search
performance. | think that this is because salidnaged cropping algorithm cut the
right amount of information without removing conefarmation in the images. At

least, | can conclude that it did not make visugdrsh worse to use the cropped

thumbnails.

95



Another interesting thing | found is that the visaaarch task with the Animal Set
tends to take less time than with the Corbis Sétthe Face Set, F(2, 219) =2.44,p =
0.089.This might be because the given Corbis Set and Batdasks were harder
than the Animal Set. But, there was another intergd$actor. During the experiment,
when he found the answer image after a while, @megpant said thatOh... This is
not what | expected. | expected blue backgroundnwha supposed to find an
airplane’ During the experiment sessions, it was obserwatl the participant passed
over the correct answer image during the search éweugh he saw the image at
reasonably big scale. Since the Animal Set andCibkbis Set tasks were given as
verbal descriptions, users did not have any infélonmaabout what the search target
images would be like. | think that this verbal dgsiton was one of the factors in
performance differences between image sets bedawas observed that animals are

easier to find by guessing background than othagarsets.

4.7 Summary and Discussion

We developed and evaluated two automatic thumigieaierating methods. A general
thumbnail cropping method based on a saliency minde$ the informative portion

of images and cuts out the non-core periphery. Tinaih images generated from the
cropped part of images increases users’ recogréimhhelps users in visual search.
This technique is general and can be used withoypaor assumption about images
since it uses only low level features. Furthermte,technique is safe to be used for

pre-cropped images because it reduces the overdar eropping of an image.
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When semantic information such as a face is availathe crop area can be
determined more effectively. The face detection edascropping technique

demonstrates how semantic information can be wsedthance thumbnail cropping.

| performed a user study that shows strong empirsadence supporting our
hypotheses. | assumed that the more salient aopasfiimage, the more informative
it is. | also presumed that using more recognizéilenbnails would increase visual

search performance.

During the experiment, | found it interesting thaers had a tendency to have mental
models about search targets. Some users develmrdic model about what a target
will look like by guessing its color and shapewhis observed that participants spent
more time searching when the actual search targstdifferent from what they had
in mind, their mental model. Some participants eslid@pped the correct search target
when their model and the actual target did not malbe same thing happened when
participants were unable to guess because of thmgaity of the given tasks. It is
known that humans have an “attentional controliregtt— a mental setting about
what they are (and are not) looking for while pering a given task. Interestingly, it
is also known that humans have difficulty in switghtheir attentional control setting
instantaneously [24]. This theory explains my obagon. | think that this
phenomenon should be regarded in designing imagesimg interfaces especially in
situations where users need to skim a large nurob@émages or when users are

required to visually search information such af5if.
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It was also observed that participants used variossal search strategies. Some
participants searched images from the upper lefnagoand scanned images
horizontally while some others begun to search fitbm bottom right corner and
scanned images vertically. Some of them did nomseehave any search pattern at
all and their eyes randomly traversed the imageesp@n the other hand, with scroll
bar interfaces, most users tend to scan imageslefirto right and from up to down

just like they read a book.

The saliency based thumbnail cropping is basedhenidea that the saliency is a
measure for the informativeness. | think this idaa be applied to other domains. For
example, sometimes it is useful to identify whidrtpof web pages tends to attract
humans’ attention. Or it can be extended to reamwnihich parts of video clips have

more information. | hope future research will extehis research for other domains.

One practical concern in promoting the use of thieraatic thumbnail cropping is its
performance. Since the thumbnail cropping algoriterritten in Matlab, it is very
slow and not practical in a real world setting. Teenplementation of the algorithm
in more efficient environments such as C/C++ wpked up the thumbnail generation
significantly. Performance issues did not effeastn studies since all cropping was

performed offline.

Currently, the cropping algorithm does not involygers in deciding its cropping
regions. | think that interactive image croppingusther good example of automatic
recognition systems might help users. The autoneatipping can provide users with

a firsthand suggestion and let users confirm whatgomatic system provides.
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Chapter 5

Semi-Automatic Photo Annotation

Premature optimization is the root of all evilDenald Knuth

It is better to have enough ideas for some of tteebe wrong, than to be always right

by having no ideas at all. — Edward de Bono

Thus far, | have described work done to navigatk laowse images on the screen.
Along with browsing, searching is another importarts of information retrieval.
Especially when users have to deal with a hugemelof information, search is a
very useful technique for locating information eéintly. However, searching usually
requires information to be pre-indexed. As expldirethe earlier chapters, metadata
associated with images is hard to be obtained fanynreasons. In this chapter, |
detail the problems with metadata acquisitionhént explain the concept of semi-
automatic annotation and how this approach can flbemequiring metadata

associated with photographs.
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5.1 Metadata and Annotation

5.1.1 Metadata Acquisition

Annotation is defined as a process which invohaseling the semantic content of
images (or objects in images) with a set of keywoal semantic information.
Annotated information is very important for imaggrieval since it allows keyword-

based search. There has been much research tthisasenotation process.

File name, file size, EXIF [20] information such akutter
From Devices
speed

Image Analysis | Low level visual features such asute, color, blobs

From Context Captions, surrounding text in a wedpepa

Manual Accurate, relevant annotation.

Annotation Very slow and users don't like to do manual annotat

Table 5.1 Acquiring metadata associated with images

Some basic information can be directly obtainednfimages or image devices. File
names, file size, file date and EXIF informatiomdae easily acquired. But, these
metadata does not have much value for users, edlgdor casual users who want to
manage their own personal photos. For examplenage file namelMG_2345.jpg

is not very useful.

There have been a number of research studiesracexseful metadata directly from
images. QBIC [23] tried to use image-based analggiBniques to extract metadata.

QBIC allows users to specify search conditions thame low level visual features
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such as color, texture, and so on. For examples s issue queries such as “find
images which have red objects in the center’. Hanethe metadata extracted by
automatic feature extraction is not very relevaninany cases. For personal photos,
higher level information such as location, evemtperson in photos would be more

relevant and interesting to users.

As an alternative way of obtaining metadata assediaith images, some researchers
have used the context of images to improve undedstg. Sheret al [63] used the
textual context of web pages to extract descriptifermation of images on the same
pages. This type of approach can be applied to esagth captions or with pre-
annotated keywords. But, this approach is not apple for general images since it

assumes appropriate context. It may not work fages without further information.

While these automatic approaches can provide ldniteetadata, the automatically
obtained information inevitably involves recognitierrors. The errors usually hinder
direct usage of the acquired metadata in imagevelrsystems. Furthermore, even
though the acquired metadata is correct for genesade, it might not be useful to all
users. The obtained metadata may be too generahtisfy the need of every

individual user. Each user needs various types ethdata according to his/her own
interest. Furthermore, there are numerous casesewhds even impossible to

automatically obtain metadata without the interi@ntof humans. The inaccuracy

and irrelevancy are the fundamental problems witbraatic recognition systems.

On the other hand, there is a manual approach wiezes can explicitly decide

which information should be added on a specific gmaThe actual users, as
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information consumers, can function as the mosabld source of accurate and
relevant metadata associated with images. Bug wtell known that most users do not
want to spend much time creating and annotatingadagh for images. Kangt al

[39] developed a direct annotation method that $esuon labeling names of people
in photos. While it saves users typing work, ustitshave to perform drag and drop

many times. Manual annotation is usually labornstee and tedious.

Semi-automatic annotation combines the two teclesiguautomatic metadata
extraction and manual annotation. The basic idesenfi-automatic annotation is to
add users’ feedback onto metadata that was autcatigtiextracted. When the
metadata has reasonable accuracy; the amountaticanformation is less than that
of correct information, the correcting errors canfaster and easier than adding new
information. The goal of the strategy is to provigeers with an efficient annotation

method and accurate search results.

5.1.2 Metadata for Personal Photos

Various types of metadata can be associated witigés through either manual
annotation or automatic acquisition. The metadata\ary from low level features
such as colors and texture to high level abstnafcirination such as captions and
keywords. Some researchers tried to identify comrnypes of metadata that are

general enough so that they can useful for mossuse

Roddenet al [58] observed users’ behavior with their digiparsonal photographs

and found that there are specific types of metathattithe participants in their study
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commonly wanted to use to browse their personatgshdhe participants wanted to
browse photos by event, rather than querying thasedh on more specific properties.
Along with event information, some users regardedalion as another very
important type of information. However, in mostegslocation information is tightly
coupled with event information. When personal phaice taken in a relatively short
period time, the photos usually tend to have timesavent and location. For example,
an event, “camping trip on June™Pwould be held on a single location. Thus, event
information and location information usually haweag association with each other

especially for person photo collections.

Roddenret al [58] also found that the participants in theudst were 1) automatically
sorting photos in chronological order; and 2) digpig a large number of thumbnails
at once. The first observation clearly emphasikesrportance of the chronological

order of photos.

People in photos are regarded as one of the mgstriemt pieces of information
because a great many pictures of interest show hua@es many of which are
central objects in the images. It is not surprisithgit many image browsing
prototypes and products [2][39][42][62] include ti@a@s of labeling persons with
metadata such as names. Roddeal [58] also hinted that robust face recognition

would help users to browse their personal phottectbns.

It is obvious that tools for managing personal pedare required to support the above
three types of metadata, event, chronological oraed people in photos, as well as

other subjectively preferred types.
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5.2 Semi-Automatic Annotation

The semi-automatic strategy is to let users cormetdmatically extracted metadata
based on the hypothesis that such automaticallpeetd metadata will have errors
and that correcting those errors will be fastentbampleting manual annotation. The
semi-automatic strategy allows users to incrembntahd interactively increase

metadata on photo collection.

The conceptual information flow of semi-automatmmatation is shown in Figure 5.1.

Photos ready to be Automatic suggestion with
annotated available knowledge

“::”” Semi-Automatic Automatic

Search ==, Annotation Metadata
Browse ﬂ /

Interface Extraction Manager

Annotate
UserN/‘ v
Relevance feedback

(Fix errors) Update knowledge

Figure 5.1 The information flow cycle of semi-autoratic annotation

By its nature, automatic metadata extraction gdesraesults compromised by
recognition errors. Initially, a semi-automatic atation interface accepts the raw
results from the automatic metadata extraction m@nal he user interface provides
users the opportunity to give feedback while brogsand searching. Users are
allowed to correct the errors in the extracted imf@tion. The users’ correction (or

relevance feedback) is used as an input for thenaatic metadata extraction manager
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to increase its accuracy. Users’ annotations ase #&d back into the automatic
extraction manager and used to generate more a&ecuetadata extraction. As users
keep using the system, the overall accuracy, a$ agethe quantity of metadata,

increases since more reliable metadata are addet msers.

Among the data flow in Figure 5.1, my research &suon the interaction between

users and semi-automatic user interfaces.

5.3 Semi-Automatic Annotation Design Principles

While designing a semi-automatic annotation intefal considered a number of
principles. In this section, | present some of gptes that are focused on facilitating

efficient annotations as well as searching and bnogvimages.

® Bulk annotation

Bulk annotation, where multiple images are anndtatéh a single user action, can
accelerate users’ performance when adding metattatamages. Rather than
repeatedly selecting images and making annotatorsby one, making annotations
on selected multiple images can speed up the amnmof@ocess. However, the speed-
up is achieved only when selecting multiple annotatargets is easy enough. If the
selection takes too long, there will be no benefit.semi-automatic annotation
interface, therefore, should be carefully desigteallow users to choose multiple
images efficiently. For example, when images thhare common or similar

information are located closely together on theear they can be a good candidate
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for bulk annotation. Items which are semanticalbse with each other are desired to

be laid out together to facilitate bulk annotation.

® Transparent interface

The relationship between automatic extraction arsersl relevance feedback
mechanism should be understood clearly. KoenemadrBalkin [40] observed that
users perform better when they understand underlgigorithms. They showed that
increasing the transparency of relevance feedbagkaves how effectively users
take advantage of it. An interface should provideac information about how it
processes information. For example, MiAlbum [71bak users to make decisions
on automatically extracted information by using rntfns up/down metaphor. [71]
reports that their feedback metaphor was not vegrdo users and confused users

because of its lack of transparency.

® Users in control

Users should be in control at all times. Automdlycaxtracted metadata should be a
suggestion to users. Users must have a freedonake their own annotation as they
want to. A semi-automatic annotation interface #thaot block or interfere users’

manual overriding.

® Show context information

While showing alternatives is one nice feature @@neral user interfaces, it is

especially important for semi-automatic annotatiarser interfaces. Since
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automatically extracted metadata often containgrgrusers have to be provided with

options to choose substitute information.

However, providing all the available information tre screen is not a good design
strategy either. A user interface should prioritmeilable information and provide

just the right number of alternatives.

® [ncremental and interactive annotation

Users must not be forced to make annotations. A@rface should allow users to
make annotations at any time. Users should be atlot® make annotations on

important and interesting images first and otheages later when they feel like it.

5.4 Semi-Automatic Photo Annotation and Recognition

Interface (SAPHARI)

Based on the design principles in the previous@ect designed and implemented a
research prototype, SAPHARI (Semi-Automatic PHotmnétation and Recognition
Interface) to help users manage their personalgpbollections by using automatic

recognition systems.

SAPHARI is not only an annotation interface. Itcalsllows users to browse and
search their photo collections. As shown in Fidghs SAPHARI uses zoomable user
interface techniques that were applied to PhotoMss& Chapter 3). Users can
navigate a 2D zoomable image space with zoomingpamhing. Photographs are

also laid out on the screen by using the quantuim tseemap algorithm [4].
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However, while PhotoMesa depends on basic metadatfa as directory, date, and
filename to form image groups, SAPHARI takes adageatof automatic recognition
algorithms. SAPHARI generates image clusters whiahilitate efficient bulk
annotation. SAPHARI uses hierarchical event ideifon (see section 5.5) and
clothing based human recognition (see section t6.@Juster photos along with the
basic metadata. By using the acquired metadataH®/&P provides multiple views
for users’ photo collections. SAPHARI is capablect#ating photo groups by event,
month, year, directory, and person. Those grougg yry important role in assisting
users to make bulk annotations. For example, wresrsuwant to annotate event
information, providing photos grouped by event Wil very useful because users can

easily choose multiple photos in the target event.

Users can start to use SAPHARI by choosing direztothat they want to manage.
Once they choose folders, SAPHARI automaticallyc®ss all the image files in the
folders and stores the image information into aalase. Users can choose the
“Grouping Tab to load images in the database. SAPHARI proviteme’ event
grouping, ‘Regulai event grouping, Peoplé grouping, month grouping, year
grouping, and directory grouping. It also allownssto form custom grouping. As
users select a tab in th&fouping Tab, SAPHARI immediately lays out photos
based on the selected grouping method. Users cér araotations by dragging a

label from “Metadata Pane” onto a photo or a grophotos.
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Figure 5.2 SAPHARI (Semi-Automatic PHoto Annotationand Recognition

Interface)

SAPHARI does not require users to make annotatidssusers browse and search
photos collections, they can make annotations wearthey want to. Also, users can
modify inaccurate suggestions that automatic reitiognsystems have made. Users’
amendments are fed back into SAPHARI and used toease the accuracy of

automatic suggestions. In this way, SAPHARI enahlssrs to make annotations

interactively and

incrementally. The detailed designd

SAPHARI are discussed in the following sections.
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5.5 Event Identification

Time information plays an important role when cifyasg personal photos since they
usually havetemporal locality[25]. In other words, when photos are close inetim
with each other, they have a high probability ofarshg common or similar

information. For example, photos that have beern ishone day would have a better
chance of sharing common information than phot&sriaseveral months apart. The
motivation of time-based event identification issed on the assumption that the
effort needed for annotation can be reduced draalbtibecause of temporal locality
in personal photo collection. Given the temporakldy, photos can be prepared in
groups according to their timestamps so that treey lme bulk-annotated. Users can
make annotations on automatically prepared imagepy rather than on a single

image one by one.

As stated earlier, "event" is one of the most inguar units for personal photo
organization. There has been a number of researfthd meaningful event clusters
from image collections [16][25][42][56]. Time basedvent identification is
achievable due to the fact that personal photecttn is usuallyursty or episodic
with respect to the temporal order of photos if28]. In most cases, casual users
don't take photos on a regular basis, such as boe & day. When there are
interesting things and a user has a camera, hbeousually takes a relative large
number of photos in a short period of time. Thaey¢ may be a relatively long pause
followed by another burst of activity. For examplgien a user goes on a camping

trip, he/she would take a larger number of phot@nthe/she would take on usual
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workdays. Based on this characteristic, event baunesl are identified by detecting
relatively long pauses in the collection. Whenrageral gap between timestamps of
ordered photos are significantly bigger than itghieors, the gap is identified as an

event boundary (see Figure 5.6).

5.5.1 Event Hierarchy

In addition to burstiness, | found another intargsippattern in identified events in
person photo collections. Photos in personal cidlectend to have a temporal
hierarchy. In other words, events can be definednudtiple ways with different
granularity as in Figure 5.3. For example, “Sumr@amping Trip”, which spans
June 18 - 17", can contain multiple subordinate event units aagtHiking” on 14",
“Canoeing” on 18, and “Santa Cruz” on 161 found that users want to identify each
separate event, as well as “Camping Trip” as a wlBigure 5.3). There are a
number of event identification techniques [16][®@]ich try to find a single level of
events. However, as seen in Figure 5.3, a singlel levent detection technique

cannot identify all the meaningful events in photdlections.
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William’s Birthday
June 23rd

Summer Camping Trip
June 13th — June 17th

Hiking Canoeing Santa Cruz : (Party in Kinder : Family Dinner
June 14th June 15t June 16th 3pm—4pm 7pm — 9pm
.................................................................. >

Chronological Order

Figure 5.3 An example event hierarchy. The units inthe upper row represent
coarsely grouped events and the units in the lowerow are tightly grouped

events.

Hierarchical event identification enables more iftbdx grouping. By changing the
granularity of event grouping, users are providdathwoarsely grouped events as

well as tightly grouped events according to usgrsuping flavors.

5.5.2 Update Event Boundaries

Suppose that a user is about to add a number dbgfaphs into his/her photo
collection. Then, the system needs to identify lb@se new images would fit in the
pre-identified events. In addition, users might ianredefine event boundaries that

have been automatically identified. This subseatietails updating event boundaries.

Temporal information has implicit semantics of seaee. In other words, any given
moment in time can be located in a timeline and wam@&d with other points in time.

This aspect implies that it is possible to pickghdior events in an event hierarchy as
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in Figure 5.4. For example, as neighbors of thexetay 2" - 3%, we can easily

identify two neighboring events, “April” and “May2{-16"™.

The neighboring events are important because taeg h high probability of sharing
common information with a given event. This featisr@articularly useful because it
can be utilized to fix errors in event boundariekBioh have been automatically

identified.

When users find automatically identified eventspprapriate, it might be because
either 1) that images in the cluster should havenbacluded in one of the
neighboring groups or 2) the automatic algorithneates event groups with

unsuitable granularity, which usually causes toarge or too tight events.

Figure 5.4 explains an example how to locate amte{ge group of photos) into an
event hierarchy. As in Figure 5.4, suppose thaewent May 2°- 39 is identified
automatically. When users find that the automdgicalentified event is consistent
with users’ intention, users don’t have to do awlgigonal manipulation. A new
temporal event “May¥- 3% is created and added into the event hierarchip &se

caseii) in Figure 5.4.
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Spring2004 """ TTT oo oo High level event

Lower level
. 1 | _.
April , May 2 -3¢ : May 12th - 16th events
[ i T
A5 A oAt
v : i) A
E May 21d gd E
:““_"': ----- : Newly added e L“'.“'“; Users’
| Birthday | event . MyCamping i ____ annotations
, Party Trip !

Figure 5.4 An example event hierarchy. When a nod&May 2"~39" is to be
added into the hierarchy, it can be either i) mergeé into the previous period, ii)

merged into the next period, or iii) separated asraindependent node.

However, users may well find that the identificatiof the event May™- 3¢ as an
independent event is inaccurate. In this case,susan intervene and fix the
inaccurately identified event. As stated above,gieoring events have a high
probability to share common information with theen event. In this example, the
event “May 2- 3% has a decent chance to share information witméighbors,
“April” and “May 12"-16™. In other words, the event “May'% 3% can be merged
into one of its neighbors. In Figure 5.4, the plsotmm event May ?'- 3 can be
merged into either “Birthday Party” event (denotasli) in Figure 5.4) or “My
camping Trip” event (denoted as casg in Figure 5.4) according to the user’s

discretion.
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In some cases, users may find that grouping phiotms May 2'%- 3% as a single
event is inappropriate because the photos cangseaged further into multiple sub-
events. With these cases, users can 4) split taptéMay 2'%- 3% into finer sub-

events.

In some cases, users may find that the groupinghofos from May #'- 39 is too
broad and is needed to be separated into multigdeegents. With these cases, users
can split the event “May"2- 3 into finer sub-events and the sub-events are cidde

into an event hierarchy as independent events.

Spring 2004 Spring 2004
April - May 3rd May April May
12" 14" 2M_ 14"
z X : X
| Bithday | | MyCamping: | Bithday | | My Camping |
' Party : Trip ' Party ! Trip

Figure 5.5 The example event hierarchy shown in Fige 5.4 is changed after
being updated by a user. The left example showsedhresult after merging the
“May 2" - 39" event into the previous group, “Birthday Party” (denoted as case
i) in Figure 5.4). In the right, photos of the “May 2 - 39” event are merged into

the next group, “My Camping Trip” (denoted as casei) in Figure 5.4).

To summarize, there are four major choices thatsusan make for automatically
identified events. The newly identified event canl) merged into the previous event

or 2) the next event. If neither makes sense, titggs in the events may be totally
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independent from the surrounding events; and 3gdded to an event hierarchy as a
self-governing event. When a user finds that theneis too broad, the events are 4)

divided into sub-events according to the user’sreison.

While updating event boundaries, user interfaceshis type of tasks have a crucial
requirement. Users have to see the photos in #ngqus and the next event as well
as images in the current event to determine thigliyabf event grouping. Without

understanding characteristics of neighboring eventgould not be easy for users to
decide what to do with the current group. In SAPHARrovide context information,

photos in neighbor events, by zoomable interfachrtigues. When zoomed out,
SAPHARI provides a natural overview of adjacentrgvgroups as shown in Figure

5.2.

5.5.3 Event Identification Algorithm

As explained earlier, | assume that events areratguhby a relatively long temporal
pause. Some researchers have used this burstinester of photo collections to
detect event information inside them. Cooperal [16] present similarity-based
method to cluster digital photographs by time amége content. Plagt al [56]
develop an adaptive local threshold applied toiniter-photo time intervals. Lowat
al. [47] use K-means algorithm combined with conteased post-processing.

In SAPHARI, | develop an algorithm based on Plettal [56]. While Platt’'s
algorithm focuses on detecting event boundariestatic collections, | improve the
algorithm so that it can be used to support hiéiaat event structure and dynamic

update.
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The basic idea behind [56] is to compare a timerva to its local average interval.
Suppose that timestamps of photographs are ordexdd .. t,], then a list of time
intervals P2 .. gy can be easily computed whegg is defined by; - ti.;. Then, for
each time intervag;, the algorithm looks up adjacent time intervas [.. gi+q], where
the parameter d controls the size of neighborsetadnsidered. If the current gap is
considerably larger than its weighted local averdige algorithm decides the gap to

be an event boundary. Plattal formulate the idea as follows.

1 d
log(t,. —t..
2d+1j:2_d g(I+J I+]—l) [56],

log(t -t.) 2K+
wheret; is a timestamp from an ordered list of photographss a threshold for
sensitivity, andd is a windows size. While this formula can detactre boundaries,
it has some drawbacks if used as is. Coepat.[16] reports that the accuracy of this
algorithm was not quite as good as other clustealggrithm. One of the reasons for
its inaccuracy can be attributed to the fact theg &lgorithm requires empirical
parametersK andd, which are subjective. Users might need to sp@miestime to
decide an adequakeandd values for their photo collections. Another probles that
the algorithm does not consider users’ feedbackwamt boundaries. Once the event

boundaries are set, it is not possible to updagenthFurthermore, hierarchies in

events are not supported.

Based on Platt’s algorithm, | developed an intevacand adaptive algorithm (Figure
5.6) that can support multiple event levels. Myoaailipm allows users to put their
updates inside the clustering algorithm as wetbassert extra photographs any time

without breaking pre-existing event boundaries.cBgnging th&k andd parameters,
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event detection granularity can be controlled. APHARI, | use empirically chosen

K = {25, 200} andd = {10, 20}.

BUI LD_HI ERARCHI CAL_EVENT_CLUSTER(i mages in collection, current event |evel)
foreach image in i nmages
i f(inmage. eventBoundary[finer granularities].merge is true) {
/1 Case 1
i mage. event boundary[ current event |evel].nmerge = true
} else if(imge.eventBoundary[coarser granularities].split is true) {
/'l Case 2
i mage. event boundary[ current event level].split = true;
} else if(inmge.eventboundary[current event level] is not defined) {
/'l Case 3
i mage. event boundary[ current event level].split =
SPLI T_BEFORE(i mages, index, current event |evel)
} else {
/I Case 4

/1 keep the current inmge.eventboundary[current |evel]

}
end foreach
END
BOOL SPLI T_BEFORE(i mages, i as current index, | as current event |evel)

T[] = ordered tinestanps collected frominages

Ko = K[I]
d. = d[I]
Lt log(T[i]-T[ -1]) = K + 5 1+1.ilog('l'[i +J]1-T[i+j-1])

return true
El se

Return fal se
END

Figure 5.6 Pseudo code for building hierarchical eant clusters
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Since | assume an event hierarchy in personal ptaltection, the logical structure

among events should also be maintained. In othedsy@n event hierarchy should
be kept as tree-like structure, where its root evepresents the whole collection. For
example, event groups in the same level cannotlagveand a photo cannot be
included in multiple event coarse groups. Howesasrsers change the original event
grouping that have been automatically identifidte thange may affect events in
other levels in hierarchy. Figure 5.7 shows twonepkes which explain possible

problems when merging two adjacent events.

Summer Camping Trip
June 13th — June 17th

William’s Birthday
June 23rd

Hiking Canoeing Santa Cruz : (Party in Kinder : Family Dinner
June 14th June 15t June 16th 3pm—4pm 7pm — 9pm
R A R A
\'/ \'/
i) Can be merged if) Cannot be merged

without affecting upper without changing upper
level event boundaries level event boundaries

Figure 5.7 Merging two adjacent events

In order to keep the logical integrity of eventriaiehy, two conditions should be kept.
They are: 1) when events are merged at a finet,léhe event groups cannot be split
at coarser levels; 2) When events are split ataaseo level, those events cannot be
merged in finer levels. Keeping rules ensures thleiy of the structure of event

hierarchies. More importantly, these rules can $eduo propagate users’ feedback

119



into other levels in the hierarchy. For example ewlusers split an event into two
events at a coarse level, the change is automgteyaplied to every finer level. If a
user merges two adjacent events at a finer lelelupdate may merge events at a

coarse level (denoted as c@yen Figure 5.7).

In SAPHARI, users are allowed to choose differeevels of events to make
annotations. According to users’ preferred eveanglarity, they can select a level in
the event hierarchy and make annotations. Whilesus®@wse their photo collection,
they also can fix event boundaries, which are aataally propagated into event
grouping of the different levels in the event hiehyy. Hierarchical event
identification enables a more flexible way to amtetphotos compared to fixed event

clustering techniques such as [16][56].

with K=200,

d=20

with K=25,

d=10

Figure 5.8 The upper shows a result from event ideification with a coarse
granularity where all images from one day are iderified as a single event. The

bottom shows event grouping with a finer granulariy. Different levels of events
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can be obtained by changing the identification gramlarity. The K and d values

on the right side are constants used to detect chess, which is used in Figure 5.6.

5.5.4 Annotation Strategy

As explained earlier in the semi-automatic annotatinterface design guidelines,
bulk annotation is a valuable accelerator for ¢éngatnetadata. SAPHARI is designed
to help users make bulk-annotations efficiently.aWlusers like to annotation event
information on photos, SAPHARI arranges photos vgné groups on the screen so
that users can make annotations on event groupsmat single photo repeatedly.
While SAPHARI allows users to make bulk annotatioyp drag-and-dropping a

metadata label on a photo group, users always thevBeedom to annotate a single

photo at any time.

IMietanats |

- ACtvity

i Persan

= Place
College Park
Dovertown DC
Downtown SF
Haorne
Kares
Lake Tahoe
Las Vegas
San Jose
Santa Cruz
SF

HOEW |

F State

Drag a name label,

‘Santa Cruz” onto a photg ﬁ.r
= = = &

BT Ees W B |
Figure 5.9 Annotation by drag-and-drop. Users can hg a text label onto a

photo or a group of photos to make annotations.

Users can drag a label onto a photo or a groughofgs to make annotations. Figure

5.9 shows an example annotation, adding “Santa”@miza single photo. Users can
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begin dragging by selecting an entry in the metada on the left of the interface.
With the mouse dragged, the cursor is changedtirgdext label. At the same time,
the drop target is highlighted to give visual feaclh to users. In Figure 5.9, the
borders of a photo under the mouse cursor areigigbt with orange color. As with

the standard drag-and-drop metaphor, the metadaanotated onto a highlighted
photo as the mouse button is released.

With the shift key pressed, SAPHARI chooses allghetos in the event group under
the mouse cursor as its drop target instead aiglesphoto. When a label is dropped
on a group, photos in that group are annotated thighdragging label at once (Bulk
annotation). In addition, SAPHARI supports bulk atation on any arbitrary pre-

selected group of photos as well as on a singléoglend event groups.

While SAPHARI supports bulk annotation on eventup® not all events are
appropriately grouped with the granularity thatrasgant. According to users’ taste,
they may want to have finer or coarser event gaaitids. SAPHARI supports two
levels of event grouping as explained in the previsection. While making
annotations, users can change the event granulanity SAPHARI immediately
changes its grouping and show an alternative egemiping. For example, when
users find that theFine” grouping has too much detail, they can switchghsuping

to the ‘Regulat instantly and make annotations on coarsely grdugpesnts.

However, there are cases when the automatic edemtification fails to detect
events correctly. Since the event detection is matwally calculated, it does not

always match users’ intention [16]. SAPHARI allousers to manually override any
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event boundary that has been automatically idedtifiAs shown in the previous
section, there are three types of modification whbkanging the boundaries of an
event. They are: 1) merging the current event wighprevious event, 2) merging the
current event group with the next event, and 3iits the current group. As shown
in Figure 5.10, SAPHARI provides a context menutf@se types of modifications.
When event boundaries are updated, the changespragagated into event
boundaries of other levels. For example, when aseoavent group is splitted, the
split point is propagated to finer event groups.eiWtwo adjacent fine event groups

are merged, the merge is propagated to coarset gnamips.
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5.6 Clothing Based Human Recognition

People in photos are regarded as one of the mgsiriemt information in photos
because many photographs include people as cemfjedts. It is not surprising that
many image browsing prototypes [2][39][62] focuslaheling people with metadata

such as names. SAPHARI allows users to make bul&tations on people in photos.

5.6.1 Face Recognition for Personal Photos

Faces are the most crucial information for ideirtifypeople. There has been much
research recently about the use of facial feattwreecognize people in images [76].
Roughly, there are two approaches to the applicatfoface recognizers. First, face
recognizers can providesamilarity metric between faces. In this approach, the metric
can be used to cluster faces, which is importanbfdk annotation because similar
faces can be grouped together. However, additietephs are required to label

clustered faces.

On the other handabeling of faces, which are provided by face recognizeas, be

directly used. In this case, the face recognitioftiveare must be trained with a
learning set of photos. Users have to provideahithappings between faces and
labels so that face recognizers can suggest lgp&inunseen faces in the future.
With this strategy, the result of users’ manual aation can be used as training

examples.

Since SAPHARI is designed to facilitate bulk antiota clustering faces is

important. Grouping similar faces would help ustrsselect multiple annotation
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targets effectively. Furthermore, labeling of faceguires intensive training on early
stages of interaction. For example, some faces tabe manually annotated in the
beginning. For these reasons, | focused on faanion techniques which provide

similarity metrics.

However, research about recognizing human faces had limited success and face
recognition in an uncontrolled environment is stiélry challenging. For example,
even for the best face recognition systems, thegr&ton rate for faces captured
outdoors, at a false rate of 1%, was only about $88h Also, many state-of-the-art
face recognition systems are commercial productsreot available for public use

[53].

As preliminary research, | used the HMM face redognincluded in OpenCV [52].
Even though the face recognizer produced reasonasielts when applied for
controlled face sets — indoor, controlled lightiagd frontal view, the accuracy was
dramatically decreased when used on personal phdimsnd the accuracy to be less
than 10% on my personal photos, which was unackkpt®he face recognizer was
very sensitive about lighting condition and tilteates, which are not unusual cases
for personal photos. People in personal photo cibdlies frequently are not gazing at
the camera, which aggravates the hardship in fecegnition. Some faces might be
turned away, averted, or even occluded. Therefocencluded that | cannot solely

rely on human face recognition to identify peopighotos.

As an alternative, | have observed an interestiaem in person photo collection

that can help with identifying people. People ulsudion't change their clothing
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during a day. Given this condition, clothing infafion can be used to assist the
identification of people. | hypothesize that peopleo wear similarclothing and
appear in photos taken in one day are very likelype, in fact, the same person.
Furthermore, the episodic aspect of personal phatbections facilitates the
assumption. As stated earlier, many photos are ¢éleen within one day. Based on
these two assumptions, we can use information aheutlothing a person is wearing

to identify people in personal photo collection.

5.6.2 Human Model

In this section, | present a human model basedathicg information. For modeling
clothing in photos, it is first necessary to loc#te clothing of people in photos.
However, it is not an easy task because the shidmentan body is not rigid. Human
can move their body parts such as arms and legerréiteely and the shape of

clothing is quite variable.

While many researchers have focused on detectingahibody movement, it is still
challenging to detect human bodies from a singiticsscene [3][59]. Rather than
trying to detect the human body directly, | useaeef detection technique to locate
clothing in photographs. While it is not useful do face recognition analysis on
personal photos because of low accuracy, we cafaasaletection technique, where
its goal is to locate faces in images [73]. Som&tesys have reached around 90%
accuracy for detecting faces in images. | develofpthing-based human model as in
Figure 5.11 by a using face detection techniquese the Viola-Jones face detector

[46][52][69] to locate faces in a photo.
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Human Clothing Model

. Upper Body
Face Height * 2 ; Clothing
N Pick color samples
: : inside the rectangle
Face Width * 3/2  :¢&———>- along with the center

line

Figure 5.11 Locating clothing from detected faces

| use a clothing area defined as a rectangulaonegnder the face as in Figure 5.11.
Since the face detector also provides sizes ofsfattee size of the upper body
clothing region is calculated based on the sizéhefface. As shown in Figure 5.11, |
construct the human model only with upper bodyhita. Theoretically, it would be
optimal to use the whole body information. Howeas explained earlier, identifying
a human body causes a whole set of problems anmbyiend the scope of this
dissertation. | also find that the upper body dloghis, sometimes, more useful than
whole body information. The whole body informatidoes not exist in photos such as
in portraits, people sitting in front of a desk. Agjuick alternative, | use the upper
body part alone based on the heuristics that aeruppdy is tightly coupled with a

face.
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Once a face is detected, | skip some area undértieatftace as | assume the area is
belongs to a neck. Then, along with the center ¢ihéhe face, | pick a rectangular

region under the neck as clothing. However, myhuhgf model does not necessarily
assume clothing as a rectangle. The rectangle gireptesents bounds inside where
color samples are collected. Inside the rectargdeiples are picked based on the

probability distribution as in Figure 5.12.

Probability
of selection

Head

Figure 5.12 More weight is given to the upper ceet part of clothing.
Figure 5.12 shows the probability distribution efexting samples inside the clothing.
Each horizontal row follows a normal distributiohvehich mean is on the center line
of the face and of which standard deviation is 8f/&he detected face width. As
shown in the figure, the upper parts have more kteithe weight of the topmost row
has twice as much as that of the bottom-most raageB of this probability, | pick a

number of samples and turn them into a human model.

In this paper, four dimensional feature vec¥or (y-distance, red, green, blués

employed to model the clothing, wheyalistanceis defined as a relative vertical
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position of a sample aned, greenandblue are color information, respectively. In
SAPHARI, about 900 samples are picked in the upyoety region. With this four
dimensional vectors, | estimate a four dimensi@rabability density function per

clothing of a person by the following kernel depsstimation formula. [65]

$ _E C * _l _ Tiy1 —
f(X)_nizl (ZIT)dIZ‘Hi‘d/Z exf{ Z(X Xi) H; (X Xi)j [65]

, wheren is a number of samples adds 4, respectivelyH is a diagonal matrix with

independent four variances as follows.

Oydonace 0 0 0]

Lo 0 g 0 0
0 0 Oyeen O

0 0 0 Oy

As shown inH matrix, | assume that there is no correlation leetwy-distanceand
red, green andblue For my prototype, | us@,.qistance= 0.08 (of the clothing height),

Ored — 0.04,0'green: 004, and)'bh_je = 004, I'eSpeCtlve|y
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(y-distance, red, green, blue)

Figure 5.13 Human model based on clothing

The basic idea of the clothing based human recognis to use the estimated four
dimensional probability density functiopdf) as a proxy of a person. After mapping
clothing into an estimated four dimensional probabdensity function fdf), we can
measure the visual distance between two piecedotiiimg. | useBhattacharyya
distance to measure the distance betweerptis

TheBhattacharyyalistance [11] is defined as follows.

BhattachayyaDistance:\/l—zw/p(Xi)q(Xi) , where n is a number of
i=1

samples picked for comparison gmdq areprobability density functiongpdf) which
have been estimated by using [65]. As shown in fleigal3, the visual distance

between two human models can be measured by usihattacharyyalistance.

With the distances between human models, SAPHAB3sdies people in photos.

When a measured distance is below an empiricaligraened threshold, the system

130



classifies the models as the same one. When andéstaetween two models is above
a threshold, SAPHARI catalogs them as two differenes. SAPHARI uses an

empirically chosen threshold, 0.4.
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Figure 5.14 People in photos are cropped and laidubon the screen grouped by
their clothing similarities. People who wear simila clothing are clustered

together.

As explained earlier, the clothing based analysiserformed on photos taken in one
day. When users choose the “Clothing” tab in SAPHARers are asked to pick a

date among the list of dates when users have t@kgphotos.

For each photo taken in a day, SAPHARI identifiesations of faces and crops out
the faces with associated upper bodies. Then, SAAHAusters the torso image

(portrait of face and upper body) based on clotl@aghown in Figure 5.14. When
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there are multiple faces in one photo, SAPHARI prep a torso image per identified
face. Every cropped face is normalized (shrunkeentarged) to the equal size on the

screen as shown in Figure 5.14.

5.6.3. Annotation Strategy

SAPHARI lays out cropped faces on the screen basedisual features of the
clothing. With the face clustering, users can mhik annotations on a group of
people by dragging a name label. Rather than atingtgphotos individually,

annotation is allowed only on a face group. Uparsp@ding a name label, all faces in
the group under the cursor are annotated with sineen(Figure 5.15). After a name is

assigned to a face group, the group itself is agttwith the name.

T
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S While dragging a name labd
7= W the cursor is changed into g&

text label which indicates its

roter M e dropping target. Also, the

target group is highlighted

with orange borders.

sunny willm

T

Figure 5.15 Make bulk annotations by drag-and-dropjing a name label on a face

group.
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is regrouped and its |
annotation is re-associate(

Figure 5.16 Fix a misclassified face image. Moving face image into a different
face group updates the association between the fameage and the name of the

person.

However, clothing based human recognition also iggas recognition errors due to
many reasons. The errors can be easily correctaelbgating face images into the
correct person group. As shown in Figure 5.16, uusee allowed to move a face
image or a group of face images into another grQupze face images are moved into
other groups, the face images don’t maintain fagetations which have been made
on it earlier. Instead, the moved face images atenaatically annotated with the new
name label of the target group. For example, supfita a facer is misclassified in

a face groups. As a user relocates the imaganto a groupH, F is automatically
annotated with the name labelléf This concept, where a group is associated with a
set of metadata, is introduced by Kang [38] andedahsSemantic regionsFace

groups in SAPHARI areemantic groupand can be annotated with a name. Adding
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face images into a face group will make annotationsthem with the associated

name.
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Figure 5.17 Context menu for the clothing (face) grup layout.

SAPHARI also provides other utility functions foasy manual regrouping. Figure
5.17 shows a context menu that SAPHARI supporterdJsan create a new face
group, remove a face group, remove annotation, rantbve an unnecessary face
image (‘Not a Persoh menu item). Due to the errors in face detectimmnetimes,
non-face images are recognized as a face. Clickimgt a Persoh removes the
image from the face group. By using these functialeng with drag and drop

techniques, users can relocate misclassified fatesvhere they belong.

5.7 Semi-automatic Annotation User Study

| conducted an user study to examine the effectsarhi-automatic annotation
strategies on personal photo collection, and t@asthe strategies users employed.
The user study was divided into two parts. Firsth$erved and measured how event-

based clustering effects users’ annotation. Ppeits were asked to examine
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automatically identified event groups laid out iR[d zoomable space and to annotate
some given key events (Event Task). Second, | cozdpthe clothing based human
recognition and manual annotation. Participantsevesked to identify people in a set

of photos and to annotate them with appropriateenkatoels (Face Task).

While | measured the task completion time for congoa, the user study was not a
controlled user study. A controlled experiment ieggithat the condition of each task
should be identical to each other, which is noe tm this user study. Rather than
using a fixed photo collection, | used users’ owrotp collection. Since the user
study focuses on personal photo collection, usiog-personal photos is not the
intended target. In practice, it was also harcetouit participants who share common
experience. Furthermore, some contents of photpsrisonal collections were private.

It was not practical to design controlled user Esiavith limited time and resources.

The study results showed some interesting pattdras provide valuable insight
about semi-automatic annotation techniques. Intaddi| was able to observe
various behaviors from users while they were uss#gPHARI. | will explain the

details in the following sections.

5.7.1 Participants

There were seven participants in this study. Hpeids were college or graduate
students at the University of Maryland. There wiener men and three women. All
participants were familiar with computers. The suamyrof their photo collections are

list as shown in Table 5.2.
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Participant Digital photo Estimated total size| Size of the collection
experience of the collection provided for the study

P1 Three years 600 579

P2 Three years 2000 1245

P3 Four years 2000 1664

P4 Three years 10Q0 727

PS5 2.5 Years 1000 464

P6 Three years 3000 1309

P7 Two years 1000 758

Table 5.2 Participants Information

Each participant was asked to provide more thaa Hivndred photographs which had
been taken over more than a six month period. & ma@ easy to recruit participants
who were willing to provide their personal photdSome of them were very

concerned about their privacy especially becauseesof the photos had sensitive

private contents.

5.7.2 Method

A few days before meeting with participants, | akkgem to fill out a pre-user study
guestionnaire (see Appendix). From the questionthénquestionnaire, | identified
events and people that the participants thoughortapt to them. The list of events

and people was used in the actual annotation tasks.

On the day of the user study, | began the meetingXplaining the functions of
SAPHARI. | gave details about navigation througtbamable space and clarified the

meaning of groups on the screen. With the semiraatic annotation interface,
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participants were reminded that there were twol¢ewé event grouping and they
could freely switch their views between them. |\pdged a couple of sample
browsing and annotation tasks to make sure thdicipants were able to perform

intended operations.

Annotation Task Type

Strategy

Event Annotation Face Annotation

Photographs are laid on a 2[Tropped portraits of people are

_ | zoomable space grouped pgrouped by the similarity of
Semi-automatic .
events that have beerlothing they wear.

annotation _ . N
automatically identified by the
system.
M | Photographs are laid out in|#&hotographs are laid out in|a
anua
' scrollbar canvas with groupedcrollbar canvas ordered by the
annotation

by their directory structures. | date on which they were taken.

Table 5.3 Four types of tasks were designed to comme the semi-automatic

annotation strategy with conventional manual annotdon approaches.

Table 5.3 shows the task design. The user studylogregh a 2x2 design, with
annotation technique and task type as independerables. | measured the time per
completion and the number of annotated items aserdEmt variables. All
participants were asked to finiftvent TasKirst, followed byFace Task However,
the order of annotation techniques was countembalth to minimize the learning
effect. The total time duration of the user study éach participant was about one

hour. | usedalk-aloudmethods to gain more insight about users’ behavior
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5.7.3 Event Task

In the Event Task | asked participants to annotate a set of smeatfients and
measured the task completion time. This task wended to measure the efficiency
and usability of the event based grouping comptraders’ own folder-based photo
organization. Through the pre-user study questivanaee Appendix A2), | found
that all participating users were using director@s folders to organize their

photographs.

Participants were provided with two different typesinterfaces: 1) semi-automatic
annotation interface where photos are grouped bynazatically identified events and
are laid out in a zoomable space and 2) manualtatoo interface where photos are
grouped by their directory structure and are laid on a non-zoomable canvas

equipped with a vertical scroll bar (Figure 5.18).

| provided each participant with four event annotatasks, two events for the semi-
automatic annotation interface and the other tweness for manual annotation
interface. In each task, participants were askezhtwtate any number of photos that
matched the given event. The order of tasks wastedoalanced. Half of the
participants finished the semi-automatic annotatasks first followed by the manual
annotation tasks. The other half was asked to beginthe manual annotation tasks.
For each task, | recorded the completion timentmaber of annotated photos as well

as taking memos on the participant’s annotationrewigation strategies.
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Flgure 5.18 Event tasks with two different settings Left: photographs are

Status information wil be showr n

grouped by events which have been automatically idéfied by SAPHARI.
Right: photos are laid out by using participants ow directory structure.

As briefly mentioned in the previous sub-secticatigipants were asked to fill in the
guestion, Please state at least five interesting events @ced in your photo
collection” | collected a list of events for each collectiorhe four events, which
were used in this task, were randomly chosen frtws tist. Therefore, each
participant was given different events, which makes user study non-controlled.
However, with this study design, the tasks are nooresistent with real life situation

than annotating unrelated event on non-personkdatmn.

With the semi-automatic interface, participants evallowed to make annotations on
a single photo as well as on an identified grough\Whe manual annotation interface,
participants also were allowed to use conventigetction techniques for choosing
annotation targets — 1) clicking with the contra@ykpressed to add the clicked
photograph to the current selection group, 2) ahigkwith the shift key pressed to
add a range of photographs to the current selecgimup, and 3) selecting
photographs by a marquee rectangle. Participamtsdcag a label onto a group of

selected photos to annotate them at once.
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5.7.4 Face Task

The second part of the user study was designecetsune the efficiency of clothing
based annotation. Participants were asked to aenatgiven set of photos with a
number of people as quickly and accurately as ptessihey were provided with two
types of interfaces: 1) semi-automatic annotatierface where faces are grouped
by clothing based human recognition and 2) manuaotation interface where

photos are laid out on a canvas with scroll barshasvn in Figure 5.19.

With the manual annotation interface, participamiso were allowed to use

conventional selection techniques as in the easht fior making bulk annotation.

CIEX

1=

Figure 5.19 Face annotation task interfaces. Partijgants were asked to annotate
people in photos with two different interfaces. Lef Clothing based annotation.

Right: Manual Annotation

Each participant was given four different face aation tasks. The face annotation
task was given with the instructiorRlease annotate the photos taken on [a specific

sample date] with [a list of persoh]The task was easy to understand and realistic
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because participants were asked to make annotatiotisir own photos with people

who they are familiar with.

Before meeting with participants for the user sfudymanually picked two days per
participant. Like event information, the list ofqme was also extracted from the pre-
study questionnaire. The following question wasegito participants and their
answer was inserted into the metadata field of SARHoefore meeting for the user

study.

“Please state at least five people appear in yoootp collection. You don’t
have to list all the people. However please inclyseople who are
important to you — people who you want to find ourydigital photo
collection.”
With the two picked dates and the two interfacdtégues, there are four possible
combinationsdate onewith clothing based annotatiodate twowith clothing based
annotationdate onewith manual annotation, arahte twowith manual annotation.
Participants were asked to perform each task. Tder @f tasks was counterbalanced.

For each task, | recorded the completion time &ednumber of annotated faces. |

also observed participants’ annotation strategies.

Since the goal of the face task was to examinefehsibility and usefulness of
clothing based human recognition, | manually sel@t¢he date that were used in the
user study. Among the dates on which participasik photos, | picked two dates per

participant where 1) at least three people appeardide photos taken during a day
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and 2) at least more than ten photos were takenday. For example, | excluded a

photo set which were composed of landscape scersegamshots.

5.7.5 Event Task Result

Figure 5.20 shows the results from theent Taskwith two annotation techniques,

semi-automatic annotation with manual annotatioth wirectory based grouping vs.

automatic event clustering.
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Figure 5.20 The relationships between the time peannotation and the total
number of annotations per participant with the two different user interface
techniques. Due to bulk annotation, time per annotzon has a tendency to

decrease as the total number of annotations increes.

As shown in Figure 5.20, the time per annotatiors wacreasing as the number of
annotation made increases. This was mainly dualtodnnotation. When photos are
well grouped according to users’ events, usersdceakily select multiples photos

and make annotations on the group of photos. Ih lgobupings, automatic event
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groups and users’ directory structures, participamére able to take advantage of

bulk annotation.

However, with the automatic event grouping, user$gpmed much better. As shown
in Figure 5.21, the time per annotation was redut@¥ with the event grouping;
0.367 second with semi-automatic annotation (eumaged grouping) and 0.720

second with manual annotation interface (directiayed grouping).

A paired samplé-test was conducted on the task completion timethete was a
strong statistical difference for th&vent Taskdepending on the annotation

techniquest(1, 6) = 3.16, p = 0.019.
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Figure 5.21 Time per annotation results from the esnt tasks. The left figure
shows individual performance of participants and tle right figure shows the

average and the standard deviation of time spent p@annotation.

During the user study, all participants complairadubut the repetition of selecting

photos and drag-and-drops. One participant repotited “Sometimes, it's very
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difficult to select a group of pictures, especiaflyhey are not adjaceritEspecially

with the manual annotation, even though participamere trying to make bulk-
annotations as much as possible, selecting multgreotation targets required
significant effort from the users. Sometimes, ggvants had to scroll when selecting
annotation targets. On the other hand, with senuoraatic annotation interfaces,
participants were allowed to make annotations agustered event groups and

participants took advantage of event groups.

Overall, participants were positive about autonadiyc identified events. They
immediately noticed the meaning of each event. Qadicipant said, This is

Thanksgiving dinner and this is Christmas. And thiszshen my parents were hére.
He was very satisfied with the automatic event geoand reported,This grouping is

much better than my directoriés.

SAPHARI provided two event granularitiedRégulai and “Fine” (see section 5.5).
When asked which event grouping was best, six bgewven participants answered
that they preferredRegulafl grouping. Participants did not care much aboutitle
events. Since they could remember most of eventbair photo collections, they
preferred to find a high level event and then dasaal search among the photos in

that event.

On the other hand, some problems were also obselwedg the user study. One
participant in particular had problems with evembups. Some photos in her
collection were altered when rotated and shrunkehthe timestamps of the photos

were not accurate. EXIF headers of the photos westroyed and their timestamp
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showed the date of the modification, not the actlzé of photo-taking. Due to this
problem, some events were wrongfully grouped aredvehs required to unscramble
the spoiled event groups. In addition, some pg@ditis reported there were a few

errors in event boundaries. However, they were @bfix the boundaries very easily.

5.7.6 Face Task Result

The user study with participants was not a cordtbléxperiment and | manually
picked the tasks. The goal of the face task wasestigate potential benefit of

clothing based human recognition.
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Figure 5.22 Time per annotation results for the fae task. The left shows
individual performance of participants and the right shows the average and the

standard deviation of time spent per annotation.

With the Face Task, there was only 6% differencevéen two techniques: semi-

automatic annotation with clothing based humangeitmn (2.54 sec per annotation)
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vs. manual annotation (2.71 per annotation). A shawFigure 5.22, the time per

annotation did not show significant difference.

However, there emerged very interesting result whe Face Task Even though
there were only 6% difference on the time per aatnm between manual annotation
interface and semi-automatic annotation interfacéh wlothing based human
recognition, participants gave very high ratings “guick task completidnwith

clothing based face grouping (see the next se&tioiT).

During performing the tasks, one participant redd¢tet ‘1t requires too much effort
to use face annotation even though it doesn’t seerake much timé& Another
participant even complained about fatigues on hestafter finishing thé-ace Task
After the user study, all participants agreed thatface annotation task was too time
consuming especially because they had to selegéttamhotos one by one. In the
Event Taskparticipants were able to take advantage of hatotation even with the
manual annotation interface because the photosgesaped by the directory.
However, with manual annotation on tRace Taskit is not easy to make bulk
annotation. Photographs that contain a specifisqrerare not necessarily located
together on the screen. They were scattered osctieen and the user was required to
identify the people in photos one by one. Even ghothere was no significant
difference in the task completion time, particigantearly became more tired with
the manual annotation strategy. On the other hamith the semi-automatic
annotation interface, faces were grouped by clgthieatures. Participants were

immediately able to understand the meaning of taoeips and made annotations on
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the face groups. However, as shown in Figure St#%e was no significant speed up

with the semi-automatic annotation.

During the user study, | observed a few interesgagerns when participants were
making annotations using the clothing based aniootafirst, due to inaccurate
results from the face detection algorithm, thereensequite number of non-faces that
were recognized as faces. It caused SAPHARI taidecthose non-face images in the
face groups. Participants spent some effort to wentbose non-faces images from
face groups and it slowed down the annotation @scsecond, while performing the
Face Task participants were also provided with images ofelated people on the
screen. Thé&ace Taskasked participants to make annotations only vinghgiven list
of people. But, in many cases, SAPHARI also prodideages of people who were
not on the list. For example, one participant waked to annotate her family
members, but the given task also showed a lot aQes of her friends. While she
was organizing face groups, she also identifiechetl friends as well as her family
members. However, the result only counted annotédedly members excluding
other identified persons. If all the annotated $aeeere included in the results, the
semi-automatic annotation could have shown additi@peed up. In addition, |
observed that participants spent more time lookinghotos with the semi-automatic
annotation than with the manual annotation. Wité thanual annotation interface,
participants immediately began to annotate. Buth whe semi-automatic annotation,
participants spent some time observing the groupesglt before actually performing
annotation. When asked what they were doing, ppaints responded that they were

examining the results and planning how to fix esror
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Figure 5.23 Time per annotation with two differentuser interfaces. While the
left scatter plot does not have any noticeable pattn, the right graph shows a

clear decreasing pattern as the number of annotatefhces increases.

As shown in Figure 5.23, there was an interestiatjepn in the results of the two
interfaces. With the semi-automatic face annotatberface, the time per annotation
decreased as the number of annotated faces indreHsis suggests that more bulk
annotation was made with the semi-automatic aniootatterface. It also implies that,
when there are photos to be annotated, the sematic annotate could become
more efficient. Even though the statistical evidemn very weak, the pattern shows
the positive potential of the semi-automatic annomainterface with clothing based

human recognition.

5.7.7 Subjective Satisfaction

In the post-user study questionnaire, much strodiirences emerged. Immediately
after the Face Task, participants answered questibout their satisfaction with the
interfaces they used in the study (see Appendix ARRjure 5.24 shows the average

and standard deviation scores on a seven poine 4daldisagree, 7=agree) for
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participants’ responses to a number of ease ohndereference ratings. A one-way
analysis of variance (ANOVA) was run on each meadar test for differences

between interface techniques.

As shown in Figure 5.24, there was no differenctefirst two questionssimple to
us€ and “easy to learh Participants found that annotation interfacesyet use.
Participants immediately grasped the main conceptsnotation and event groups.
They were also easily acquainted with navigatiothwiooming in and out. All
participants were able to finish the given taskcessfully without any problem with
two interface techniques and they answered veritipely for both interfaces when
being asked about the ease of use and learnability.

Subject Satisfaction Quick Task Completion

~ 6 6
R S B ﬁ 5
. K]
~ ~
L4 — T 24
8 S
(8] —
n @
31 3
2 & 2
1 1
Simple to use Easytolearn Easytofind Overall .
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‘ O Manual Annotation® Semi-automatic Annotatiob O Clothing Based Face Grouip

Figure 5.24 The result of participants’ subjective satisfaction which was

measured by the post-user study questionnaire.
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However, the answer to the questiomasy to find informatidh showed clear
preference. Participants were significantly positivith semi-automatic annotation
interfaces compared to manual annotation interfa¢&8) = 6.74,p < 0.001. Since
the semi-automatic interfaces provided photos #Dazoomable space, participants
were able to easily zoom in any photos. In addjttbe zoomable interface provided
quick previewing of photos. With mouse hoverings thterface provided a preview
(about 200x150 in pixels) of photos under the aurstost participants were able to
take advantage of zoomable user interface to neevitieeir photo collections. One
participant mentioned that the previewing wadsfinitely useful On the other hand,

with the manual interfaces, participants were askadse scrollbars.

For the ‘overall satisfactioh question, participants unanimously preferred semi
automatic annotation interface with very strongisti@al significancet(12) = 7.42p
< 0.001. Response was very positive. A few particip were even interested in

continuing to use it in his personal computer.

For the ‘quick task completidnquestion, | separated two semi-automatic annatati
interfaces (the right graph in Figure 5.24). Theuls showed that participants
answered differently with very strong significande(2, 18)=21.1,p < 0.001.
Participants typically gave low ratings for manaahotation interfaces, which is not
surprising considering the results with tBeent TaskParticipants were able to finish
the given tasks in about half the time. Howevertig@ants also gave very high
ratings for semi-automatic annotation with clothingsed human recognition, even

though there was only 6% difference in the task gletron time. Tognazzini [68]
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emphasizes the importance of reducsudpjective timeCompared tmbjective time

subjective time represents the users’ engagement with the taskso,Al
Csikszentmihalyi [18] put a very strong emphasisusers’ engagement for better
experience. This result is another strong confiromathat using the semi-automatic

annotation interface is less tedious than usingrtheual annotation interface.

In addition, participants showed much more entlamiavith the clothing based
human recognition. One participant was annotatihgtgs which were not in the

given task. He stated that he just wanted to atmetzerybody in the collection.

5.8 Summary and Discussion

In this chapter, | explored semi-automatic techagjiio help users make accurate
annotations with low effort. While metadata is venyportant for browsing and
searching photos, it is hard to acquire accuratéada¢a associated with photos.
Automatic metadata extraction is typically fast bwiaccurate while manual
annotation is slow but accurate. | designed andlamented a semi-automatic
annotation prototype, SAPHARI which combines thiege techniques by generating
image clusters which facilitate efficient bulk amesiton. SAPHARI automatically
creates these image clusters with hierarchical tegkrstering and clothing based
human recognition. | performed a user study withiegeparticipants. The results
showed the potential benefit of the semi-automatimotation when applied on
personal photo collections. In the user study,susare able to make annotation 49%
and 6% faster with the semi-automatic annotatigerface on event and face tasks,

respectively.
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In SAPHARI, the semi-automatic annotation interfeséntegrated with a zoomable
user interface. Users are able to navigate usirgmable browsing techniques,
zooming in to see more detail and zooming out &tke overview of images. During
the user study, | observed that zoomable navigdtielped users when searching
annotation targets. The participants were ableind fvents in their collection
immediately in a zoomable space. One interestirayacteristic of personal photo
collections is that users are already well awarepbbtos in their collection.
Combined with zoomable user interface techniquasilfar photos seem to play a
very important role in efficient browsing. Companeth previous user studies (see
Chapter 4) which were designed to browse non-famiinages, search performance
appeared to be improved when participants were sirgwvith their personal photos
because they are familiar with their personal photBven when photos were
represented in very small thumbnails, participamse able to remember details of
the photos. This suggests that zoomable user actesfhave a great potential when
used for handling familiar information. Even thougis hypothesis is not confirmed,

| report a very strong empirical observation.

There are a number of possible technical improvésntem the research described in
this chapter. The face detector used in SAPHARI lbarreplaced with one with
higher accuracy. The Viola-Jones face detector[p2§69] used in SAPHARI is
often heavily affected by lighting conditions arall$ to work properly. In addition,
SAPHARI only detects frontal face views. Althoudhetfrontal view is the most
common form of people in photos, supporting later@vs will increase the accuracy

of human recognition. More efficient face deteatolt increase the effectiveness of
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clothing based human recognition. Another importergrovement will be updating
human models by using users’ feedback. This woekllt in fixing recognition
errors more efficiently. For example, when a useves a face into other face group,
it would update the human model associated withfahe group and would result in
other similar faces being regrouped. For usersndione recognition error would
effectively correct multiple recognition errors. riher research is required on

efficient human model updating and correspondiicg fgroup restructuring.

As explained earlier, there are a couple of assiomptthat | made when designing
SAPHARI; | assumed that: 1) photo collections gues@dic; and 2) people usually
wear the same clothing within a day. In additidreré are some implicit assumptions.
In the unusual case when these implicit assumpaoasiot met, SAPHARI does not
work well. For example, when people wear uniforms when people are in
swimming suit, clothing based human recognitionncdrbe applied. SAPHARI also
assumed all photos have valid timestamps. Whenirtiesstamps of photographs are
modified, SAPHARI generates inaccurate resultstifeurresearch has to be made on

cases where these assumptions are not met.

Another important future research is to compare dbeuracy of clothing based
human recognition with that of face recognitionteyss. Because of no access to
commercial face recognizers, | was not able to @mphe quality of face clusters
generated by clothing based human recognition. &/BIAPHARI shows a great

potential, clothing based human recognition i$ spken for comparison.

153



There also were some usability issues with SAPHAR®Me participants did not like
drag-and-drops. Some of them complained aboutcdlffes in marquee-selecting
images. Sometimes, users were confused betweeectieel mode” which allows

users to select images and “zoom view” which enabkrs to navigate a zoomable

space. Further refinement is needed on these issues

Semi-automatic annotation is still in its earlygga Even though computer vision
research has developed many useful techniques,aof@y are directly applicable to
personal photos. | hope further research will pgevuseful automatic recognition
techniques which can be integrated with user iaterfstrategies to help users manage

ever-growing personal photo collections.
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Chapter 6

Conclusion

6.1 Summary of Work and Contributions

In this dissertation, | propose novel techniqgueshédp users manage their image
collection. This research topic becomes increagingiportant as users begin to

experience the difficulties of having to managgéanumbers of digital images.

Two primary challenges associated with designirfigieht image management tools

are identified - thumbnail presentation and metadatuisition.

To address these problems, my research spansateas. First, | applied zoomable
user interface techniques into image browsing. Irked on redesigning and
implementing PhotoMesa and present two successfsésc where PhotoMesa is
embedded into their browsing environments. Secoéndiroduced a better way of
generating thumbnails. Based on a human visuahtaite model, | am able to crop
out peripheral regions of images. User studies skotihhat users perform visual
searches better with the cropped thumbnails. Binhihvestigated a semi-automatic
annotation approach where users can make effiarhaccurate annotations on their
personal photos. | designed and implemented a aatomatic annotation prototype,
SAPHARI. It generates image clusters which fad#itafficient bulk annotation. For

automatic clustering, | introduce hierarchical evetustering and clothing based
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human recognition. Experimental results demonstifaeeffectiveness of the semi-

automatic annotation when applied on personal pbaltections.

The research in this dissertation contributes togimg human computer interaction
and computer vision closer together. Based onctiresistent errors of computer
vision based object recognition, | have enhancedutder interface of digital image
management systems to let users fix those errasmimarize the contributions into

three categories:

® Contributions to image application builders

- Application of zoomable user interface techniques image browsing
environments| take part in design and implementation of twotptypes,
PhotoMesa and SAPHARI, and show that a large nurabeanages can be
displayed on the screen with reasonable perfornsance

- Design and implementation of the ZPhotoMesa commporigy using a
simple set of software programming interfaces, pplieation can easily

incorporate zoomable image browsing in its integfac

® Contribution to thumbnails

- An automatic thumbnail cropping algorithm that des small but legible
thumbnails | introduce two new steps — critical area idecdifion and
information based cropping — prior to shrinkingtive thumbnail generation

process.
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Experimental results verifying that saliency is aasonable proxy for
informativeness in imagesThe saliency based cropping algorithm
successfully removes the periphery of images witdserving critical areas.
Experimental results confirming that cropping basexh semantic
information produces more effective thumbnailsly research uses facial
information as an example of semantic informatidssing a face detection
algorithm as a method of identifying semantic infation, | was able to
produce better thumbnails which allowed users tdopa visual searches
50% faster.

Experimental results showing that cropped thumlsnagignificantly
increased the user’s ability to recognize and skarnages The series of
studies show that users performed visual searcloes than 18% faster with

cropped thumbnails.

® Contribution to image annotation

Semi-automatic annotation strategies and desigmggples suggested in
SAPHARI | propose the use of hierarchical event clustefor annotating
events and clothing based clustering for annotgbegple. | also suggest a
set of design guidelines to be used in developisgnai-automatic annotation
interface.

Empirical results showing that users annotate evembre efficiently with the

semi-automatic annotation interface in SAPHAB$ers were able to make
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event annotations 49% faster with the semi-autamatinotation interface
compared with the folder based manual annotation.

- Empirical results indicating that the clothing baskuman recognition may
work reasonably Although my study results show a 6% performance
increase on average, there was high variance whiakes the finding
statistically insignificant. However, users clearjyreferred the semi-

automatic annotation interface over the manual ttion.

6.2 Future Work

| have presented specific pieces of future workinithe respective chapters. | will
close my dissertation with an overview of my largesearch agenda. In this thesis, |
incorporate automatic recognition systems into uker interface. | have combined
novel user interface techniques with various autanmacognition techniques such as
face detection, temporal gap based event ideridica Gaussian kernel based
probability density function estimation, Bhattagha distance and saliency based
critical area identification. However, | limitedelscope of my research to strategies
and techniques which increase users’ annotatidionpeance. One important research
agenda is to broaden the scope and build a geframkwork between automatic

recognition systems and user interface design tqubs.

Automatic recognition systems inevitably bring imaccurate results and users are
required to correct them for accurate metadatthindissertation, | have investigated
various ways of accelerating the process and ioted useful semi-automatic

techniques. However, | expect that semi-automagtigr@aches are not necessarily
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optimal choices over manual approaches at all tidepending on information types
and the accuracy of underlying automatic recognisgstems, the decision between
manual and semi-automatic interface techniquesldhmudetermined. The challenge

is to provide general and practical criteria toideavhich to choose.

Figure 6.1 shows an expected relationship betwessrsu performance and the
accuracy of automatic recognition systems. The is agpresents the recognition
accuracy of underlying automatic recognition syst@md the y axis represents users’
efficiency which can be measured by the amount efadata annotated with limited
resources such as time, users’ attention e.g. anootper second. A manual
annotation interface, which does not make use gf @momatic recognition, is
independent from the accuracy of the automaticgeition systems. Therefore, we
can denote manual annotation interfaces as beingtanat in the figure. However,
with semi-automatic annotation interfaces, it ipeoted that users' performance does
interact with the accuracy of automatic recognitgystems. It is natural to assume
that users’ efficiency increases as the accuraaynokrlying automatic recognition

system enhances. Figure 6.1 shows an example tamgemi-automatic annotation

interfaces.

There are a couple of interesting points in thigpestation. First, with poor
recognition systems, manual annotation may be ibiftéen semi-annotation interface
(denoted by the region A in Figure 6.1). Secondihas accuracy gets better, the

users’ performance increases (denoted by the regjionFigure 6.1). However, the
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figure is an early prediction and needs refinemé&ntther research is required to

confirm the relationship, and to identify the crmasr point between regions A and B.

Manual Annotation
Interface

User¢ Efficiency

ittt i Semi-automatic
A Annotation Interface
e

Automatic Recognition Accurac3}

Figure 6.1 Expected relationship between the accucg of automatic recognition

systems and users’ annotation performance.

Empirical experiences with SAPHARI go along witle taxpectation as in described
Figure 6.1. The user study results showed that-semtoimatic annotation interfaces
help users make annotation efficiently. Howevee tiser study contributes only a
few data point in the relationship curve in Fig@é.&. The information about other
parts of the relationship is still incomplete. Fexample, it is yet unclear how
accurate recognition systems need to be, in omlechieve a certain amount of
efficiency. Future research should focus on rewmgaluncertain parts of the

relationship. | hope further research will alsovpde useful guidelines for designing
user interfaces which have to deal with inaccurmtirmation generated by

automatic recognition systems.
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In the longer term, | also hope to tackle otheweéssinvolved in browsing and
searching general media information. Along withitdigphotos, users begin to stack
up audio and movie clips on their computers. Wbilewsing and searching these
types of information are common tasks for usergytiay require different
management approaches just like digital images nagditional management
strategies over conventional document managememtiples. For example, many
researchers have worked on summarizing a movidrdigpone or limited number of
images. Some have focused on extracting a themérgar arbitrary audio clips. But,
there has been relatively little research focusedesigning user interfaces for those
types of media. | believe that lesson learned is tlissertation may be applied to

design user interfaces supporting those types éngé media.
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Appendix A

User Study Material

Al. Consent Form Used for Automatic Thumbnail Cropp

User Study

ing

Project Title:
Age of subject:

(parental consent)
needed for minors)

Participation

Purpose:

Procedures:

Confidentiality:

Risks:

Benefits, Freedom
to withdraw and to
ask questions:

Name, Address,
Phone Number of
Principal
Investigator:

Name and
Signature of
Subject:

Date:

CONSENT FORM

Evaluation of Image Browsing Interface Using Thumbnails

I am over 18 years of age and wish to participate in a program of
research being conducted by Prof. Ben Bederson in the Department of
Computer Science at the University of Maryland, College Park,
Maryland 20742,

I understand that participation in this study is voluntary.

The purpose of this research i1s to compare the effects of various
browsing and image manipulation techniques on image browsing,
searching, recognition and satisfaction.

I will first read a briel description ol the experiment and will be
allowed to ask questions. Then | will be shown a tutorial that lasts
about 10 minutes. Next. 1 will select images that maich given
conditions among images shown on the screen. T will also answer
questions if 1 can recognize the objects in images. Following the
experiment, [ will complete a questionnaire to gauge subjective
satisfaction. The combined duration of the experiment will be about
one hour

All information collected n the study 1s conlidential, and my name will
not be used in the analysis or reporting of the experiments

I understand that the experiments pose no risk to me and I will use a
personal computer for about an hour

I understand that the experiment is not designed to test me personally,
but that the investigator hopes to learn more about the effectiveness of
image browsing interfaces and thumbnail techniques. 1 understand that
I am free to ask questions or to withdraw at any time without any
penalty.

Prot. Ben Bederson

Computer Science Department,

3171 A V. Williams Building

University of Maryland, College Park, MD 20742
(301) 405-2764

162




A2. Pre-user study Questionnaire for Semi-automatic

Annotation Interface User Study

Demographic Information for Semi-Automatic Annotation User Study
Thank you for participate in this user study!

Please answer the following

questions so that we understand vour background.

All data will be anonymized before we publish it.

Sex: Male Female

Age: 30-39 40-49 S0+
Occupation:

Computer use 0-2 Hours 3-5 Hours 6-9 Hours 10-19 Hours 20+ Hours

per week

How long have you been keeping your digital photo collection?

How many photos are in your digital photo collection?

What photo management tools are you usmg?

How often do you browse your collection?

How do you organize yvour digital photos?
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Please state at least five mterestir

(E

events or places m your photo collection,

Halloween, Birthday party, College Park, Campn

Trip, etc.)

Please state at least five people appear in vour photo collection. You don't have to list all the people. However,

please include people who are important to you — people who you want to find in vour digital photo collection.
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A3. Post-user study Questionnaire for Semi-automati ¢

Annotation Interface User Study

Semi-Automatic Annotation Interface

Strongly Disagree Strongly Agree
Ouestion -
1 213 41 5 6|7
It was sumple to use thas system
It was easy to learn to use this system
I was able to complete event annotations usmg this system quickly
1 was able to complete foce annotations using this system quckly
It was easy to find the information I needed
Owverall, 1 liked using the mnterface of this system
Additronal Comment:
Manual Annotation Interface
Strongly Disagree Strongly Agree
Question
1 213 | 5|6 7

It was simple to use this system

It was easy to learn to use this system

I was able to complete armotations usmg this svstem quckly

Owverall, 1 liked using the mterface of this system

Additional Comment:
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