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Abstract— In this paper, we present a feedback implosion
suppression (FIS) algorithm that reduces the volume of feedback
information transmitted through the network without relying
on any collaboration between users, or on any infrastructure
other than the satellite network. Next generation satellite systems
that utilize the Ka frequency band are likely to rely on various
fade mitigation (compensation) techniques ranging from adaptive
coding to dynamic power control, in order to guarantee a service
quality that is comparable to other broadband technologies.
User feedback would be a valuable input for a number of
such components, however, collecting periodic feedback from a
large number of users would result in the well-knownfeedback
implosion problem. Feedback implosion is identified as a major
problem when a large number of users try to transmit their
feedback messages through the network, holding up a significant
portion of the uplink resources and clogging the shared uplink
medium. In this paper, we look at a system where uplink channel
access is organized in time-slots. The goal of the FIS algorithm
is to reduce the number of uplink time-slots hold up for the
purpose of feedback transmission. Our analysis show that the
FIS algorithm effectively suppresses the feedback messages of
95% of all active users, but still achieves acceptable performance
results when the ratio of available time-slots to number of users
is equal to or higher than 5%.

I. I NTRODUCTION

The role satellite systems play in today’s communication
infrastructure is changing rapidly as a result of several tech-
nological advances in the design of these systems. Next
generation satellite communication systems that utilize higher
frequency bands, such as the Ka-band, and support spot-beam
technology, on-board packet processing and switching are
currently under development. These new technologies allow
higher data rates and enable the use of small, low-power,
and low-cost user terminals, making satellite communication
systems more competitive against other broadband communi-
cation solutions (cable, ADSL) in providing integrated voice,
data, and multimedia communications [1]–[3].

One of the key advances comes in the utilization of the
Ka frequency band (20-30 GHz). Ka-band is very desirable,
particularly for multimedia communication, because it offers

This material is based upon work supported by NASA under award num-
ber NCC8235. Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not necessarily
reflect the views of the National Aeronautics and Space Administration.

wider bandwidth segments, which are unavailable at lower
frequency bands. However, Ka-band has one major disadvan-
tage. Rain and atmospheric attenuation present a significant
challenge to transmission of signals at Ka-band frequencies. In
order to guarantee a service quality that is comparable to other
broadband technologies, next generation systems will likely
rely on various fade mitigation (compensation) techniques
ranging from adaptive coding to dynamic power control [4],
[5].

User feedback would be a valuable input for a number
of such components, however, collecting periodic feedback
from a large number of users would result in the well-known
feedback implosion problem. Feedback implosion is identified
as a major problem when a large number of users try to
transmit their feedback messages through the network, causing
a high traffic concentration and backlog. Although not unique
to satellite based networks, feedback implosion phenomenon
has additional side effects in this context, since a significant
portion of the uplink resources may be hold up to transmit
these feedback messages instead of useful data traffic, and the
access to the shared medium may be clogged [6], [7]. The fact
that the satellite return channel (uplink) is a shared medium
and that the satellite spectrum is limited and expensive, makes
it necessary to minimize the amount of bandwidth required for
transmission of user feedback.

In some of the cases, it maybe possible to reduce the
volume of user feedback by exploiting the nature of the
information and by considering that (i) the feedback may
contain redundant information (due to correlations among the
users), and (ii) the protocol may need to track the behavior
of only a subset of users, e.g. the group of users with worst
case channel conditions [8], [9]. Therefore, the challenge is to
design efficient algorithms to select and filter-out information
from multiple users to allow only the most relevant feedback
information to be conveyed to the satellite using as little
bandwidth as possible.

In this paper, we assume that a protocol performs between
a central satellite gateway and a group of direct users that are
located inside the footprint of the satellite, in an attempt to
collect periodic channel state information (CSI). CSI collected
from users may be used as an input to adaptive coding and
power control components at the satellite. We present afeed-



Fig. 1. Satellite communication system architecture. The satellite provides
broadband access to users across multiple spot-beam locations.

back implosion suppression (FIS) algorithm to complement
such a protocol. The algorithm reduces the volume of feedback
information transmitted through the network without relying
on any collaboration between users, or on any infrastructure
other than the satellite network.

The rest of the paper is organized as follows. In the next
section, we describe our target satellite network architecture.
In Section III, we present an overview of the underlying CSI
collection protocol. Section IV discusses our FIS algorithm
and its components. In Section V, we present numerical
performance results. Last section concludes the paper.

II. SYSTEM DESCRIPTION

The system we consider is a star topology, multiple spot-
beam satellite network, where a Ka-band, geo-synchronous
satellite provides broadband services to a large number of
users located inside its footprint. In this scenario, users that
are equipped with two-way direct communication terminals,
access the terrestrial backbone network through a gateway
node referred to as the network operations center (NOC)
(Fig. 1). In each spot-beam, the users access the uplink in
multiple-frequency time-division multiple access (MF-TDMA)
mode, where multiple frequency channels are allocated for
uplink access, and the TDMA scheme is used within each
frequency channel. The users acquire access by requesting a
number of time-slots from the NOC, which invokes a resource
allocation algorithm to share the uplink capacity (available
time-slots) of the spot-beam among all active users. The result
of the resource allocation is broadcast to all active users.
Downlink transmission is time-division multiplexing (TDM)
in every beam.

In the rest of the paper, we assume that a feedback mes-
sage can be transmitted in a single uplink time-slot, and
our FIS algorithm runs at the NOC in conjunction with the
resource allocation algorithm in assigning time-slots to users.
Therefore, the goal of the algorithm is to minimize the total
number of uplink time-slots used for the purpose of feedback
transmission in every spot-beam.

III. CSI COLLECTION PROTOCOL

In this section, we present the CSI collection protocol
behavior that will be relevant to the operation of our feedback
implosion suppression policy. The CSI of interest, in this case,
is the signal attenuation level due to atmospheric and rain
fading as measured at the input of the user receiver equip-
ment. The goal of the protocol is to calculate themaximum
signal attenuation level by collecting periodic reports on the
attenuation levels of all active users. The maximum signal
attenuation level is used as input to various fade mitigation
algorithms in order to compensate for the user with worst
channel conditions.

It is assumed that the set of all active users are readily
available at the NOC at all times, since this information is also
required for login, bandwidth allocation, and possibly billing
purposes. Therefore, when a user terminalu i becomes active,
the protocol initializes and keeps a state variableŝi at the NOC
for recording the attenuation level of that user. At this point the
protocol has no information on the attenuation level of the user,
therefore, the initial value of the variable is set to the expected
attenuation levelA. The expected attenuation level may be
calculated through empirical data (off-line), or by modeling.
The protocol updates the state variables and calculates a new
maximum at every collection period by a two-step process:

1) Let Uk denote the set of active users at the start of the
CSI collection periodk at time t = kT , whereT is the
collection period, and letsi(kT ) denote the attenuation
level sample measured by userui ∈ Uk at the start of
this collection period. Users send their measurements to
the NOC, which collects and updates the values:

ŝi[k]← si(kT ) ∀ui ∈ Uk. (1)

2) After the collection, the NOC calculates the new maxi-
mum:

smax[k] = max
ui∈Uk

{ŝi[k]} = max
ui∈Uk

{si(kT )}. (2)

The update operation in (1) requires all active users to
acquire access to uplink time-slots to transmit their feedback
messages. However, observe that feedback volume would be
minimized if only the user with the maximum attenuation
level responded at every collection period. We can consider
two extreme scenarios for illustrative purposes: (i) all users
communicate among each other through a secondary network
(possibly a terrestrial connection) before deciding on whether
to transmit a feedback message, and suppress the feedback
messages of all but the user with the maximum; (ii) every
user is assigned a separate uplink time-slot, over which the
feedback message is transmitted to the satellite. The former
scenario requires additional infrastructure and collaboration
among users, which we believe is an overly restrictive re-
quirement and is usually contradictory to the reasons for
deployment of a satellite network in the first place. The latter
situation gives rise to the feedback implosion problem as well
as the waste of uplink resources.



In order to reduce the volume of feedback information that
is transmitted through the network, our FIS algorithm modifies
the behavior of the CIS collection protocol such that, with
FIS in place, only a subset̂Uk ⊆ Uk of active users report
their measurements using at mostMk uplink time-slots for the
collection period. Therefore, not all state variables are updated
as in (1) at the end of collection periodk:

ŝi[k]← si(kT ) ∀ui ∈ Ûk, (3a)

ŝi[k]← ŝi[k − 1] ∀ui /∈ Ûk. (3b)

Consequently, the maximum calculated using the state vari-
ables may not be equal to the maximum of the attenuation
samples measured at timet = kT :

max
ui∈Uk

{ŝi[k]} �= max
ui∈Uk

{si(kT )}. (4)

Therefore, we denote this maximum calculated when FIS
algorithm is in place by:

ŝmax[k] = max
ui∈Uk

{ŝi[k]}. (5)

The goal of the FIS algorithm is, therefore, to limit the error
between the actual maximum in (2) and the partial maximum
in (5) by determining the users in set̂Uk and their assignments
to a given number of uplink time-slots at every collection
period. In the next section, we describe the FIS policy for
determining set̂U.

IV. FIS POLICY

A. Policy Formulation

Let Mk be the maximum number of time-slots that can be
allocated to transmission of feedback messages for collection
periodk. The system may reserve a fix number of time-slots
for feedback transmission, or the value ofMk be determined
by the remaining time-slots after the user requests for data
transmissions are accommodated. The FIS policy selects users
and assigns them to one of theMk available uplink time-
slots by solving amultiple subset sum problem (MSSP) [10].
Multiple subset sum problem is a variant of the bin packing
problem in which the number of bins is given. Mathematically,
the MSSP can be described as follows:

Definition 1: Given a set{ui}Ni=1 of items, each itemui

having a positive weightwi, and a set{bi}Mj=1 of identical
bins with positive capacityC, what is the assignment that
maximizes:

max
M∑

j=1

N∑

i=1

wixij (6a)

subject to
N∑

i=1

wixij ≤ C, ∀ j, (6b)

M∑

j=1

xij ≤ 1, ∀ i, (6c)

xij ∈ {0, 1}, ∀ i, j. (6d)

Without loss of generality, we assume thatN ≥M , otherwise
the problem is trivially solved.

At the start of the CSI collection periodk, using the set of
active users inUk, and the state variables{ŝi[k − 1]}ui∈Uk

,
the FIS protocol solves an instance of the MSSP where,

N = |Uk|, cardinality of the setUk, (7a)

M = Mk, number of available time-slots, (7b)

wi = min{ŝi[k − 1], Amax}, ∀ui ∈ Uk, (7c)

C = Amax, (7d)

where Amax is the maximum attenuation level that can be
compensated by the fade countermeasures implemented by
the system. Equation (7c) allows all users with a reported
attenuation level larger thanAmax be treated as equals since
the system does not have the means to compansate for their
attenuation level above this limit.

Let xk be the solution vector that represents the assignment
of items to bins. The assignment of items to bins represents
the assignment of users to uplink time-slots, such thatxk

ij = 1
if userui is selected and assigned to time-slotj for ∀ui ∈ Uk,
andj = 1, 2, . . . , Mk , elsexk

ij = 0.
The NOC broadcasts the solution vector over the network

as a part of the existing on-demand bandwidth allocation
procedure and reserves the necessary uplink time-slots for the
collection period. The MSSP formulation provides a procedure
for selecting and assigning users to available uplink time-slots,
however, it may assign more than one user to a particular
time-slot. Therefore, the FIS algorithm must have ancollision
avoidance strategy to limit the collisions. In order to avoid
collisions, a userui chooses to transmit its feedback message
during its assigned time-slot with probabilitypi(k). The pro-
cedure for choosing collision avoidance probability values is
discussed in the subsequent sections. The setÛk is constructed
as:

Ûk = {ui : xk
ij = 1 ∩ 1(Ei)}, (8)

where 1(.) is the indicator function,Ei is the event that
ui transmits in period k, such thatE(1(Ei)) = pi(k) ∀i.

In the following section, we discuss the important proper-
ties of this policy formulation that enable efficient feedback
suppression in the context of CSI collection.

B. Policy Properties

MSSP is a NP-hard problem, and we assume thatbest-fit-
decreasing (BFD) approximation is implemented for the solu-
tion [10], not only because it is one of the fastest heuristics,
but also it has desirable properties in achieving the goals of
FIS policy.

Property 1: BFD algorithm starts the selection and alloca-
tion of the items first from the ones with the largest weights.
The algorithm always selects the firstMk largest items. The
remaining items are selected only if there is room.

Property 1 states that the firstMk users with the highest
reported attenuation levels are always selected and assigned to
a time-slot in the current collection period. This approach gives
priority to users that have reported a high attenuation level in



the past collection periods, over the users that reported a lower
attenuation level. The remaining users face the possibility
of suppression depending on their attenuation levels and the
number of available time-slots. Assuming channel state varies
slowly, this property effectively reduces the size of the user
set that will be selected in the next period.

Property 2: Items with larger weights, if selected, are more
likely to occupy a bin that has few other items since they fill
most of the capacity of a bin.

Property 2 decreases the probability that a user with a high
reported attenuation level will be involved in a collision in the
current collection period, since it is more likely to be assigned
to a time-slot with few other users. Property 1 and Property 2
together achieves the goal of reducing the feedback volume
by restricting the transmissions to a group of users that are
expected to attain the maximum attenuation level.

Property 3: Items with smaller weights are only selected
if there is available bin space after placement of items with
larger weights.

Finally, Property 3 states that users with lower reported
attenuation levels aresuppressed by theselection process. The
suppression becomes more severe as the number of available
uplink time-slots decreases, since the MSSP algorithm runs
with fewer bins. It may be argued that selecting the largest
Mk items and allocating them into bins one-by-one for the
collection periodk would have been a better strategy, since
that would have avoided collisions between users. However,
note that the allocation decision at the NOC is based solely on
the last successfully reported attenuation level of each user,
rather than the current value measured by the user. Such a
strategy would cause a user with a previously low attenuation
level to remain suppressed for a long time, even if it currently
measures a high attenuation level, and consequently reduce
the robustness of FIS algorithm against changes in the channel
conditions. This observation also is the basis for our collision
avoidance strategy which we describe in the next section.

C. Collision Avoidance Strategy

At every collection period, an active user only knows its
channel assignment for that period and the value of its current
attenuation level measurement. We assume that users can
also listen to their own transmissions and detect collisions.
Therefore, all users keep a record of the value of the last
attenuation sample they successfully transmitted to the NOC.
This value is equal to the value of the state variable kept at the
NOC for the user, which the NOC always uses in calculating
the maximum as well as in determining the channel assignment
vector for the FIS policy. The transmission probabilityp i(k) of
the userui should be proportional to the discrepancy between
its current measured levelsi(kT ) and the last reported level,
ŝi[k − 1], since the error would not only affect the selection
and suppression criterion in the subsequent collection periods,
but more importantly would increase the error between the
true maximum and the calculated maximum. Therefore, a user
assigned to an uplink time-slot chooses to transmit it feedback
with probability proportional to the square of the difference
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Fig. 2. Probability of transmission as a function of∆.

between the current attenuation level and the last success-
fully reported value. The user behaves more aggressively in
transmitting its feedback message, if there is a significant
change in its condition. However, in order to put a cap to the
aggressiveness of a user, the functional relationship between
the square of the difference and probability of transmission
should saturate as the difference goes to infinity. In this paper,
we choose the family of curves of the form:

f(x, b) =
2

(1 + e−x2/b)
− 1.0, (9)

where,b determines how sharp the curve saturates. Let∆ i(k)
be defined as

∆i(k) = |ŝi[k − 1]− si(kT )| (10)

for user ui at collection periodk. Then, the probability of
transmission for the user in this interval is given by

pi(k) =
2

(1 + e−∆i(k)2/b)
− 1.0, (11)

for a givenb. In Fig. 2, we plot this curve forb = 0.7.

V. PERFORMANCEANALYSIS

A. Channel model

The performance of our FIS policy depends on the statistical
behavior of the underlying channel. Therefore it is important
to have a good model for the channel behavior. In this paper,
we use a Ka-band channel model that is based on the simulator
developed at DLR (German Aerospace Center), Institute for
Communications and Navigation [11], [12]. The model is
based on specific channel model parameters from the DLR
measurement campaign carried out at Oberpfaffenhofen near
Munich, Germany, in the years 1994 till 1997 with the 40
GHz beacon of the Italian satellite ITALSAT. The channel
simulator generates a time-series of attenuation, and calculates
the cumulative distribution of attenuation. It is also possible
to extract the probability of being in a fade exceeding a given
duration and exceeding a fading depth given as parameter. The
simulator generates a time-series with 64 seconds resolution.
Fig. 3 shows a sample realization of the rain attenuation time
series and the corresponding cumulative distribution function
for the channel model simulator.
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Fig. 3. A sample attenuation time series and the cumulative distribution
function of rain attenuation

B. Analysis Results

In this section, we first look at the performance of the FIS
algorithm for a set ofU = 200 users over a simulated time
of 1280 minutes. This test duration corresponds to a total of
K = 1200 CSI collection periods with an interval ofT = 64
seconds, which is the granuality of our channel simulator. The
test is repeated100 times, and average results are reported.

During the simulation, a separate instance of the channel
simulator is run for each user, modeling its attenuation level.
The attenuation time series generated for a user is independent
from other users. In general, this assumption may not always
be valid, since attenuation due to rain typically occurs in cells
of certain diameter that may include more than one user. In this
case, the users that are located close to each other geographi-
cally may have correlated attenuation levels. However, a study
by Fukuchi [13] found that this correlation decreases rapidly
with increasing distance, and that instantaneous rainfall rates at
two locations more than about 100km apart can be regarded as
independent. Also, we may argue that such a correlation would
only improve the performance of our policy by decreasing the
number of users with different attenuation measurements.

In Fig. 4, we plot a realization of the time series of max-
imum channel attenuation calculated from the user samples
(dashed-line),

smax[k] = max
ui∈U
{si(kT )} ∀i, k = 1, 2, . . . , K, (12)

versus the maximum channel attenuation level calculated from
state variables at the NOC (solid-line),

ŝmax[k] = max
ui∈U
{ŝi[k]} ∀i, k = 1, 2, . . . , K, (13)

for M = 2, 10, 20 uplink time-slots. We observe that the time-
series are in close agreement forM = 20 andM = 10, but
the discrepancy becomes more significant forM = 2. We
calculate the average absolute error between the two curves
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Fig. 4. Time-series plot of actual channel attenuation level (dashed-line)
versus the level calculated at the NOC (solid-line) for a set of 200 users

as a function of number of available uplink time-slots:

error(M) =
1

1200

1200∑

k=1

|sM
max[k]− ŝM

max[k]|, (14)

which we tabulate in Table I.

M 30 20 10 2 1
Error (dB) 0.3973 0.7117 1.4855 3.7733 4.5522

TABLE I

AVERAGE ABSOLUTE ERROR

In Fig. 5(a), we plot the fraction of the total users suppressed
by the FIS algorithm as a function of the number of available
uplink time-slots. A user’s feedback may be suppressed in one
of the two ways: (i) it is not selected by the MSSP solution,
or (ii) its feedback experiences a collision and is not reported
successfully to the NOC. Figure 5(a) shows the contribution
of the two cases in each instance. We observe that,95− 99%
of users are suppressed on the average by the FIS algorithm.
Considering that the algorithm successfully keeps track of the
maximum level for up to10 time-slots (corresponds to5%
of total user population), this is a promising result showing
that the algorithm correctly identifies the group of users that
attain the maximum attenuation level. The type of suppression
changes as the number of available uplink time-slots decreases.
More users are suppressed through the selection process than
channel collisions. When there are available time-slots, MSSP
formulation selects and assigns more users. This leads to
more collisions on the average per user in the assigned
time-slots, however, also gives the opportunity to sample a
larger user space if some feedback successfully reaches to the
NOC. When there are very few time-slots, MSSP formulation
suppresses most of the users. This leads to fewer collisions
per user, however, increases the error if the wrong subset of
users are assigned to the time-slots (compare to Table I).
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In Fig. 5(b), we look at the usage profile as a function
of available uplink time-slots. We see a time-slot is utilized
successfully30 − 35% of the time. This percentage remains
relatively constant independent of the ratio of number of
available time-slots to number of users.

In order to assess the performance of our policy under
different user group sizes, we plot, in Fig. 6, the average
error in the calculated attenuation level versus the number
of available uplink time-slots for a range of user groups. We
observe that for a given number of time-slots, the average error
of FIS algorithm increases as the number of users increase.
This result is expected since the algorithm is forced to select
and allocate users from a larger set to a fix number of time-
slots. Therefore, more users are suppressed by the algorithm,
resulting in less accurate calculation of the maximum attenua-
tion level. However, more importantly, if the ratio of available
time-slots to number of users is kept constant, then we observe
that the algorithm performs equally well for all group sizes.

Although average error in the calculated attenuation level
is an indicator of the performance of the FIS algorithm, from
a system provider’s or user’s perspective, a more important
performance metric would be the effect of this error as an input
in fade compensation. In order to assess this performance,
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we look at the use of the attenuation level as an input to a
simple downlink power control scheme. We assume that the
system has a10dB link-budget power margin that is used to
compensate for the signal attenuation due to atmospheric and
rain fading. The system allocates this power margin based
on the calculated maximum attenuation in order to meet a
target bit-error-rate (BER). With no FIS in place, the system
will not be able to meet this BER target, only when the
maximum attenuation level is more than the10dB power
margin. However, with FIS in place, the error in calculating
the maximum attenuation level may cause the system to
underestimate the actual attenuation level. This will result in
additional time instances when the BER target is not met by
some users. On the otherhand, overcompensation would result
in signal enhancement, leading to an increased risk of co- and
cross-channel interference. In Figures 7 to 9, we look at the
maximum, average and minimum percentage of time a user
will not meet the BER target as a function of the number
of available uplink time-slots for user groups of100, 200 and
500.
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We observe that, average performance degradation experi-
enced by a user remains acceptable even if the number of
available time-slots is as low as the5% of the total user
population.

VI. CONCLUSIONS

In this paper, we presented a feedback implosion suppres-
sion policy that reduces the volume of feedback information
transmitted through the network without relying on any collab-
oration between users, or on any infrastructure other than the
satellite network. The policy effectively suppresses95% of all
active users, but still achieves acceptable performance results
when the ratio of available time-slots to number of users is
around5% or higher.

In this paper, we assumed that the number of available
uplink time-slots remains constant in every collection period.
In general, a variable number of time-slots may be available for
feedback transmission, based on the remaining time-slots after
the user requests for data transmissions are accommodated.
Therefore, when the system load is light, more time-slots may
be used for feedback transmission, reducing the error, while
fewer are assigned during heavy load. A more sophisticated
approach would be an adaptive one that adjusts the number of
time-slots based on the error between the actual and calculated
attenuation levels. However, FIS policy is for complementing
the operation of other protocols in the system (CSI collection,
fade compensation), and we believe that having a very com-
plicated policy with that require tuning of different parameters
would undermine the benefits. Therefore, current research
work on this topic focuses on integration of this policy into
adaptive power allocation schemes for fade compensation
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