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Abstract—We present a low-overhead media streaming system,

called SRMS (Scalable Resilient Media Streaming) that can é
used to scalably deliver streaming data to a large group of re
ceivers. SRMS uses overlay multicast for data distributionto a
large group of users. SRMS leverages a probabilistic loss cev-
ery technique to provide high data delivery guarantees eveander
large network losses and overlay node failures. Through deiled
analysis in this paper, we show that this loss recovery techaque
(and consequently SRMS) has efficient scaling properties —hé
overheads at each overlay node asymptotically decrease tern
with increasing group sizes.

We also present a detailed description of the SRMS architec-
ture. The clients in the SRMS system are able to interoperatwith
existing media streaming servers that use RTP for data transort.
One of the interesting features of SRMS is that it can simulta
neously support clients with disparate access bandwidthslt en-
ables the necessary bandwidth adaptations using standardeRl-
time Transport Protocol (RTP) mechanisms, e.g. RTP transltors.

data packets are replicated at routers inside the network, i
application-layer multicast data packets are replicateena
hosts. Logically, the end-hosts form an overlay networld an
the goal of application-layer multicast is to construct amain-
tain an efficient overlay for data transmission. The evdntua
data delivery path in application-layer multicast is anrtewe
tree. While network-layer multicast makes the most efficien
use of network resources, its limited deployment in therinte
net makes application-layer multicast a more viable chfiice
group communication over the wide-area Internet.

The SRMS system can be implemented with any application-
layer multicast protocol to construct the underlying datévd
ery paths. In our current implementation we chose the NICE
application-layer multicast protocol [3]. Our choice wassbd
on the following reasons: (1) NICE achieves good delivery ra

We have implemented and evaluated the SRMS system in detail tios for a best-effort scheme [3], (2) NICE has a scalable con

on an emulated network as well as on a wide-area testbed withpu
to 128 clients. Our results show that clients using SRMS achie
high (> 97%) data delivery ratios with low overheads & 5%) even
for very high failure rates (upto five per minute).

I. INTRODUCTION

We present SRMS (Scalable Resilient Media Streaming):a
system for scalable delivery of streaming media data togela

number of receivers using application-layer multicaste @le-

sign of SRMS is independent of any specific applicationilev

multicast delivery protocol or media format. Further, SRMS
corporates a delivery protocol-independent loss recotgsty-
nique called Probabilistic Resilient Multicast (PRM [4Phich
permits high data delivery ratios even under high netwoskés
and node failures. Lastly, the SRMS architecture logicatly
mits media transcoding for handling clients with dispaiate

struction and therefore is suitable for large applicatioougs,
and (3) the source-code for NICE is publicly available.

A key challenge in building a resilient media streaming sys-
tem based on application-layer multicast is to provide dasa
recovery when overlay node failures partition data dejiver
paths. Overlay nodes are processes on regular end-hosts whi
e potentially more susceptible to failures than the msute
ach such failure of a non-leaf overlay node causes data out-
age for nodes downstream until the data delivery tree isrreco
gtructed. Losses due to overlay node failures are morefsigni
Icant than regular packet losses in the network and may cause
data outage on the order of tens of seconds (e.g. the Narada
application-layer multicast protocol [9] sets default ¢iouts
between 30-60 seconds). Using PRM, the probabilistic less r
covery technique, SRMS is able to achieve high data delivery
ratios even in scenarios with frequent overlay node fadure

cess bandwidths. In this paper, we present a full analysis of o

the SRMS resilience scheme (PRM), and analytically show tH&Y Contributions

SRMS can achieve provably high data delivery ratios withrove  The main contributions of this paper are:

heads that asymptotically tend to zero. We also describ# a fu « We describe SRMS, the first implementation of a resilient

implementation of the SRMS architecture, including an ieapl
mentation of PRM, and wide-area deployment with over one
hundred simultaneous clients. We believe this paper ptesen

the first reported implementation experiments that exiaid-
dresses the issues of data resilience with large applicédiger
multicast groups.

The data delivery mechanism of SRMS is based on over-«

lay multicast (also known as application-layer multicgdSf)
[12], [3], [35], [7], [25], [17]. Unlike native multicast wére

video delivery system based on application-layer multi-
cast. Our implementation enables wide-area streaming of
multimedia to large groups. Apart from good resilience
properties, the proposed SRMS system also enables selec-
tive data rate adaptation for clients with disparate access
bandwidths.

Detailed analysis of the probabilistic loss recovery schem
(PRM). We present a full analysis of PRM and derive
the necessary and sufficient conditions for PRM which



o SRMS-RP (RTSP) [29] to initiate reception of the media stream from th

rp-b.0rg:5000 streaming server. RTSP is an application-level protocl¢hn
o o SsHSaas be used to control the delivery of either a single or sevarad+
@’ ‘\@egg-lu?g;ed N (— @ synchronizeq media gtreams such as audio and video. RTSP
vodia | menssoow R e does not typically deliver the data itself. In most cases, th
Streaming / tomaroup: ms g S54StrMars Real-time Transport Protocol (RTP) [28], is used for data de
s acorgi554 srms/'w-bwrsooo/@s/a-ergéwsmrwars GOpRE Zpecomane livery. We defer the discussion of specific protocol issues t
a Section V.
‘ In SRMS any client can potentially operate as the source to

the multicast group. However, in a typical deployment, we ex
pect a specific host, designated by the service providegrtes
- as the source (which will be co-located with the media stream
(W) ing server and/or the SRMS-RP). In absence of a designated
source, the SRMS-RP will coordinate the choice of the source
from among the existing clients. We do not explore the com-
O] @ plexities of such a choice in the paper and focus only on the
designated source case.

Fig. 1. Architectural overview of the SRMS System. . . .
In Figure 1 we show a typical sequence of operations of

the SRMS system. We define a new application protocol,

srns, which is used for communication between the media
will allow the control overheads at the group memberdients and the SRMS-RP. A media stream is uniquely iden-
to asymptotically decrease to zero with increasing grodfied by @ SRMS URL which consists of trer ms protocol
sizes. These results are a significant improvement over {HENtfier; the hostname, port number pair of the SRMS-RP;
analysis presented in [4], where a simplified version of t{8€ hostname, port number pair of the media streaming
scheme was analyzed (and the results were corresporfefVe" and the media stream identifier. In our example the

ingly weaker). We compare these new analytic results jgining client, X, therefore, makes a request for the URL:
prior work [4] in Section IV. srns://rp.b.org: 5000/ ns. a. or g: 554/ St ar War s.

This identifies rp. b. org: 5000 as the SRMS-RP,
ns. a. or g: 554 as the media streaming server and the
Roadmap St ar War s media stream. This is shown in Panel 0, Figure 1.
The rest of the paper is organized as follows: In Section (The syntax is intentionally similar to the Real-time Stréag
we present an architectural overview of the SRMS system. fnotocol (RTSP) [29] URL format.)
Section Il we summarize PRM [4], the probabilistic lossaec
ery technique used in SRMS. We present a detailed analysis of he SRMS-RP instruct¥ to join the application-layer mul-
the full PRM scheme in Section IV. In Section V we describéicast group identified aa. or g: 554/ St ar Wr s (Panel 1).
the implementation of the system. We have performed detaildpplication-layer multicast protocols typically have aogp
experiments with the SRMS system on a publicly available efRendezvous Point (group-RP) which is responsible for boot-
ulation network environment as well as a wide-area testhed estrapping the join procedure. The SRMS-RP conveys this
we report on experimental results in Section VI. In Sectioh VVgroup-RP information to the clienX. Note that the SRMS-RP
we describe some related work and present our conclusion&iifl the group-RP are two logically separate entities, blit wi
Section VIII. likely be co-located on the same host. Decoupling these two
entities allows us to decouple SRMS from undue dependence

Il SRMS ARCHITECTURE on any specific application-layer multicast protocol.

A SRMS system comprises of the SRMS Rendezvous Pointin our example, the designated source for this media
(SRMS-RP) and a set of receivers or clients. There is a segtream, .S, is already joined to the application-layer multi-
rate multicast group for each media stream that is serveldéy tast group for the requested media stream. It has also con-
SRMS system. In order to receive the relevant media streantaated the media streaming servéf, using the RTSP URL:
receiver has to join the appropriate application-layertivast rtsp://a. org: 554/ St ar War s (Panel 1) and is subse-
group. One of the receivers in the group serves as the mstiticquently receiving the media stream from the server. On re-
source. The source is responsible for acquiring the media fr ceiving the media streans;, multicasts it on the overlay tree
the streaming server and forwarding it to the remaining growf the corresponding application-layer multicast groupefe-
members. The media streaming server need not be awardoo€é, whenX joins the group, it starts receiving the media
the multicast delivery tree to which the stream eventuadlisg stream fromS. Subsequently when other clienfd], Y and
forwarded to. This construction allows any media streaming request the same media stream, they eventually join the
server to interoperate with the SRMS system. In our implsame application-layer multicast group and data forwatged
mentation, the source uses the Real-time Streaming Ploto§aeaches all these clients via application-layer multicast



[1l. SUMMARY OF PRM copy of a data packet, it forwards the data along all other tre

Probabilistic Resilient Multicast (PRM) [4] is a probatic ~ €d9€s (Panel 1). It also chooses a small numbjeof( other
loss recovery technique which is used to provide resilignce ©Verliay nodes and forwards data to each of them with a small
SRMS! In this section, we present a summary of this schem@robability, 5. For example nodd’ chooses to forward data

For a multicast data delivery system based on overlays, dii4W0 other nodes using cross edgeésand /. Note that as
losses at the receivers can happen due to the following tavo r& consequence of these additional edges some nodes may re-
sons: (1) network level data packet loss on some overlay hgfplve multiple copies of the same packet (e.g. nfide Panel
(e.g. due to congestion), and (2) failure of an intermediafe'€Ceives the data along the tree edgeT’) and cross edge
overlay node on the overlay distribution tree. Recoveryrfro (£ T))- Therefore each overlay node needs to detect and sup-
network level data losses is relatively easy and can be bdndPT€SS such duplicate packets. Each overlay node maintains a
using retransmission-based or FEC-based mechanisms. H8W&!l duplicate suppression cache, which temporarilyesttire
ever, for an application-layer multicast delivery systenich set of data pac_kets received over a small time window. Data
recovery of data lost due to failure of overlay nodes posed®@ckets that miss the latency deadline are dropped. Hesce th
significant challenge. Overlay nodes are regular procemsesSiZ€ Of the cache is limited by the latency deadline desised b
end-hosts and are potentially more failure-prone than oritw the application. In practice, the duplicate suppressiathea
routers. A failure of an intermediate overlay node may cau§8n P€ implemented using the playback buffer already main-
data outage in the order of tens of seconds (e.g. the Nard@ged by streaming media applications. It is easy to see tha
application-layer multicast protocol [9] sets defaultéiouts for €aCh node on average sends or receives Uptojr copies of
failure detection between 30-60 seconds). PRM uses an &ff€ Same packet. The overhead of this schene,isvhere we
cient probabilistic construction to recover from such sssin  €h00se&5 to be a small value (e.g. 0.01) ando be between
this section we provide an overview of the PRM technique. @nd3- In the analysis that we introduce in Section IV, we show

PRM consists of two components: that for increasing group sizes if the destinations of tlogess
edges are chosen uniformly at random, then each overlay node
é;rccessfully receives the data packets with a high prababil
Tgr even very low values of.

o A proactive component calleé@andomized forwarding in
which each overlay node chooses a small number of ot
overlay nodes uniformly at random and forwards data
each of them with a low probability (e.g. 0.01-0.03). This
randomized forwarding technique operates in conjunctidh Triggered NAKs

with the usual data forwarding mechanisms along the treeThis is the reactive component of PRM. It assumes that the
edges, and may lead to a small number of duplicate packgiplication source identifies each data unit using monogdiyi
deliveries. Such duplicates are detected and supprespgfleasing sequence numbers. An overlay node can detest mis
using sequence numbers this paper we show that this  ing data using gaps in the sequence numbers. This informatio
randomized forwarding scheme scales well with increas- s used to trigger NAK-based retransmissions. This teakiq

ing group sizes, i.e. the overheads of the schemerequired  has been applied for loss repair in RMTP [24].
to guarantee successful data delivery with a high proba-

b|l|ty asymptoncal I_y decreases (to zero) with asymptotic IV. EVALUATION OF PRM
increase in group sizes. ) )

« A reactive mechanism calle®riggered NAKs to handle A key component of the PRM scheme is the randomized for-
data losses due to link errors and network congestion. Warding technique which achieves high delivery ratios itesp

We briefly summarize each of these components in turn. of a large number of overlay node/link failures. In this g@tt
we present our analysis of this scheme.

We first informally explain the intuition as to why such a sim-
A. Randomized forwarding ple randomized forwarding scheme is so effective in achigvi
In randomized forwarding, each overlay node, with a smaligh data delivery ratios inspite of large number of faition
probability, proactively sends a few extra transmissidoag the overlay. Consider the example shown in Figure 3, where
randomly chosen overlay edges. Such a construction interca large fraction of the nodes have failed in the shaded region
nects the data delivery tree with some cross edges and islreparticular, the root of the sub-tree, node has also failed.
sponsible for fast data recovery in PRM. So if no forwarding is performed along cross edges, theentir
We explain the details of proactive randomized forwardinghaded sub-tree is partitioned from the data delivery tie.
using the example shown in Figure 2. In the original datavdelioverlay node in this entire sub-tree would get data packets t
ery tree (Panel 0), each overlay node forwards data to its cihe partition is repaired. However using randomized fodwar
dren along its tree edges. However, due to network lossesiog along cross edges a number of nodes from the unshaded
overlay links (e.g. (A, D) and (B, F)) or failure of overlay region will have random edges into the shaded region as shown
nodes (e.gC, L and(Q) a subset of existing overlay nodes dd(M, X), (N,Y) and(P, Z)). The overlay nodes that receive
not receive the packet (e.d?, F,G, H, J, K andM). Thisis dataalong such randomly chosen cross edges will subséguent
remedied as follows. When any overlay node receives the fifetward data along regular tree edges and any chosen random
L _ Lo . _ _ edges. Since the cross edges are chosen uniformly at raadom,
PRM is described in [4] which is currently unpublished and pablicly

available. Therefore we present a summary of PRM in this plpehe sake !arge SUbtre_e will have a hlgher prObab'“_W of _cross edgesd
of completeness. incident on it. Thus as the size of a partition increases o&s d
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Overlay subtree with large

Fig. 2. The basic idea of the PRM scheme. The circles représenverlay nodes. The crosses indicate link and number of node failures
node failures. The arrows indicate the direction of data.fléhe curved edges indicate the chosen cross overlay ] ] ]
links for randomized forwarding of data. Fig. 3. Successful delivery with

high probability even under high
failure rate of overlay nodes.

its chance of repair using cross edges. Now we will formally here g(n) denotes a negligibly small quantity, which
state and prove the specific bounds of this scheme. tendsto 0 asn increases.
Recall from Section Il that the per-node overhead of PRM  Proof: See Appendix. ]

is Br. We will now primarily be concerned with the case of low T4 take a realistic example, we consider the case when the
overhead; in particular, the case where the overhead isfinugnd-to-end losses on overlay links is 2%, and simultaneous
smaller thanl. Thus, up to Section IV-A, we will consider th_enumber of overlay nodes failures is 1% of the group (for group
case where- = 1: here, each node does random forwardingf size 10,000 this translates to 100 simultaneous faijufize-

to just one node, with a probability of = 5. However, all of grem |V.1 states that with a high probability all survivingm

our results will also hold for- being arbitrary. In this paper, |eaf overlay nodes and at least 97% of the surviving leaf sode

we prove that even if the probability of random forwardin  continue to receive data packets using the existing ovelday
made ararbitrarily small positive constant (i.e., even if the datay5ihs and random edges.

overheadir = pr = p is made negligible), the scheme can be |tjs, in fact, possible to increase the delivery to leaf-estb
designed so that almost all surviving overlay nodes getét@ dig increase the delivery to leaf-nodes to an arbitrarilyhiglue

with high probability. In particular, the system scales:tlaes (e.g. 99.98%) using a “tree augmentation” scheme described
numbem of nodes increases, our probability of successful daggyt.

delivery tends td.
We start with some notation and assumptions. A Tree-auamentation extensions to PRM
(A1) All nodes at the same level of the tree have the same 9

number of children. The total number of nodes is de- If we desire, for some confidence paramegethat at least
noted byn. a (1 — ¢)—fraction of the surviving leaves get the data with

(A2) There are parametersinds such that the probability _high probability (in addition to item (i) of Theorem IV.1h¢n
of any given node failing is at mosf and the proba- it suffices to augment the tree as follows: each leaf connects
bility of any given link failing is at most. We only to 1+ Lllzi((ll//f))J randomly chosen nodes, and gets the data
require that andd be bounded away fromt e.g., we from any one of them that has received the packet. In fact,
could have:, § < 0.5. (Indeed, a multicast tree com-this amount of overhead is necessary &oy protocol, if we
posed of elements that may fail with more thg¥ require a(1 — ¢)—fraction of the surviving leaves to get the
probability, is in effect useless; in practice, we expectata with high probability. In the Appendix that our prottso
e andd to be close to zero.) The failure events are albwer bounds on the fraction of surviving leaves gettingdhta
independent. — both with and without the random augmentation for leaves
We next present a theorem which deals with the asymptotic are optimal. Also in the Appendix we show that the loga-
regime where: is large. We then discuss a “tree augmentatiorithmic degree-requirement of Theorem IV.1 is both neagssa
technique and general optimality of our results in SectiéAl and sufficient if we desire a low overhead. Specifically if the
We complement these in Section IV-B with simulation resul@egrees, e.g., of the parents of the leaves are only somé smal
for the “non-asymptotic” regime. of size 10,000. constant timesog n, then in fact a large number of the leaves’
TheoremIV.1: Let the probability of random forwarding p ~ parents will fail to get the data, with probability tendiraylt as
be an arbitrary positive constant (i.e, it can be arbitrarily 7 increases.
small). Then, thereisa constant C' > 0 such that the following  Comparison with prior work [4]. Theorem IV.1 shows that
holds. Suppose every non-leaf node has at least C'logn chil-  as long as the node-degrees are at least logarithmig the
dren. Then, with probability tending to 1 as n increases, the tree is highly resilient to node- and link-failures, everhnar-

following two claims hold simultaneously: bitrarily low data overhead. The prior work [4] only analgze
0] All the non-leaf nodes that did not fail, successfully certain restricted versions of PRM, where randomly foneard
get the data. data can continue to be forwarded only by further random for-

(i) Atleastan(l—e¢)-(1-9)-(1—g(n))fractionofthe warding. This leads to much larger overheads than we achieve
leaf nodes that did not fail, successfully get the data; in Theorem IV.1. For instance, suppose we require at least a



Overlay link loss 2%, Overlay node failure 5%, p = 0.05 and maintains a data delivery tree. When data packets ate sen
onthis tree, arandom subset of the overlay nodes fail samak
ously. The failed subset is chosen independently for eatzh da

0.95

B oop [ S packet sent. Additionally, data packets also experienteark

2 oss| P 1 layer losses on overlay links. Consider a regular tree, eher

2 osf . all non-leaf nodes have the same degree. From the analysis we

% 075 | o 1 can intuitively expect that as the degree of the tree inegas

5 o7 : 1 so does the data delivery ratio. In Figure 4 we illustrate how

g 0.65 . 1 the data delivery ratio for the non-leaf nodes of an ovenlag t

Z osf 1K nodes (PRM) —— { improves with increase in degree. We considered two diffiere
055 | R Do A Gt tree sizes —1000 nodes and0, 000 nodes. In this example, we

10K n9des (BE) —8

5 10 20
Overlay node degree

assume that for each overlay link experiences a loss ratg of

and the node failure rate % (which implies50 simultaneous
failures for a1000-node tree and00 simultaneous failures on

Fig. 4. Variation of data delivery ratio with overlay nodeydee. a 10,000-node tree). Such failure rates are very high by the
usual Internet standards. The randomized forwarding fnibba

ity p is chosen to b@®.05 (i.e. the data overhead i8%). We

can see that even under such adverse conditions, the random-

(1- gb)—_f_raction of the surviving nodes to get the data ‘_’Vith higlyeq forwarding technique achieves data delivery ratiobafa
probgbmty; then, the analyses of the re_strlcted protpm)[4] 93% even with a tree degree &f the delivery ratio exceeds
require an overhead that grows proportional f@. Using the g=o \vhen the degree is made, quickly approaching as the

same example as before, the analysis in [4] requires an ovgkyee is increased further. The results for the leaf nates i
head greater than 300% to achieve successful delivery to 9B(r’/agctice are close to those of the non-leaf nodes.

of the nodes, while the analysis presents in this papetiiétes
that the overheads are, in fact, negligible.

The analysis presented in this paper shows that all non-leaf V- |MPLEMENTATION OF THE SRMS /STEM
nodes and 97% of leaf nodes successfully get the data when thé/e now describe the implementation of the SRMS sys-
overlay link loss is 2% and 1% of the group fails. Through theem. SRMS consists of the SRMS-RP and a set of receivers
tree augmentation extension to PRM (described in Sectien o clients. The SRMS-RP gets the initial media stream re-
A), we showed that it is possible to increase the delivergad-l quest from the clients using thee s protocol. On receiving
nodes to an arbitrarily high value (e.g. 99.98%). If we regui each request, the SRMS-RP directs the client to the appropri
a (1 — ¢)—fraction of the surviving nodes to get the data witlate application-layer multicast group on which it can reeei
high probability, the tree augmentation scheme in Sectiba | the media stream. The implementation of the SRMS-RP is rel-
can achieve it by incurring + Llf)gg((ll//f)) |, overhead. Therefore atively straightforward. Therefore in this section we fe@n
for the 1% node failure rate case, the tree augmentatiomsehdhe clientimplementation.
will guarantee that 99.98% of all nodes (including leaf reyde
will successfully get the data packets with an overhead dedn A. NICE and PRM

by the constant two. In contrast, the analysis in [4] progide SRMS uses NICE application-layer multicast [3] as the un-
overhead factor of> 10,000 to meet the same data deliveryyeriying data delivery path. Additionally we also implerhen

rati%. o vaing the ful I b wib the PRM extensions as described in Section Ill. One of the key
Thus, by analyzing the full protocol, we are able to con urequirements of PRM is the ability to forward data to a few

other overlay nodes, chosen uniformly at random. In practic

0.5

the following improvements. First, our overhead analysia i
significant improvement over that of [4]; this is especiaityin however, we observed that any nod,the benefits of the ran-

the realistic c_ase_whefeandé are small and the overhead canjom edges can be improved if the random choices are made
be made arbitrarily small. Furthermore, our overhead ef from among a set of other nodes, such that the number of
Lllzgg((ll//f))J in the tree augmentation algorithm is also optimajggses shared betweahand nodes i is minimal. Therefore
as shown in the Appendix. Finally in the Appendix we provg, our implementation of PRM, we let each overlay node to

that that a tree-degree that grows at least as fdsgasis both  periodically discover a set of random other nodes on the-over

necessary and sufficient for high delivery ratios. lay and evaluates the number of losses that it shares witie the
) _ o random nodes. Each node subsequently performs random edge
B. Expected Scaling Behavior for Finite Groups forwarding to those nodes with which it shares the minimum

In the analysis of the PRM scheme (described above), wamber of losses.
have explored its asymptotic behavior with corresponding i In order to locate a random overlay node, we implemented
crease in the group size. Through simulations we now sh@wrandom node discovery mechanism in NICE using a random
that for finite group sizes the randomized forwarding schemalk on the overlay. The discovering node transmits scover
achieves very high data delivery ratios for very low tree denessage with ime-to-live (TTL) field to its parent on the tree.
grees. In these idealized simulations, we assume that éxere The message is randomly forwarded from neighbor to neighbor
ists some application-layer multicast protocol which ¢omgs without re-tracing its path along the tree and the TTL field is



decremented at each hop. The node at which the TTL reachesg
zero is chosen as the random node. If alternately an overla
construction protocol like Narada [9] was used then no such
additional node discovery mechanism would be needed. $his i
because in Narada each node maintains state informatiar abo
all other nodes.

To implement triggered NAKs, each overlay nodg,pig-
gybacks a bit-mask with each forwarded data packet indigati
which of the prior sequence numbers it has correctly receive
The recipient of the data packet,detects missing packets us-
ing the gaps in the received sequence and sends NAK<do
request the appropriate retransmissiangan either be a par-
ent ofy in the data delivery tree, or a random node forwarding
along a cross edge.

The PRM extensions to NICE required less than 500 lines of
C code.

RTP (Video)

RTCP (Video)

Media Streaming

eeeeee RTP (Audio)

RTCP (Audio)

* loopback | PRM+NICE
. demux [ --—

Host Y: Proxy-based Client

B MediaTransport Fig. 5. RTP and RTCP paths in SRMS.

Like most streaming media systems, SRMS uses the Real-
time Transport (RTP) protocol to transport encoded medid& R

consists of a dgta protocol and a c_ontrol protocol. .The dq}?ese RTCP packets are not forwarded to the entire data deliv
component carries encoded media in the payload, timing agd, yree using the overlay multicast operation, but are iterm

synchronization information and the source identifier (knas nated and re-generated as needed, on each overlay hop. We
the “synchronization source” or SSRC). The control COMPONEyater this aspect of RTP translation to Section V-E.

is called Real-time Transfer Control Protocol (RTCP) [28Ha  \\. how describe the implementation of the designated
performs a variety of related control operations, e.g. ityuaf source and the media clients

service feedback from receivers, synchronization of diffie
media streams, etc.

RTP enables application sources to perform quality of serviC. Designated Source
adaptations by defining mechanisms for receivers to send ap-

propriate feedback. All RTP data packets carry sequence numIn conformance with the RTP standards the media streaming
bers (generated by the data source) and receivers use ga EfNer _sends the contgnt using two separate RTP streams, one
the received sequence numbers to infer loss rates on the p %audlo and one for video. Each RTP S”ea'.“ has an accompa-
Periodically receivers send back quality of service feeltba nying RTCP stream for exchange of _c_ontr_ol information. Thus
uses four separate ports, as specified in RFC 1889 [28]. In

e.g. loss rates, using Receiver Report (RR) RTCP packé S. i .
The source application can use this feedback to approfyriat e SRMS system the designated source receives these stream

adapt the data rate. In general, if a receiver encounters h f?r:" d'ﬁ;\:en‘: ptorti. tThtEse dRT.P / R-I;C dP paCKEtS_?;e dR?ge(; t
losses on the data path, the source can reduce the medigy qu ketnet or sdacd _fo € designa ed tshource. € el R‘I?Ca
using aggressive quantization or can transcode the media {gACKEts (transcoded if necessary) and the re-generate

higher compressed format. Efficient implementations of imea?aCketS are mu_ItlpIexed onto asingle ove_rlay multicast aod
transcoding and compression can be found in [2], [30]. orwarded to clients along the overlay delivery tree.
If network-layer multicast is used for streaming media to a
group of .clients, data rate adaptations by th_e source yvo‘uld B SRMS-dlient
fect all clients. However, the use of application-layer ticalst ] .
in SRMS provides a new opportunity where the system can1he SRMS-client has three logical components:

perform selective data rate adaptation based on loss ratks a ¢
access bandwidths of individual clients. To do this, wettrea
each client on the overlay data delivery path as a poteRrtil .
trandator. According to RFC 1889 [28], a translator is an entity
which forwards RTP packets of a stream without changing thee
source identifier that generated the data.
If there is no bandwidth mismatch between upstream and

downstream nodes of an overlay hop, no data transcoding oper

Overlay-multicast: This is the PRM-enhanced NICE
application-layer multicast protocol.

RTP translator: The translator performs any necessary data
rate adaptations before forwarding on the overlay hops.
Audio/Visual Output: This component is responsible
for the playback of the media. We use the player
code from theMPE&AI P tool publicly available from

htt p: // sour cef or ge. npeg4i p. net.

ation is necessary and the RTP data packets can be forwarBadh client receive the RTP packets through the single ayerl
without any change. However, some of the RTCP packets camylticast port. The overlay multicast code delivers thekgac
control information which apply only to that specific overla to the appropriate RTP or RTCP port internally (as shown in
hop only e.g. the Receiver Report (RR) packets. Therefdfegure 5).



The SRMS-client can be implemented in two different ways.

In the first approach, we calitegrated client, all the three com-
ponents are implemented in a single process (Hos$h Fig-

ure 5). This is the most efficient implementation of the dlien
In particular, there is no redundant RTP code (unlike in the a

ternative approach described next). Additionally it is gbke

Similarly if the translator also changes the data encoding
then the octet counts also need to be appropriately ad-
justed.

« All SDES CNAME packets and BYE packets (both part of

RTCP) should be forwarded unchanged. The SSRC field
should not be altered.

to closely integrate the different components. For exampke  Each overlay hop in RTP is treated as an independent RTP

duplicate detection and suppression buffers of PRM and thession and independent data transcoding can be performed o

playback buffer of the audio/video output component can lleem. As a consequence the entire group of clients are logi-

shared and there is no redundant data movement. cally split into connected subsets of the data delivery pati
In the alternative approach, we cpfbxy-based client, there clients within the same subset receive media with the sari@e da
are two processes that together serve as a single client (Herscoding format and data rate. We call each such connected

Y in Figure 5). One process implements the overlay multsubset, anedia domain.

cast and the RTP translator functionalities. This procested

the streaming proxy, demultiplexes the RTP and RTCP padkteraction of RTP translation and PRM

ets from the overlay multicast port, performs necessary RTPIn PRM randomized forwarding, each overlay node chooses

translations and forwards the data along its downstream ovenother overlay node at random and forwards a data packet to

lay hops. Additionally it forwards a copy of the received RTknhe latter with a low probability. Consider the case where an
and RTCP packets to the other process, the stand-alone medigrlay node X, forwards a data packet to another noblg,
player. A number of such media players (e.9. MPEG4IP) agiong a random edge, add andY” belong to two different me-
available in the proprietary and in the free software domaidia domains. In such a case the media encoding in the payload

These media players typically interact with media stregmirf the forwarded packet may potentially be inconsistenhwit

servers using RTP, and implement RTP functionality thenthe media encoding af due to intermediate RTP translations.

selves. Therefore, RTP functionality in the proxy-baséehts There are two simple solutions that reduce such wastefal dat
is replicated in the two processes. While such a constnuddio forwarding along random edges.

comparatively inefficient, it has its advantages. It dedesithe » Usea single media encoding format: The media encoding

implementation of the media player from the rest of the SRMS-  format is not changed during RTP translations. Instead an

system. Thus, the user has the flexibility of using off-thets aggressive quantizer is used on the input stream to produce
media player binaries as part of the SRMS system. a lower quality, lower bit rate stream with the same format.

A key component of handling RTP packets in the clients, is  In such a scenario all media domains will use the same
the process of RTP translation. We now present a brief sum- media encoding format and will be compatible with each
mary of how this is handled in the clients and its consequent other. This approach is relatively simple, but it trades off
interaction with PRM. media quality to reduce data rates.

o Restrict random forwarding to compatible media do-
mains; In this alternative approach we propose a simple
extension to PRM as follows. Each overlay node randomly
discovers other overlay nodes only within its own media
domain, or other media domains with a compatible media
encoding. To enforce this constraint we have to modify
the behavior of th®iscover message used by an overlay
node to randomly discover some other overlay nodes. For
this the application-levalTL of a Discover message is not
decremented when it passes through an overlay node that
has an incompatible media encoding with the source node.

E. RTP Trandation

Prior to forwarding the data to each downstream neighbor
the RTP component optionally transcoded the media to a dif-
ferent (lower data rate) encoding format. Such transcoiing
performed at the granularity of overlay hops. As a conseceien
clients are not constrained to the minimum bandwidth on the
entire network. Instead each client is able to receive datzea
maximum permissible bandwidth on the path to the source.

RTP translation is a relatively expensive operation in &rm
of processing and need not be performed by all clients. Infac  This ensures that tHETL of the Discover message reaches
only the clients that have disparate available bandwidtheir zero only at another overlay node with a compatible me-
upstream and downstream hops need to perform the transcod- dia encoding. Such a technique also requires interaction
ing. A good description of such an application-level gatewa  between the overlay multicast component (PRM enhance-
for video streams can be found in [2]. ments in this case) and the RTP translator, and an API

The summarize the key aspects of the RTP translation pro- which supports such an interaction.
cess are as follows: Data-rate adaptationin SRMS The design of SRMS allows

« If the packetization interval or frame rate is changed or tHkexible use of different media translation and data adaptat

sampling frequency of the data packets is altered, then tmechanisms. In our prototype implementation, we use a sim-
timestamp in the packets needs to be adjusted. plified variant of the first option proposed above — use of a
« If RTP packets are merged or split then the sequence nusingle media encoding format. We have implemented a very
ber needs to be appropriately altered. Additionally th&mplepacket droppingmechanism as the adaptation technique.
packet counts in the sender/receiver report (SR/RR) RTTRhe upstream client detects that packet losses on the over
packets should also be updated to reflect these chandag.hop is above a configurable threshatd ), it selectively



testbed. In all our experiments, we streamed multimedia dat
from the Darwin streaming media server (publicly availade
http://ww. appl e. cont qui ckti me/ pr oduct s/ gt ss/).

We used a four minute MPEG4 encoded movie and streamed
it cyclically to the clients using SRMS. Different experinigs

15 hosts
reported in this section were between 15 minutes and one

100 ms
i 65 ms hour in duration. The Darwin media streaming server and the
Bomain P designated source of the multicast group were co-located in
osts ms 3 . N
10 g the same host for all these experiments. The bandwidth of the

media stream was about 250 Kbps.

For the emulated experiments, we set up the network topol-
ogy as follows. We modeled a group of clients distributed-geo
graphically in different parts of the world. We performedgi
based latency measurements and used it to assign the &stenci

15 hosts Domain B i i i
between these geographic domains. There were multipls host
in each domain and the latencies between pairs of hosts in eac
::ig. 6. The network topology used in the emulated networkremment. The domain was randomly chosen from between 5 ms and 10 ms.
e g o e e e chocen oamas s s AS a1 example, the end-to-end latency beteen a host in do-
2%. Within each domain the latencies between pairs of hosts vandomly Main C and another host in domain F is (5 to 10) ms + 35 ms +
assigned between 5 to 10 ms, and the corresponding losse©266 to 0.5%. 100 ms + (5 to 10) ms = 145 to 155 ms We assumed a larger loss
rate at the access gateways of each domain (between 1% and
2% packet losses) and comparatively lower losses inside eac
drops a proportional fraction of the data packets. If thes loglomain (between 0.2% and 0.5%). This topology is shown in
rate is below another configurable threshofd,{), it reduces Figure 6. The machines in the emulated environments were 650
the selective packet drop rate by a constant factor. The dat®d 800 MHz Pentium machines running versions of Linux or
packet loss rates are available from the receiver repor) (RRreeBSD.
messages. More sophisticated schemes e.g. Binomial conge®ur wide-area testbed consists of 32 hosts. Out of these 4
tion control [5], Generalized-AIMD [33], TFRC [10] etc. canhosts were in Europe, 2 in Asia, 1 in Canada, and the remaining
also be used in this adaptation to choose the packet drap raie different locations in the USA. The machines of the wide-
Prior work [16] has shown that such packet-dropping basegea testbed consisted of Celeron 733 MHz, and different Pen
bandwidth adjustments is an effective way to perform data raium machines with processor speeds between 300 MHz and
adaptation, without significantly impacting the media éfyal 1.7 GHz, running versions of Linux and FreeBSD.

However the design goal in SRMS is to provide the mech-

anism that enables adaptation and allow the exact adapta® Experiment Scenarios

a}nd data translation scheme to be (_:hosen af:cording “? applic We have evaluated the performance of the SRMS system for
tion goals. Apart from packet dropping techniques, tradswp range of group sizes (upto 128), join-leave patterns asd sy

based adaptations also provide a viable and efficient option tem parameters. In these experiments, all departureseoftsli

example of efficient media transcoding technique [2] hambe\gvere modeled as “ungraceful leaves.” This is equivalent to a

defined in prior literature. host failure, where the departing member is unable to send a
VI. EXPERIMENTAL RESULTS Leave message o the group. : : .
: In the experiments reported in these section, we first let a se

In this section we focus on the results from our implementgf end-hosts join the multicast group. Subsequently ergtsho
tion of the SRMS system. Prior work [4] had investigated thgin and leave the multicast group, which was varied for dif-
resilience achieved by PRM through simulation studies.s€heferent experiments. The join and the leave rate for members
results, in the context of application-layer multicasttpals, are chosen to be equal so that the average size of the group re-
can be summarized as follows: A number of different schemgfained nearly constant. We studied the various data dgliver
can achieve hlgh data delivery ratios when the failure rafes properties of SRMS under these dynamic conditions. The Dar-
overlay nodes are insignificant. However, only PRM achiev@gn server continuously streams the movie to the group. eSinc
high data delivery ratio even when the failure rate of overlahe clients were running at remote hosts, we disabled thmbct
nodes is relatively high. In a comparison of PRM with FECmedia playback in the clients for these experiments. Weedgg

based schemes the authors in [4] had shown that not only PRYIRTP data packets received at the clients and used the RTP
achieves significantly higher data delivery ratios undedete sequence numbers to detect packet losses.

ate overlay node failure rates, but it is able to do so witteesd | all results reported in this section, we use the notation

Domain E
3 hosts
-\Fm -

70 ms

Domain C
15 hosts

of magnitude less overhead. PRM-(r, 3) to indicate an SRMS configuration where the pa-
_ rameters of PRM are set as followsdenotes the size of the bit-
A. Experiment Testbed mask used for NAK-based retransmissiandenotes the num-

Our experiments were performed on a publicly availableer of randomly chosen neighbors, ahdenotes the probabil-
emulated network environment, as well as a public wide-ar#ég of forwarding to each of these random neighbors.



Failure and Join rate (per min)
Scheme 1.2 4.8 64 clients on emulated network environment
BE 0.81 0.72 1 [ T T T T T~ — — T ]
PRM-128 (3,0.01)| 0.98 0.98 A
PRM-256 (3,0.01)| 0.99 0.98 :
0.8 | ] g
TABLE | o
COMPARISON OF DATA DELIVERY RATIO FOR DIFFERENT OVERLAY E 06 - » (. |
NODE FAILURE RATES THE AVERAGE NUMBER OF OVERLAY NODES IN 2 | :
THE EXPERIMENT WAS64 AND THE EXPERIMENT DURATION WAS30 % 04l ‘ |
a - ;
MINUTES.
02 | 1
PRM 256 (3,0.01) -+ ‘
., BEe

. . 0
C. Experiments on the Emulated Network Environment 00 810 820 830 840 850 860 870 880 890 900

We first describe results from experiments performed on the Time (sec)

emulated network environment using the network topology is _ . _ . -
Fig. 7. Data delivery ratio achieved for a group of 64 cliessthey join

ShOWﬂ _m Figure 6. ) and leave the multicast group. Overlay node failure andjata was 4.8
Resilience: In Table | we show the average data delivery rager minute. Between time 850 and 860 seconds four interrteedigerlay

tios achieved using the SRMS system for experiments (30 mipdes on the data delivery tree left the multicast group.
utes in duration each) in which there were an average of 64 64 clients on emulated network environment
clients. The best-effort based delivers 72% and 81% of the 1 —— , , ,
data for the two different failure rates of 1.2 per minute and
4.8 per minute respectively. In contrast the PRM-based sys- 5 | i
tem achieves between 98% and 99% data delivery in all casgs.
We can also observe that a longer bitmask (for NAK-based rg-
transmissions) leads to better performance (we will disthis
aspect later in this section).

. . 0.4

We now present a more detailed snapshot of data delivery &-

tio in Figure 7. This plot corresponds to experiments witdao §

o6l [ )

ve fractio

failure and join rate of 4.8 per minute. Each SRMS scheme used 02 PRM 256 (30.01) —— |
the same join-leave pattern. In this scenario, four intefiate i PRM 128 (3.0.04)
overlay nodes departed from the group between time 850 and ° 0 2 20 20 - 50
860 seconds. As can be observed, the effect of these degmrtur Maximum data outage period (sec)

is quite severe for the best-effort case and the data dglieéio S )
decreases to less than 10%. In contrast the PRM-based schEfyfd c.curuiaive dtibuton of e argest dta gatperiod ser
maintains a high data delivery ratio 05%) for all receivers at join rate of 4.8 per minute.

all times.

In Figure 8 we plot the cumulative distribution of the maxi-
mum data outage period experienced by the different cliantsmaintenance using the NICE application-layer multicastgr
the same experiment (with 4.8 failures and joins per minut@pl. Most of the remaining control packets were due to NAKs.
The PRM-based scheme with a bitmask size of 256 perforrhBe volume of NAKs would depend on the source data rate and
extremely well — about 98% of the clients haveraximum network loss rates. In these experiments, NAKs accounted fo
data outage period of less than 10 seconds. As noted begore apout 1.78 control packets per second at each overlay nbae. T
ing a longer bitmask helps improve the data delivery ratlis T Discover messages and the corresponding responses accounted
is a significant improvement over the best-effort case, whefer about 0.2 control packets per second at each overlay.node
more than 90% of the group experience data outages of 30 sec-
onds or more.

Note that in all these experiments, each client chose thtlge
other random clients (i.er = 3) and forwarded data to them The wide-area experimentwas performed using 60 clients on
with probability,3 = 0.01. This implied that the additional datathe wide-area testbed. We ran two or three clients on each of
overheads for the PRM-based schemes, in these experimethishosts. The host with the Darwin server and the designated
was 3%. host was located in the USA, and distribution of one-way la-

Control overheads: For all these experiments we also meatencies from the source to the other clients varied betwes |
sured the control overheads incurred by the system. Theatonthan 1 ms to 225 ms. To limit the load imposed on this wide-
overheads at each node was essentially insignificant caupaarea testbed, we had also reduced the data rate sent out from
to the data rate. For the 64 node experiments, the totalaonthe Darwin server to about 32 Kbps. We correspondingly re-
overheads was about 2.9 control packets per second on averhgeed the bitmask size (used for NAK based retransmissions)
at each overlay node. Out of these, on average about 0.96 donsmaller values. As before, the overlay node failure and jo
trol packets per second was due to overlay tree construatidn rate was 4.8 per minute.

W de-area Experiments



60 clients on wide-area testbed
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Fig. 9. Data delivery ratio achieved by a group of 60 clieots &verage)
on the wide-area testbed for a 30 minute experiment. Thearsdtam
was started three minutes into the experiment. The dataedglratio is
averaged over each 20 second interval for clarity. The ayerbde failure
and join rate was 4.8 per minute each.
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Fig. 10. Cumulative distribution of data losses for a 30 rterexperiment

on a group with 60 clients (on average) performed on the wide-testbed.

The overlay node failure and join rate was 4.8 per minute .each
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VIl. RELATED WORK

A large number of research efforts (IVS [32], Rendez VBus
vic, vat?, rat*, CUSeeMeetc.) have addressed real-time me-
dia streaming in the last decade. Media streaming to a group
of users in these systems typically relied on network-layekF
ticast (or MBone) support. A number of commercial efforts
e.g. Real Networks, Windows Media Player, Fast Forward Net-
works, handle media streaming to groups of users using pro-
prietary protocols. In contrast SRMS is an overlay multicas
based media-streaming system that is the first of its kindde p
vide strong resilience guarantees. It is an open-sourte s,
built using some other open-source softwares availabkytod

A large number of research proposals have addressed reli-
able delivery for multicast data, most notably in the cohtex
network-layer multicast. A comparative survey of theseg+ro
colsis givenin [18]and[31]. In SRM [11] receivers send NAKs
to the source to indicate missing data packets. Each such NAK
is multicast to the entire group and is used to suppress NAKs
from other receivers that did not get the same packet. Irafhus
proach, however, a few receivers behind a lossy link canrincu
a high NAK overhead on the entire multicast group.

Tree-based protocols provide another alternative saidtio
reliable and resilient multicast. In this approach the reos
are organized into an acknowledgment tree structure wih th
source as the root. This structure is scalable because the ac
knowledgments are aggregated along the tree in a bottom-
up fashion and also allows local recovery and repair of data
losses. Protocols like RMTP [24], TMTP [34], STORM [26],
LVMR [20] and Lorax [19] construct this structure using TTL-
scoped network-layer multicast as a primitive. In contrast
LMS [23] uses an additional mechanism, called directed sub-
cast, to construct its data recovery structure. Our work dif
fers from of all these above approaches in two key aspects.
First, unlike all these protocols that employ network-layeil-
ticast service for data distribution our scheme is based apo
application-layer multicast delivery service.

More recently, a number of projects have addressed the prob-
lem of constructing efficient data delivery paths for apgiicn-
layer multicast [9], [12], [3], [35], [15], [7], [25], [17]Of these,
the Narada protocol [8] has been used to deliver media stream
to a set of clients. However the protocol itself does not adsir

In Figure 9 we show the data delivery ratio achieved over e issue of resilience and recovery. The Overcast prof®&l

entire duration of this experiment. To improve the legtpibf

is defined specifically to provide reliable multicast seegicis-

this plot, we averaged the data delivery ratio over 20 secoti@ overlays. Each overlay hop in Overcast uses TCP for data
intervals. We can observe that SRMS achieves a high data #ansfer and such a construction is not suitable for stregmi
livery ratio for nearly the entire 30 minute duration, white Media applications with real-time requirements. In facteof

best-effort based data delivery suffers significant losses

these protocols explicitly address the issue of resilianlgieh
is essential to media streaming applications.
To the best of our knowledge the SRMS system is the first

In Figure 10 we show the cumulative distribution of data thafpplication-layer multicast based scheme that addresses r
was lost at the different clients for the same experimertait - silience. Second, all the network-layer multicast baséeswes
be observed that for the PRM-based system (with a 64 bit bifescribed employ completely reactive mechanisms for geovi
mask) about 20% of the clients do not experieaggdata loss ing data reliability and therefore incurs moderate or higlivel
on the wide-area testbed. About 90% of the clients eXp%iQnCery latencies. As we show in this paper, proactive mechagism
loss of less than 5%. The additional data overheads for beth t

PRM-based schemes were 3%. This is a significant improv

Z_Rendez Vous is available at www.lyonnet.org/IVStng
e3Both vic and vat are available at www-nrg.ee.lbl.gov

ment over the best-effort based SRMS system, in which abouta is available at www-mice.cs.ucl.ac.uk/multimedigtisare/rat/index. html

50% of the clients experience more than 20% data loss.

5CUSeeMe is currently available commercially at www.fverco
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Scheme Data delivery Recovery mechanism Overheads Recoveryclaten

SRM[11] Network multicast Reactive NAKs High (for high High
with global scope network losses)
STORM [26], Lorax [19] Network multicast Reactive NAKs Low Moderate
on ack tree
LMS [23] Network multicast Reactive NAKs Low Moderate
and directed subcast on ack-tree
RMTP [24] Network multicast Reactive/periodic Low Moderate
LVMR [20] ACKs with local scope
TMTP [34] Network multicast Reactive NAKs and Low Moderate
periodic ACKs with local scope
Parity-based [22] Network multicast Reactive NAKs and Moderate Moderate
(APES [27]) (and directed subcast) FEC-based repairs
FEC-based Network multicast Proactive FECs High Low
[14], [22], [6], [21] or App-layer multicasf
Overcast [15] App-layer multicast Reactive ACKs (TCP) Low Moderate
SRMS App-layer multicast Proactive randomized forwarding Low owL
and reactive NAKs
TABLE Il

COMPARISON OF DIFFERENT RELIABILITYRESILIENCE MECHANISMS FOR MULTICAST DATA

e.g. randomized forwarding, can be used to significantly imices framework [1] describe the implementation expergavfc
prove resilience for applications that require low latedafa a media transcoding system. LVMR [20] defines an alternate
delivery. approach to bandwidth adaptation based on layered encoding
SRMS is not the only system to provide improved reliabilit@f video, specially in the context of network-layer mulsta
performance for multicast data. There exists some wellkno where clients can subscribe to a subset of video layers ioracc
forward error correcting code based approaches that ave al@nce with their processing power and access bandwidths.
proactive in nature. For example, Huitema [14] had proposed
the use of packet level FECs for reliable multicast. Nonnen- VIIl. CONCLUSIONS
macher et. al. [22] studied and demonstrated that addltiona : . L
. . : . In this paper, we have described SRMS, an application-layer
benefits can be achieved when an FEC-based technique is com:. . o . .
. : . o multicast based system for resilient media streaming toggela
bined with automatic retransmission requests. APES uses a r . L .
- . group of clients. The system is implemented in a way such that
lated approach for data recovery [27]. Digital Fountaind6l it can interoperate with existing tools for media streanang
RPB/RBS [21] are two other efficient FEC-based approachels P 9
that provide significantly improved performance. All th&$eC P ayb_ack. . :
Being based on the PRM loss resilience scheme, SRMS is
based approaches can recover from network losses. Howev

they alone are not sufficient for resilient multicast dattveey ble to achieve very high data d_ehvery ratios inspite of net
vl\ﬁ)rk losses and overlay node failures. Through our detailed

when overlays are used. Overlay nodes are processes oare ;
y ynot P g<1;maly3|s we prove that PRM (and consequently SRMS) scales
end-hosts and are more prone to failures than network uter

well to large groups. In particular the additional data ever

FEC-based approaches are not sufficient to recoverfrorastosgeads required to achieve hiah data delivery ratios asvinpto
due to temporary losses on the data path, especially when low q 9 y ymp

latency delivery is required. However SRMS differs from al‘fally go to zero as the size of the group increases. In this pa-

these other schemes by providing a proactive component t gf we have also derived necessary and sufficient conditions
y at enable PRM to have such asymptotic scaling properties.

allows the receivers to recover from losses due to overlaaayenoT . . . . .
. . .~ These results are especially interesting since as priok y4dr
failures. In Table Il we summarize the recovery charadiess o :
shows, some of the other existing error-recovery techrsgue

of all these schemes including SRMS. :
SRMS also defi ‘ K in which vari bandwid uch as FEC, alone do not provide adequate data recovery for
also detin€s a Iramework In Which various bandwi plication-layer multicast based data distribution.

adaptation_techniques can be applied within the_ contexteof M Another interesting component of SRMS is its architecture
d|ar115trean;|n? to du_ser groll_Jtps. tD|ﬁerenttgan(J][W|dth adamat'that allows flexible implementation of data rate adaptation

tsc etmes € mke T;1n F,)\;I'O(r;' egature are2, _?;_e (:Le’gotfmrgm suit application needs. We use existing techniques ana-prot
ary to our work. The MeGa Gateway [2] within the Active €MZols to enable selective data rate adaptation based on the ne

6 Althouah FEC-based sch b imol ed —— work conditions and access bandwidths of individual cBent
oug -based schemes can be Implemented over yer .

multicast, as this paper shows, it alone is not sufficienttoeve high delivery _We have _StUdled the pe_rformance of SRMS thr_OUQh de-
ratios even under moderate frequency of membership chamges overlay.  tailed experiments on public emulated network environment
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and wide-area testbeds. Our results show that SRMS provi@i®$ H. Schulzrinne, G. Gokus, S. Casner, R. Frederick, adébbson. RTP:

good data resiliencex(97% delivery ratio) even under advers

conditions with less than 5% overheads.
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IX. APPENDIX. PROOF SKETCH FORTHEOREMIV.1

We now outline the main ideas of the proof. In several places
below, we will employ the union bound: for any collection of
eventst, Es, ..., E,,

Pr[Ey V Ey V.-V Ep] < ) Pr[E].

i=1

Let the overlay tree have some depttori =0,1,...,d —
1, suppose all nodes at depthave someD; children. (Recall
that the root is at deptb, its children at depth, etc.) Recall
the failure model (A2) of Section IV. Suppose naddoes not
fail. Then, defineC(u) to be the connected component (sub-
tree) containing., after the node- and link-failures occur. For
each connected componefit we choose as keader, an arbi-
trary element ofC' of smallest depth. Suppose the probability
of random forwarding has been chosen (as an arbitrarily small
positive constant), and that each vallk is at leastC logn
whereC is a sufficiently large constant, as required by The-
orem IV.1. We first show that the following conditions hold
simultaneously with high probability:

(P1) the number of surviving nodes at every depih at
least(1 — 2¢) - DyD; ---D;_y; and
(P2) foralli < d—1and forall surviving nodesg at depth

i, the number of descendantswthat lie inC(u), is
atleast((1 —€)?(1 —6))4 - D;Djy1---Dy_1.
Claim (P1) is proved using a simple application of the Hoeffd
ing bound [13]. Claim (P2) is proven using an iterative appli
cation of the Hoeffding bound; the intuition is as followsalC
a nodegood if it, as well as the link connecting it to its par-
ent, survive. The expected number of good children,a$
D;(1—¢€)-(1-9); sinceD; grows at least logarithmically in,
one can use the Hoeffding bound to show that with high proba-
bility, at leastD;(1—¢)?-(1—4) children ofu are good. Iterating
this argument down the tree and applying a union bound over
all u, we prove (P2).

The heart of the proof is as follows; we first give a proof
sketch for part (i) of Theorem IV.1. To show that every sur-
viving non-leaf node gets the data with high probabilitytif-
fices to show that for every non-lebdader u, some node in
C(u) gets the data with high probability. (Once this happens,
the data gets reliably transmitted across the link€ @f) with
probability1.) For the sake of simplicity of our mathematical
expressions, we assume here that all non-leaf nodes have the
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same number of childre® (this condition is only required for number of parents-of-leaves that survive is some valueor
notational convenience here). Letp(z) denotee®. We show any one of them, the probability that it gets disconnectethfr
the following claim by induction oi, whereg is a positive con- all of its neighbors can be as high as

stant, andy is a strictly positive quantity which depends only

one ands: (e+6—es)tloen > ¢losn
Let » be an arbitrary non-leaf leader at depth i. = ptlos(l/o),
Then, conditional on (P1) and (P2), the probabil-
ity of no node in C(u) getting the data is at most One can then show that with high probability, the number of
exp(—a(Di)4). these completely isolated nodeg(igt - n—0108(1/)) which is

The base case of the induction is for 0 which corresponds |arge if b is small enough (e.g., # < 1/(2log(1/¢))). Fur-
to the case where is the root. Since the root never fails, thdnermore, if we require low overhead, the random forwards wi

claim holds trivially. Next suppose> 1. Assuming the claim yvith high probabili_ty_ not reach most of_these nodes, thud-lea
forall i’ < i, we complete the induction faras follows. If (P1) Ng to several surviving nodes not receiving the data.

and (P2) hold, it can be shown that the cardinality of thesset N€xt, consider the tree augmentatltl)n sl</:h)eme of Section IV-
of surviving nodes in connected components whose leaders Ai We now sketch why its overhead 6 1z§((1/f) ) is necessary.

at depth strictly smaller thah is at least Suppose the average overhead of a node is at most ¢ -
B p , it 184, for some small constant Then, since most of the
= QDU ~ e (1-9)) ) nodes are at the leaf level, most leaves get connected tosit mo
= Qn-((1-e?(1 =) . 3a other nodes, including the random forwards. For a given

) ) ) ] such leaf, the probability that all of the8e: interconnections
By choosinga appropriately, we can apply the induction hy'goto failed nodes. is

pothesis and a union bound to show that the probability of 3o = ge
even one such connected component (whose leader is at depth . ’
smaller thani) not getting the data, is much smaller thatvhich is much larger thag if ¢ < 1/3 (recall that¢ < 1).
exp(—a(Dw)?1). Next, assuming (P2), the size 6f(u) is Thus, the fraction of successful nodes that do not get the dat
at least will with high probability be much more thas in such a situ-
ny = ((1 —€)%(1 —9))4. D2 ation. Finally, a similar proof shows that Thél“—¢) - (1 —
. ) d) - (1 — g(n)) fraction” bound of part (ii) of Theorem IV.1 is
Thus, the probability that no random forward frasharrived  imal if we desire low overhead. The idea is that under low
into C'(w), is at most overhead, with high probability the only connections (irthg
_ Q(nino) O yd—i((1_2(1_sn2(d—i)+1  the random forwards) for most leaves will be to their parents
(1=p/n) < exp(=0(p-D((1=6)"(1-0)) ” Now, each surviving leaf has its connection to its parenaat t

which can be bounded byxp(—Q((Dv)4—?)) for a suitable with probability (1 — €) - (_1 —¢): both t_he parent, and _tr_le link
choice ofy. These ideas help complete the induction proof; ® the parent, must survive. Thus, with high probabilitylyon
union bound over all surviving non-leaf nodes (using thasac@Pout &1 — ¢) - (1 — )—fraction of the successful leaves will
d —i > 1 and thatD grows at least logarithmically in) then "€C€ive the data with high probability, if we aim to keep the
shows that all of them get the data with high probability. overhead low.
Having shown the above, we can handle the surviving leaves,
to prove part (i) of Theorem IV.1. Consider the surviving
leaves; the fraction of these such that their parent, as agell
the link to their parent, survive, can be shown to be at least
(I —¢€)-(1=19)-(1—g(n)) with high probability using the
Hoeffding bound, wherg(n) tends to0 asn increases. Now,
we have argued above that all surviving non-leaves get ttee da
with high probability; thus, all surviving leaves that remeon-
nected to their (surviving) parent, will receive the dattéwhiigh
probability. This completes the proof sketch for part (fiybe-
orem IV.1.
The degree lower bound of a suitable constant titngs can
be shown to be asymptotically necessary, as follows. Sugpos
for some small constamt > 0, that all parents of leaves have
degree at mostlogn. Then, we give a proof sketch a few
lines below that with probability tending tb asn increases,
a substantial number @lrviving parents-of-leaves will have
the following property: they get disconnected from all ofith
neighbors in the tree. Then, if the overhead needs to be kept
small, most of these isolated parents-of-leaves will notige
data, with high probability. Here is a proof sketch. Suppbge



