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1 IntroductionGiven a convex polygon P , for m � 3 we de�ne an m-envelope for P to be an m-sidedconvex polygon that encloses P . In this paper we consider the problem of computing theminimum area m-envelope where the angles of the envelope are speci�ed. More formallythe problem is, given a planar convex n-gon P , and a sequence of m prescribed anglesA = h�1; �2; : : : ; �mi, determine a minimumaream-envelope having these prescribed exteriorangles in counterclockwise sequence about its boundary. Clearly this sequence of angles mustsatisfy m � 3 and 0 < �i < � and nXi=1 �i = 2�:Although the exterior angles are �xed, the lengths of the edges are not speci�ed. We allowfor the degenerate case of envelope edges of length zero, implying that the enclosure mayhave fewer than m sides.Our main result is an O(nm logm) time and O(n+m) space algorithm for this problem.This is O(n) time and space if m is a constant. The algorithm itself is a straightforwardapplication of the method of rotating calipers [16], but some care is needed to e�cientlymaintain the area of envelopes. Perhaps the most interesting aspect of our result is a proofthat any locally minimumm-envelope with given exterior angles must be ush with an edgeof P , meaning that one of the edges of the enclosure must be collinear with one of the edgesof P . Flushness is a common �niteness condition used to restrict the otherwise in�nitesearch performed in many geometric optimization algorithms. For many existing rotatingcalipers solutions, establishing ushness is a relatively easy matter (but there are exceptions[5]). However, for this problem the proof of the ushness condition is much subtler becauseany rotation of a single side of the m-envelope a�ects all m sides (because of the angleconstraints). We prove the ushness condition by an induction argument that reduces theproblem to the case of a triangle with angle constraints.Computing minimal convex enclosures for geometric objects is a fundamental geometricproblem. Because the enclosures are assumed to be convex, it is su�cient to consider com-puting an enclosure for the convex hull of the geometric object in question. This problemarises in applications in which one wishes to �nd an approximation to a convex object that1



is simpler in the sense of having a smaller number of sides. The problem of computing min-imum convex polygonal enclosures of m sides for an n-sided convex polygon (without angleconstraints) was considered originally by Boyce, Dobkin, Drysdale, and Guibas [2] and laterby Aggarwal and Park [1], who showed that the problem can be solved in O(nm) time.It is often of practical value to impose additional shape constraints on the enclosure,for example, the constraint that a four-sided enclosure be a rectangle, or that a three-sidedenclosure be an equilateral triangle. Observe that both of these examples can be cast interms of computing enclosures with given angle constraints. Work of this type includesthat of Toussaint [16], who gave a linear time algorithm for �nding the smallest enclosingrectangle; Depano and Aggarwal [6], who gave linear time algorithms for computing thesmallest enclosing equilateral triangle and square; and O'Rourke [13], who presented anO(n3) algorithm for the three-dimensional problem of computing the smallest rectangularbox enclosing a convex polytope.Our algorithm, like many of those listed above, is based on the method of \rotatingcalipers." This method has been used, for example, for the problem of determining thesmallest triangle enclosing a given convex polygon, by Klee and Laskowski [9] and O'Rourke,et al. [14]. It has also been used by Dobkin and Snyder [7] for the problem of computingthe largest triangle enclosed in a convex polygon (see also Chandran and Mount [3]). Otherexamples include algorithms for packing and covering the plane with convex polygons (seeMount and Silverman [12] and Mount [11]).2 BackgroundWe begin with some observations about the nature of locally minimal enclosures with speci-�ed exterior angles for a given convex polygon P . Each edge of any such minimal enclosuremust contact the boundary of P , for if not, we could decrease the area of any convex enclosurehaving a nontouching edge by translating such an edge parallel to itself inwards towards P 'sboundary. It follows as a consequence that degenerate edges of zero length must be allowed,or else minimum enclosures do not exist. Suppose for example that P is a square and weseek a minimum 5-sided enclosure with the exterior angle sequence h�=2; �=2; �=2; �=4; �=4i.2



It is easy to see that for every � > 0 there is an enclosure with these exterior angles whosearea di�ers from P by � (see Fig. 1(a)). The limiting enclosure is equal to P and has oneside of length zero, that is, two concurrent vertices.
(c)(b)(a) Figure 1: Fixed angle enclosures.Henceforth, assume that the edges of any polygon are directed counterclockwise aroundthe boundary of the polygon. De�ne the angle of a directed line to be the angle formedbetween the unit vector on the x-axis and a unit vector directed parallel to the line. Foreach angle �, there is a unique directed line supporting P at this angle, such that P lies tothe left of the supporting line. Given a sequence of exterior angles A = h�1; : : : ; �mi it willbe notationally convenient to de�ne the following sequence of angle o�sets by computingpre�x sums of the �'s. Let B = h�1; : : : ; �mi where�i = X1�j<i�i(and �1 = 0). For a given angle �, there is a unique m-envelope with sides contacting P , andsatisfying the exterior angle constraints, formed by taking the intersection of the left sidehalfspaces of the m supporting lines for P at the angles�1 + �; �2 + �; : : : ; �m + �:Let Env(�) denote this m-envelope. In Fig. 1(b) and (c) we show Env(�) for two di�erentvalues of �. From our earlier observation that the edges of any minimum envelope contactthe polygon, it follows that it su�ces to computeinf0��<2�Area(Env(�)):3



As � varies continuously from 0 to 2�, de�ne the contact points of Env(�) to be thesequence of vertices of P that the sides of Env(�) contacts. If an edge of Env(�) is ush withan edge of P then we take the contact point to be the counterclockwise endpoint of this edgeof P . An angle is critical if such a ush contact occurs. Equivalently, an angle � is criticalif and only if, for some counterclockwise directed edge e of P and for some i, 1 � i � m,�i + � is equal to the orientation of e. As � ranges from 0 to 2� each of the m sides of theenvelope will become ush exactly once with each of the n sides of P , and hence there areat most n �m distinct critical angles (fewer if multiple sides are simultaneously ush). Themain result establishing the correctness of our algorithm is the following ushness condition.Theorem 2.1 (Flushness Condition)Env(�) is locally minimum with respect to area only if � is a critical angle, that is, if an edgeof Env(�) is ush with an edge of the polygon.This theorem is proved in Section 4. For now, assuming this result we can outline thealgorithm. As mentioned earlier, the algorithm operates by the method of rotating calipers.We begin by computing the initial envelope, Env(0), by determining the contact points ofthe directed supporting lines for each angle in B. Since the angles of this sequence are sorted,we can do this in O(n + m) time by a single counterclockwise scan around the boundaryof A. Once the contact points are known, it is an easy matter to compute the area ofthe resulting envelope in O(m) time. (We assume a real-RAM model of computation inwhich arithmetic operations, comparisons, square roots, and trigonometric functions can beperformed in constant time [15].)The algorithm operates in stages, each one advancing from one critical angle to the next.To determine the next critical event, for each edge of the envelope we compute the nextangle � at which it becomes ush with the edge of P lying just counterclockwise of thecontact point. Among these m angles we select the smallest to be the next critical angle. (Ingeneral there may be ties for the next critical angle, but it will simplify the presentation toassume that they are distinct.) By storing these angles and the associated contact points andenvelope sides in a priority queue [4] we can extract the minimum angle in O(logm) time.Given the next critical angle we can update the contact point that has changed in constant4



time (by sliding it to the next vertex in counterclockwise order) and insert an event anglefor the next edge into the priority queue. This is repeated O(nm) times until the criticalangle cycles through a full rotation. The total time spent accessing the priority queue isO(nm logm), and the space needed for the priority queue and polygon together is O(n+m).At each critical angle we must update the current area for the next envelope. We considerhow this is done later. When the algorithm is completed, then the smallest polygon foundso far is reported. We summarize the algorithm below. It is given the polygon P and thesequence � of exterior angles.procedure MinEnv(P , �) fn = sizeof(P ); m = sizeof(�);�[1] = 0:0; =� compute angle o�sets �=for i = 2 to m do�[i] = �[i� 1] + �[i� 1];for i = 1 to m do f =� initial contact points �=C[i] = Contact point of P with line at angle �[i];Add critical angle for side i into priority queue;g� = 0:0;A = area of current envelope;while (� < 2�) f =� process next event �=(�; i) = Next critical angle and contact side;Update Area(Env(�));A = min(A;Area(Env(�)));Advance contact point C[i];Add critical angle for side i to priority queue;greturn(A);gThere are two missing elements needed to complete the description of the algorithm andestablish its correctness. The �rst is how the area can be updated e�ciently from one criticalplacement to the next. This must be done in O(logm) time to achieve the desired runningtime. We show how this is done in the next section. The second element, as mentionedabove, is the proof of Theorem 2.1, which shows that it su�ces to consider envelopes onlyat critical angles. This is proved in Section 4.5



3 Area ComputationIn this section we describe how the area of the m-envelope, Env(�), is updated as we movefrom one critical angle to the next. Intuitively, between critical angles the contact points withthe polygon P remain unchanged, and hence the area varies with � in a smooth continuousmanner. We will see that this area function can be described by a simple formula, which isa function of �, whose coe�cients are functions of the sequence of exterior angles A (or thederived sequence B of o�set angles) and the position of these contact points. Of course thelength of such a formula (that is, the number of symbols in the formula) would expected togrow at least proportionally with m, implying that its evaluation would require O(m) time,and not the O(logm) time that we desire. However, we show how to express the formulain terms of a tree-structured collection of O(m) formulas each of constant complexity, suchthat when we arrive at a critical angle, this collection can be updated in O(logm) time.We begin by deriving the formulas for the area at a local level. Let c1; c2; : : : ; cm denotethe contact points for the current envelope, Env(�), where ci is the contact with the edgeat angle �i. Let ai(�) denote the vertex of Env(�) that lies between points ci and ci+1. Theset of contact points changes discretely only at critical angles (depending on which edgebecomes ush). Let H denote the convex hull of these contact points, and for 1 � i � m,let Ti(�) denote the triangle whose vertices are ci, ci+1, and ai, see Fig. 2(a). (Throughout,indexing is performed cyclically modulo m so that cm+1 = c1.) If the envelope contains edgesof length zero, then Ti(�) may degenerate to a single point. Observe that Env(�) is equalto the disjoint union of H and the m triangles Ti(�). And hence the area of Env(�) can becomputed by summing the area of H and the areas of these triangles.As � varies between two critical angles, H does not change, and hence contributes aconstant additive term to the area of Env(�), whereas the area of Ti(�) varies continuously.Let us explore this variation between critical angles. First observe that because the angle atvertex ai(�) is �xed at � � �i and the contact points are �xed between critical angles, as �varies the vertex ai(�) travels along an arc of a circle passing through ci and ci+1 of arc size2�i. As far as the algorithm is concerned it is not possible for ai(�) to travel along the entireboundary of this circle, but it will be convenient for us to extend the de�nition of Ti(�) for6
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H Figure 2: Local area computation.the entire range of � from 0 to 2� by de�ning ai(�) to be the intersection point of a linepassing through ci at angle �i + � and a line passing through ci+1 at angle �i+1 + �. It willalso be convenient to make the convention that the \area" of Ti(�), denoted Areai(�), is asigned quantity that is negative as ai passes to the other side of the chord cici+1. We callthe resulting �gure an extended envelope.Let i denote the angle of the directed segment from ci to ci+1. It will be convenientnotationally to de�ne�+i = i � �i and ��i = �i � i�1 and ��i = �+i � ��i+1:Now referring to Fig. 2(b), the side of Env(�) contacting ci has the angle �i + �, and henceforms the angle i � (�i + �) = �+i � �with chord cici+1. The side of Env(�) contacting ci+1 has the angle �i+1 + �, and forms theangle (�i+1 + �) � i = ��i+1 + �with the same chord. Letting di denote the length of the chord cici+1 we apply a standardformula for the area of a triangle [8] (which is an immediate consequence of the included7



angle formula for the area of a triangle and the law of sines), yieldingAreai(�) = d2i sin(�+i � �) sin(��i+1 + �)2 sin�i :It is a straightforward matter to verify that this signed area function satis�es the conventionmentioned earlier as � varies from 0 to 2�.For now let us drop the subscripts to simplify the notation. Expanding the above formulawe have Area(�) = d22 sin� sin(�+ � �) sin(�� + �);which, after tediously expanding, multiplying, combining terms, and then further simplifyingby expressing in terms of 2� and ��, leads toAreai(�) = d2i4 sin�i (sin��i sin 2� + cos��i cos 2� � cos(�+i + ��i+1)):Given that �+i + ��i+1 = �i+1 � �i = �i, we can formulate the area function for eachtriangle in either of the following simple forms.Lemma 3.1 Consider the sequence of contact points hc1; c2; : : : ; cmi arising in the compu-tation of the envelope, let Areai(�) denote the area of the triangle Ti(�) bounded between thecontact points ci and ci+1, and let Area(�) denote the total area function.(i) Areai(�) = (d2i =(4 sin�i))(sin��i sin 2� + cos ��i cos 2� � cos�i).(ii) Areai(�) = (d2i =(4 sin�i))(cos(2� � ��i ) � cos�i).(iii) Area(�) is of the general form a(cos(2�+ b))+ c, for constants a; b; c independent of �.Proof: Parts (i) and (ii) follow from the derivation given above and standard trigonometricidentities, and part (iii) follows from the facts that (1) each function Areai(�) is of the forma(cos(2� + b)) + c, (2) it is well known from trigonometry that the sum of two functions ofthis form is of this same form, and (3) Area(�) = Area(H) +PiAreai(�). 2Part (i) of this lemma describes Areai as a linear function of sin 2� and cos 2� of theform pi sin 2� + qi cos 2� + ri, where the triple of coe�cients, (pi; qi; ri), depends only on the8



local structure of Ti. Henceforth we assume that each triangle's area function is representedsymbolically as such a triple. Let Areaj;k(�) denote the sum of the areas of consecutivetriangles from Tj(�) through Tk(�), that is,Areaj;k(�) = Xj�i�k Ti(�):As before, although the function Areaj;k is meaningful to the algorithm only between a pairof critical angles, we will extend this function over the entire period 0 � � < 2�. Thisfunction can be represented by simply storing the corresponding sums of coe�cientspj;k = Xj�i�k pi and qj;k = Xj�i�k qi and rj;k = Xj�i�k ri:We can now discuss how area calculations are performed. We use a standard techniqueof representing the function as the sum of functions stored in a binary tree. We construct abalanced binary tree of height O(logm) whose leaves, from left to right, contain the vectorrepresentations (pi; qi; ri) of Areai for 1 � i � m. Each internal node is the root of a subtreewhose leaves are associated with a consecutive set of triangles Ti, say for j � i � k. At thisnode we store the vector coe�cients (pj;k; qj;k; rj;k) representing the aggregate area functionAreaj;k.Initializing the leaves of this tree at the start of the algorithm can be performed in O(m)time, given the initial set of contact points. We can compute the coe�cients at the internalnodes of the tree by simply summing the vectors of coe�cients of the two children. At thesame time we also compute the area of H, the convex hull of the contact points, in O(m)time.As the algorithm is running, the area of Env(�) can be computed in constant time bycomputing the area function at the root of the tree, and adding to this the area of the convexhull of the contact points, which is maintained separately. When a contact point ci changeslocally, implying a change in the adjoining triangles Ti and Ti�1, we perform the followingsteps.� Update the area of the new convex hull of the contact points. Since only one point cihas changed position, and it lies in the same relative position within the convex hull,9



this can be done by subtracting the area of the old triangle formed by ci�1, ci and ci+1and adding in the area of the new triangle after modifying ci.� Compute the updated area functions for Ti and Ti�1. Each can be done in constanttime.� For each ancestor of Ti or Ti�1, recompute its area function. Since the height of thetree is O(logm), this can be done in O(logm) time.In summary, we can maintain a data structure which allows us to compute the areaof Env(�) in constant time for any �, and can be initialized in O(n) time and updated inO(logm) time. As mentioned earlier, the total number of updates is O(nm), leading to atotal cost of O(nm logm).4 Flushness ConditionRecall from the introduction that an angle � is critical if one of the edges of the envelope,Env(�) is collinear, that is ush, with an edge of the polygon P . In this section we proveTheorem 2.1, which states that the minimum area m-envelope with speci�ed exterior angleswill be equal to Env(�) for some critical angle �, thus reducing the search to a set of anglesof size O(nm).Consider the sequence B of m o�set angles h�1; �2; : : : ; �mi introduced earlier. As before,we consider the current set of m contact points of the envelope, fc1; c2; : : : ; cmg, and describethe area of the envelope as a function of �, Area(�). As before we are only interested in thevalue of this function between two critical angles, but we extend its de�nition over the period2�, by considering the extended envelope with these contact points. Because this functionrepresents the area of Env(�) in the interval between two critical angles, to prove that localminima occur only at critical angles it su�ces to show that this function has no local minimain the interval between critical angles. This function is positive between two critical angles,but may be nonpositive when extended to the full 2� range of angles. Thus it su�ces toshow that any local minima occur when the function value is nonpositive, since any such10



angles cannot lie in the interval between critical angles. The rest of this section is devotedto establishing this.We prove this by an inductive argument on m, the number of sides in the envelope. Byour hypothesis that no exterior angle exceeds �, it follows that if we consider m unit vectorsgiven the same orientations as the o�set angles B, these vectors positively span the plane(for otherwise there would be no envelope of �nite area having sides at these angles). Ifm � 4 then there exists a subset of angles of size m � 1 that positively spans the plane.By successively removing one angle at a time we can form a sequence of area functions forenvelopes of m;m� 1; : : : ; 3 sidesArea(m)(�);Area(m�1)(�); : : : ;Area(3)(�):See Fig. 3.
Area (θ)(5) Area (θ)(4) Area (θ)(3)Figure 3: Nested areas.From Lemma 3.1(iii) we know that each of these functions is of the formArea(i)(�) = a � cos(2� + b) + c;for constants a, b, and c that are independent of �. Since each function is a cosine functionof period �, each function has exactly two local minima of equal value (and hence they areglobal minima) over this extended range. Recall that we have reduced proving ushness toshowing that any local minima for Area(m)(�) are nonpositive. This will follow from thefollowing two lemmas, which we prove later.Lemma 4.1 There exists an angle �� such that Area(3)(��) = 0.11



Lemma 4.2 For 3 < i � m, and for 0 � � < 2�, Area(i)(�) � Area(i�1)(�).The �rst result says that there is an angle at which Area(3) is nonpositive, and from thesecond result it follows that all higher order area functions are nonpositive at this angle.Observe that the second lemma is trivial for all angles of interest to the algorithm, but toestablish our result we need to show that it is true for all angles in the range 0 to 2�. Giventhese two lemmas it follows that the global minimum for Area(m) must be nonpositive. Itonly remains to establish the two results listed above. The proofs of both lemmas make useof the following rather remarkable result from classical geometry [8, 10].Lemma 4.3 (Pivot Lemma) Let A0B0C 0 be any (nondegenerate) triangle and let A, B, andC be three points (di�erent from A0, B 0, and C 0) lying on the extensions of the sides B0C 0,C 0A0, and A0B0, respectively. Then the three circles A0BC, AB0C, and ABC 0 meet in aunique point P , called the Miquel point. (See Fig. 4(a).)
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Lemma 4.4 Let A, B, and C be three noncollinear points in the plane and let �a, �b, and �cbe three pairwise distinct angles in the range 0 to �. There is a unique angle �� in this samerange such that the three lines passing through A, B and C at the angles �a+ ��, �b+ �� and�c + ��, respectively, pass through a common point.Proof: For 0 � � < �, let A0(�) denote the intersection point of the lines passing throughB and C at the angles �b + � and �c + �, respectively. De�ne B0(�), and C 0(�) analogously.Observe that because of the angle constraint between pairs of lines, as � varies from 0 to�, A0(�) travels continuously, counterclockwise along a circle passing through B and C.Analogous statements hold for B0(�) and C 0(�). Considering any �xed �, and applying thePivot Lemma, we see that these circles pass through the Miquel point, P .We argue that all three intersection points arrive at the Miquel point for the same valueof �. Consider the angle �� at which A0(��) reaches P . For this angle the lines passingthrough B and C intersect at P . Consider the point C 0(��). We know that this point lieson the circle ABC 0, and it lies on the line passing through B (which also passes throughP ). Hence C 0(�) lies on the intersection of the lines BP and the circle ABC 0, that is, eitherP or B. Applying a similar argument to B0(��) shows that it is equal to either P or C.If C 0(��) = P or B0(�) = P then we are done, because either implies that all three linesintersect at P . Otherwise C 0(��) = B and B0(��) = C. However because these two points lieon the line passing through A, this would imply that A, B and C are collinear, contradictingour initial hypothesis.This shows the existence of ��. To prove the uniqueness of �� over the range 0 to �,observe that the functions A0(�), B0(�) and C 0(�) all have a period of �, and over this periodthey intersect the only possible point of coincidence, P , exactly once. 2Proof (of Lemma 4.1.): Let c1, c2 and c3 be the contact points and a1(�), a2(�), and a3(�)be the vertices of the extended envelope, so that ai(�) lies between ci and ci+1 (indices takencyclically). As we observed before, as � varies from 0 to �, ai(�) traces out a circle passingthrough ci and ci+1. Applying Lemma 4.4 to the extended envelope for any �xed �0 (whereABC are the contact points), we �nd that there is a unique angle �� at which the vertices13



ai(��) intersect in a common point. At this angle we have Area(3)(��) = 0. 2Proof (of Lemma 4.2.): Suppose that the di�erence between the extended envelopesde�ning Area(i)(�) and Area(i�1)(�) is the removal of contact point c1 and its incident side.Let a�(�) denote the intersection of the extensions of the edges c1a1(�) and c3a2(�). (SeeFig. 4(b).) Observe that the di�erence between Area(i)(�) and Area(i�1)(�) is the area oftriangle a1(�)a�(�)a2(�). We show that this triangle is of positive (signed) area for all � inthe range 0 to �. To see this, observe that the area is positive for some � (in particularany � in the interval between two critical angles). Because the area of the triangle variescontinuously with � with a period of �, if the area becomes negative, there must be at leasttwo angles in this period at which the area is equal to zero. Since the triangle is boundedby three lines which pass through noncollinear points, c1, c2 and c3, it follows that the areacan equal zero only if all its vertices coincide at a common point. However, by applyingLemma 4.4 to the contact points it follows that there is a only one angle over this range atwhich the vertices coincide, and thus the area is never negative. 25 ConclusionsWe have presented an O(nm logm) algorithm for computing the smallest area m-envelopeenclosing a convex polygon with n sides, whose sides obey a given sequence of exterior angleconstraints. The algorithm is a simple application of the method of rotating calipers. Theprincipal subproblems are those of maintaining a data structure that allows the area to beupdated e�ciently (which we showed can be done in O(logm) time per event), and provingthe ushness criterion, which states that the minimum area is achieved when at least oneedge of the envelope is collinear with an edge of the polygon.One open problem suggested by this work is how to solve the problem with weaker angleconstraints. For example, computing the smallest enclosing parallelogram can be stated interms of angle constraints which force opposite edges to be parallel, but the angles betweenadjacent edges are not speci�ed. Can this problem be solved e�ciently if edge orientations14



are speci�ed by a system of linear equations, for example? Another important directionfor future research involves computing minimum enclosures in three dimensions with givendihedral angles. For example, O'Rourke has given a �niteness characterization of enclosingrectangular boxes [13], but it is unknown whether this criterion can be applied to shapeswith arbitrary angle constraints.References[1] A. Aggarwal and J. Park. Notes on searching in multidimensional monotone arrays. InProc. 29th Annu. IEEE Sympos. Found. Comput. Sci., pages 497{512, 1988.[2] J. E. Boyce, D. P. Dobkin, R. L. Drysdale, III, and L. J. Guibas. Finding extremalpolygons. In Proc. 14th Annu. ACM Sympos. Theory Comput., pages 282{289, 1982.[3] S. Chandran and D. M. Mount. A parallel algorithm for enclosed and enclosing triangles.Internat. J. Computational Geometry and Applications, 2:191{214, 1992.[4] T. H. Cormen, C. E. Leiserson, and R. L. Rivest. Introduction to Algorithms. MITPress, Cambridge, MA, 1990.[5] N. A. A. DePano. Polygon approximation with optimzed polygonal enclosures: Appli-cations and algorithms. Ph.D. Thesis, Johns Hopkins Univ., Baltimore, MD, 1985.[6] N. A. A. DePano and A. Aggarwal. Finding restricted k-envelopes for convex polygons.In Proc. 22nd Allerton Conf. Commun. Control Comput., pages 81{90, 1984.[7] D. P. Dobkin and L. Snyder. On a general method for maximizing and minimizing amongcertain geometric problems. In Proc. 20th Annu. IEEE Sympos. Found. Comput. Sci.,pages 9{17, 1979.[8] H. G. Forder. Geometry. Hutchinson's University Library, London, 1950.[9] V. Klee and M. C. Laskowski. Finding the smallest triangles containing a given convexpolygon. J. Algorithms, 6:359{375, 1985.[10] Miquel. Th�eor�emes de g�eom�etrie. Liouville's Journal, 3, 1838.15
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