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The conversion from tin-lead to lead-free electronics has isede@oncern
amongst engineers about the reliability of electronic assesthlat have been repaired
with lead-free parts. Program-level management is often tohgineers that the “sky
is falling” due to an unforeseen technical issue but is not movedtiton without the
occurrence of an unfortunate incident or a quantitative business cadertubately,
engineers often do not have the tools to articulate the risksrgratis that they foresee
in terms that management understands such as cost and availability.

In order to communicate the impact of the tin-lead to lead-&leetronics
conversion in terms of cost and availability, a simulation of fetlelectronic systems to
and through a repair facility was created. Systems manugdcivith tin-lead parts (or a
mixture of tin-lead and lead-free parts) that potentially haveeteepaired with a mixture
of tin-lead and lead-free parts are modeled. The model inclhéesffiects of repair

prioritization, multiple possible failure mechanisms, no-fault-foursag] un-repairable



units. These effects are used to quantify and demonstrate teensymd enterprise-
level risks posed by the tin-lead to lead-free conversion issue.

Example analyses were performed on electronic assembliesisheSAC (tin,
silver and copper) and tin-lead solder using a repair process maftdeca NSWC
Crane Aviation Repair Process. The components considered comgiSbtI passive,
BGA, CSP and TSOP packaged parts that experienced three ditfleeemial cycling
profiles. The impact of the conversion from tin-lead to SAC ler éxample system is
studied and the cost and availability impacts were quantified.

The case studies revealed that when exposed to usage profilastehstic of
consumer electronics, low maximum and mean thermal cyclmgemtures with long
dwell times, SAC exhibited significantly reduced repair cogtewcompared to tin-lead.
For usage profiles characteristic of aerospace and high perfce applications, high
maximum and mean thermal cycling temperatures with short dmelst SAC exhibited
significantly increased repair costs when compared to tin-ldaglasl also found that the
NSWC Crane Aviation Repair Process (as modeled) is more #pable of handling a
population of 8,000 LRUs even when experiencing a 50% reduction in capadtg
result, prioritizing the repair of LRUs had no significant ictpan the cost or availability
metrics for the cases considered. In addition, the rate of figkd deployment had no

impact when using the NSWC Crane Aviation Repair Process.
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Chapter 1: Introduction

The impact of transitioning to lead-free parts is affectimgelectronics industry
and most severely the aerospace and defense industries that gmadiucts that require
high levels of reliability. Products produced with applications knoagn AHP
(Aerospace and High Performance) are characterized byes@®reharsh operating
environments, long service times, and high consequences of failure [ZEBB}. With
these consequences of failure, AHP manufactures, currentlyxateded from the
RoOHS directivé. The current directive excludes equipment solely for the purpose of
national security and military purposes that are not included inaieumer categories
described in the RoHS Directive.

Although excluded from using lead-free parts, most defense andpaeeos
manufacturers utilize the same supply chain as commerceaitaies manufacturers for
parts and boards. This is important as in many cases AHPoelestmust be repairable
at the soldered assembly level [GEIA 2008]. While the supply chainsHP parts can
still produce legacy products that contain tin-lead solder, they hala@vely little
motivation to do so because the defense and aerospace industryntdpsssthan 5% of
the total market share [Russell 2007]. Therefore, commercialfaeturers are focused

on providing parts for the commercial electronics industry. Tinedd availability of

L WEEE has only exclusions, RoHS has exemptionseanhiisions. When equipment is left entirely out of
legislation it is termed excluded. This means teatain types of equipment are out of the scop&/BEE
entirely, i.e., equipment for the sole use in Apaxe and Defense applications. Exemptions areiessH
applications of banned substances that are exenfimtedsome of the ROHS requirements, i.e., Medical
and Telecommunications [U.S. Department of Comme2689]. Equipment for use in Aerospace and
Defense applications are excluded and not mentionBdHS.

2 RoHS — Restrictions on Hazardous Substances is@Ean directive that restricts hazardous mateirial
electronics equipment [European Union 2002/95/H0D2296/EC]



lead-based items has become a major driver in the design daithisiest of defense and
aerospace systems as the number of tin-lead electronicesgpplas decreased. This
challenge will require the defense and aerospace industry tortaoviead-free long
before the RoHS directive requires it to (if ever), i.e., theirent exclusion from RoHS
is effectively a moot point.

Abundant data exists on the short-term reliability (i.e., less Bhgears) of lead-
free solder joints under single loading conditions [Ganesan et al. 26{@byever, data
on combined loading conditions and long-term reliability is limitedaniylAHP lead-
free products will be serving in platforms where long-termedtgr than 15 years)
reliability is a critical requirement. The impact of adlility may be most prevalent at the
system- and enterprise- level for legacy tin-lead assenthidave been repaired with
lead-free solder.Legacy systemgefer to systems that have been manufactured in the
past using tin-lead solders and must continue to be supported for theefte future,
while new systems refer to those that were manufactured usaagfriee technology.
Enterprise-level impact, refers to the impact on support logistics (repair flow: irepa
time, repair cost, backlog) over the support life cycle of equipm&he impact of the
conversion to lead-free must be quantified in order to provide peaftre expectations

and provide risk mitigation if and when needed to program-level management.

1.1 Making a Case to Management

Engineers communicate to program-level management every dahehaky is
falling” due to some previously unforeseen technical issue, but maeages rarely

moved to action without a quantitative demonstration of the systemnterprise-level



risks posed by the issue. The potential for reduced and less predictablétyedf lead-
free electronics increases the probability that a seriolsitad issue will arise. While
engineers have the resources to model and quantify systaiilitgli they often lack the
ability to articulate the risk/impact of the reliability (@ranges to the reliability) in terms
of cost and availability that management will understand. To geogngineers with a
tool that they can use to develop sound proposals (i.e., business casegydmyevel
management, a model is needed. This model needs to track large ipopudatl RUs
from field introduction to retirement and accumulate charatitesisf the repaired units,
including repair cost, repair time and unit reliability. An LR&defined as a “Line
Replaceable Unit”, i.e., an electronic card (or board) that carrbeved from the field
and repaired or replaced. The acronym LRU is used in this thgsnymously to Shop
Replaceable Assembly (SRA), Shop Replaceable Unit (SRU), angoieRepair
Assembly (WRA). In addition to tracking a population of LRUSs, itimgortant to
provide a distinct comparison of traditional tin-lead and leaddodder reliability. This
will allow engineers to make a direct comparison of tin-laad lead-free solders and the

impact in cost and availability they can have on long term fielding.

1.2 Lead-Free Solder

For the past 60 years, soldering materials have traditionallydmeposed of tin
and lead. The transition to lead-free solders, meaning thabmitent of the element lead
is <0.1% by weight, applies both to printed circuit boards (PC8slesng materials,
namely solder paste, or wave solder for surface-mount or throughassiembly

respectively, and finishes used on part terminals and PCB mountin§Gratssan et al.



2005, GEIA 2008]. Many different lead-free solders have been promowkdised,
however, the most common are Sn-3.0Ag-0.5Cu (SAC 305) alloys due to dtiilmgn
temperatures and good wettability compared with the Sn-AgysallZzhu et al. 2005].
Currently engineers are developing SAC alloys containing theegls of Indium and
Bismuth to improve application properties such as anti-oxidization Jistamd melting
point [Ma 2006]. Although improvements have been made with leaddtders such as
SAC, many concerns with reliability still exist. The exae case in this thesis considers
the use of SAC 305, the most commonly used lead-free solder in nddgtman

2006].

1.2.1 The Conversion to Lead-Free

Legislative pressures resulting from the RoHS Directive aad lin electronics
(and similar pending legislation throughout the world), the enactechesgpdake-back
legislation (and similar pending legislation elsewhere in theldjoand marketing
policies from electronics companies, are the driving forces belead-free solder
adoption [Eveloy 2005].

The primary driving force of the lead-free conversion is RoBESuropean
Directive passed in 2003 that restricts the use of certain hazardous sebgteglectrical
and electronic equipment. The aim of the RoHS Directive is toadh& use of certain
hazardous substances in newly fielded and future repaired edécand electronic
equipment (EEE) [European Union 2002/95/EC, 2002/96/EC]. Hazardous substances
whose use is restricted include: lead, mercury, cadmium, hexavalgnomium,

polybrominated biphenyls (PBB) and polybrominated diphenyl ethers Ep BEfuropean



Union 2002/96/EC]. Electrical and electronic equipment are categonedten
categories ranging from household appliances to sports equipment. veétpwet
included in this list are electronics associated with defensaenodpace electronics due
to reliability concerns and the implications of failure.

An analysis of individual companies’ strategies and consumeiaeaeithin the
electronics industry shows that to date, the main benefit ofatmgr to lead-free
electronics has been an increase market share through prdterentiation, in terms of
product environmental friendliness [Pecht 2005]. Thus, due to the consummaviagy
environmentally conscious, manufactures are voluntarily migrating etd-free
technology because these manufacturers wish to be considered envisslynfieemdly
[Casey 2002]. The actual value to the environment (if any) o€dhgersion from tin-
lead to lead-free electronics is not clear and will not be addressed in Higs the

Irregardless of the reasons for conversion from tin-lead tofteadelectronics,
the conversion is a reality (the “train has left the statio’ there is no going back) and

the ramifications of the conversion need to be understood.

1.3 Repair Culture Concerns

Two different cultures exist associated with the handling oédaglectronics.
Commercial electronics manufactures follow a throwaway culiitie their consumer
products, i.e., the ideology that throwing away a failed productrgpldcing it is less
expensive than repairing it. In the defense and aerospace indusépaiaculture is
followed. The belief behind this culture is that it is more econalma repair than to

throwaway and replace.



A legacy aerospace or defense system, a system thanhaagactured prior to
the RoHS directive with tin-lead technology must continue to be sw@ib@bst the
RoHS directive (maybe for many years). Many military fplans today are operating
with legacy technology from the 1980s and 1990s. If a part failsaytbe necessary to
repair it using a newer lead-free technology as equivaleittentical lead-based parts
become less available (obsolete). The introduction of leaddpsgrrand manufacturing
processes on a legacy system introduces new failure mechasssimiaded with the
addition of lead-free parts and the exposure to thermal profiles not expdreamagy the

original tin-lead manufacturing process.

1.4 Thesis Objectives and Tasks

The objective of this thesis is to provide a model that can belhysedgineers to
demonstrate to program management the repair cost and aitgiiaiplacts of reliability
changes and various repair scenarios for mixtures of legacgeamelectronic systems.
The thesis will accomplish the following:

e Describe the development of a new model for the repair of electroniosyste

e Develop test cases based on a combination of reliability siroolagind
experimental results for a representative set of electronic parts

e Provide demonstration results from the test cases from which afpmtiespecific
and general conclusions about the impact of lead-free parts can be drawn.

Chapter 2 describes the model developed in this thesis in detail in order to provide
the reader with background regarding its operation. Topics discusdade: queuing,

priority sorting, reliability distribution sampling, modeling a repprocess, and the



formulation of cost and availability metrics that are the outptuh®fmodel. The model
developed in this thesis has been implemented in software in ealteal the Lead-Free
Dynamic Simulator (LFDS). For a description of the software, see Appendix A

Chapter 3 applies the model to a set of example problems.aiftpdescases used
for validation have been created under the guidance from the Navakc&Warfare
Center (NSWC) at Crane, IN. The repair process was nwdadter the Navy's 3M
(Maintenance and Material Management) system. Based onabesstudy, engineers
will have the capability to study the implications on repair cagailability, and repair
time due to the conversion from tin-lead to SAC solders.

Chapter 4 provides a summary of results and conclusions based on teaudgse
in Chapter 3. Also included are a set of contributions and recomnmamiddir future

work associated with this research.



Chapter 2: Model Development

Traditional methods of studying a system include experimentitig thve actual
system and experimenting with a model of the system. Bothpnaalyice similar results,
however, in some situations, it may not be feasible to tesidiual system. Creating a
model, either physical or mathematical, allows engineegaitoinsight into the expected
outcome of the system’s operation. The emulation of the systeratatmm over time
introduces the capability to monitor years of activity, the tineéwben LRU field
introduction and end of support. One method of modeling a system’s operatidimaver
is known as a discrete event simulation. This chapter discussevtkelopment of a
discrete event simulation based model for evaluating the ingpaetiability on the part

repair process for traditional lead-tin and lead-free solders.

2.1 Modeling RepairProcesses

The service repair model developed in this thesis describggdhess in which
operating LRUs are tracked to and through repair after failditee model developed
here also models an independent “post-repair” reliability thatrepresent “as good as
new” or “not good as new” repair. Since the process in this nasdeimes a single of
echelon supply (central depot), and does not take into account the pstdatire of
failed units (assemblies, subassemblies), the model will be referreditsirrgle-echelon,

single-indenture model [Sleptchenko et al. 2002].

% Repair refers to fixing units that have failed idgrfield use. Alternatively, “rework” refers taxing
units identified as defective during a manufactynimocess (prior to fielding). Rework is not adsied in
this thesis.



In the area of repair process modeling, a great deal of éffsrtbeen done to
solve classical repair problems such as “the military tmgisproblem of stocking
repairable parts for aircrafts at bases which are capdbiepairing some, but not all

broken parts, and at a central depot which serves all of the j@sedeé and Srivastava

1997]. This method of understanding, based on Sherbrooke’s METRIC model fienne

et al. 2002, Sherbrooke 1968], identifies a perspective of the repaessr as multi-
echelon, and multi-indenture, focusing entirely on inventory constraams

replenishment quantities. Later models such as MOD-METRIC arRINETRIC are

extensions to the base METRIC model that include many modificattosgidy batch
repairs and lateral shipments. These models however, focus amtosly on the
optimal stocking of parts as bases (or forward locations) andteakcdepot facility that
repairs failed units returned from the bases while providing songeterenined level of
service [Guide and Srivastava 1997]. There objective is typitallynaximize the
availability of aircraft, or conversely minimize shortages andcéethe number of
grounded aircraft, subject to a budget constraint [Guide and Srivastava 1997].

Due to the increased numerical complexity associated withi-eallelon and
multi-indentured processes, Diaz and Fu developed a simple modetiafjle repair
shop consisting of one or more single server queues [Diaz and Fu IB8ig]model’s
primary focus is inventory control and therefore is most appmtgrnn a resource-

constrained environment such as in most industrial settings.

Improvements continued to the METRIC model by Graves in 1985, which

introduced the complexities of modeling general service timeldisons and multiple

types of repairs.



The METRIC model and the single-server method modeled develop&idaby
and Fu do not allow for studies of the impact of components that reqfieedi repair
steps, or of components that can fail due to multiple mechanismave'&rmodel,
although addressing the multiple repair types, differentiateseibar type by another
Poisson distribution failing to capture the relationship between LRU and LRU.

The modeling methods, METRIC, MOD-METRIC, VARI-METRIC and the
single-server method modeled developed by Diaz and Fu, assume:sanPfasure
process, an infinite LRU population (so that arrival rate at the dspobnstant and
independent of the actual number of working LRUS), and ample regecita (so that
the distribution of LRUs in the repair facility is Poisson) [Dand Fu 1997]. However,
the repair model in this thesis must allow for multiple failurechanisms, the
distribution of failures over time (or cycles), and the abilibydistinguish between
specific failure mechanisms in the repair process in order to addressl#adt(SnPb) to
lead-free (SAC) conversion. The difference between sameipull distributions for
time to failure data and assuming a Poisson failure rate nta&kesiodel significantly
different. Although existing models track components or LRUs indepdgd@ot as
populations, they do not carry the specific information unique to the LR#cking the
component’s specific TTF, mechanism that caused failure, prilevigl, introduction
date or end of support date is very important because this informedin be very
different for each LRU.

In the model required in this thesis, the repair process is mesbonted (in fact,
part of the outcome of this research is the required repair groapacity) and each LRU

is tracked individually following FIFO queuing rules when intaragtwith LRUs of
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similar priority. None of the known repair models meet the fipesequirements;

therefore, a new model will be developed.

2.1.1 Modeling Using Discrete Simulation

Discrete simulations include two distinct modeling techniques, hiased and
discrete event.

For time-based simulation, the progress of the modeled repaiegyr@ccurs at
discrete points in simulation tinaad are labeled time stepSimulation time is defined
as the time being represented within the model. While the aftdkee process may be
observed precisely at time steps 1, 2, 3, etc., its progress bedwgdwo consecutive
time steps is assumed to be atomic and cannot be perceived dxteamal observer
[Ghosh et al. 2000]. Time-based simulation assumes that impoln@amgjes only occur
at the discrete time steps, and nothing important occurs betweeruoreséme steps.
Therefore, the choice of the time step value is determinddeébynaximum desired rate
of progress, in terms of time of the simulation process.

In discrete event simulation, the process being modeled is adviap@vents not
time steps. The Cambridge English Dictionary [Cassidy 200%hede “event” as
anything that happens, especially something important or unusuahe kfiscipline of
discrete event simulation, an event refers to any significexdent associated with the
state of the process being modeled, expressed in terms &faamgy of reference (time,

space, energy, etc.) [Ghosh et al. 2000].
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2.1.2 Advantages of a Simulation

Advantages of computer simulation include the ability to compress >@ahe
time, the ability to control sources of variation, avoidance of emonseasurement, the
ability to stop and review, the ability to restore system statzlitation of replication,
and control over the level of detail [Fishman 2001]. The abilityotopress or expand
time is facilitated in the simulation by running through multiptang of events in a
matter of minutes or even seconds depending on the required level pitation. The
ability to control (and identify) variation is accomplished througtadistical analysis of
the relationship between the independent (input) and dependent (output)[fastorsan
1978]. Unlike field experiments, which exhibit unavoidable errors ofsoreanent, no
measurement errors exist in simulations since the programmadason produces
numbers free of any superimposed variation due to external and unedodr@burces
[Fishman 1978]. The ability to stop and review intermittent resuftly exists in
simulations, as with field experiments it is often impossibleatmpletely stop all active
processes. The ability to restore the systems state allmveesearcher to re-run the
model to output additional data, and to duplicate the previous run to inclsddatiai.
The ability to replicate experiments allows for changes ecselperating parameters and
the investigation of their impact on the result. The model's d&tadl affects the

analysis cost, time, chance of errors and debugging time.
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2.2 Introduction to Modeling Repair Using Discrete Event Simulation

This section describes the development of a new discrete ewvenatson based
repair model that can be used to evaluate the repair of tinaled lead-free electronic
systems.

The Lead-Free Dynamic Simulator (LFDS) developed in thisghediibits many
of the qualifications of a discrete event simulation and timeebsiseulation. The model
utilized in the simulation is stochastic, dynamic, partiallyciise, and partially time-
based. It is stochastic because its variables are treataddam. This randomness is
achieved in the model by sampling reliability distributions so ghpbpulation of non-
identical fielded systems can be assessed. The model isiaattinslynamic, being
dependent on time as the primary state variable. The simulatenof the model is
represented by tracking each LRU from introduction to retirerfreférred to as end of
support). In order to comprehend how the model can be partially disordtpartially
time based, the framework of the model must be explored. While the discrete kst of
failure events is determined prior to the advancement of simulation timepiie events
are dependent on more than the simulation time and the statenofividual LRU. The
total repair time is dependent on the quantity of LRUs in repdirs quantity and repair
time relationship is therefore only advanced by a discretef sebnotonically increasing
time steps where the choice of the duration of the timeistepral reflects the desired

accuracy of the model.
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2.2.1 Mode of Execution

The mode of execution for the Lead-Free Dynamic Simulator iashss-
possible execution. This method is also known as unpaced executioneb@waus
relationship exists between the simulation time and wall clade.ti The simulator
operates by determining the earliest LRU introduction date h&di¢ld, then advances
by time steps or jumps to discrete events. The simulation opexata discrete event
simulation by jumping to a failure event when there are no LRUke repair process.
This jump is accomplished by increasing its time step tsizbe difference of the next
failure date minus the current date. The time step can iecveaasn there are no LRUs
in the repair process without compromising the simulation’s acgubecause state
values are not changing. When one or more LRUs are in the prpagss, the model
still operates as a discrete event simulation and the siowléitne advances by a
predetermined time step length because events are occatrthg instant of the time
step.

The disadvantage of a time stepped only simulation is the additiometessary
computations when no events are present (which results in slow samsjatLocations
when no events are present include when there are no LRUs in ragawrhen no LRUs
are failing.

The Lead-Free Dynamic Simulator utilizes an event-based mathaoidime
advancement at discrete time instants in order to: 1) minithez¢otal wall clock time

the simulation operates, 2) maximize state value accuracies.
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2.2.2 Process Modeling (Process Flow and Steps)

A process flow is a chronological interaction of events used soride both
informational and physical objects [Fishman 1973]. For the model dedelapthis
thesis, the process flow is represented by a list of the w@tegs in a repair process.
Process steps are single server Markovian Queue chains vatiyprankings [Ozekici
1990]. Each process step is defined by six unique properties, efpenatne, cost,
duration, capacity, failure mechanism applicability, and eatlsereent abilities. These
properties, which are inputs to the model, affect how failed 4. Btg processed in repair.
While each process step is independent with respect to anothessbep’s properties,
the position or index in the list of steps is global to the simulation.

Depending on a process step’s capacity and assuming that thern® ather
failed LRUs in the step’s queue, a LRU will be immediatelyaired. As failed LRUs
continue to enter the step’s queue, they are placed into repair until ksdatircapacity.
The queue represents the sequential list of LRUs in the stemgvéit be repaired.
Capacity is the maximum number of LRUs that a step canltsineously repair. The
capacity of five LRUs in the “Field Failure Identificatiopfocess step, Table 2.1, can be
imagined as having five workers on separate workstations atirpeny the same tests
to identify what caused the LRU to fail. When there are atgreumber of LRUs than
the maximum capacity in the step, LRUs are placed into thenggibol. After the
process step has been completed for the LRUS in repaintbeg to the next sequential

step. LRUs that have been held in the waiting pool are drawrthatprocess step’s
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repair based on a FIFO queuing policy. Figure 2.1 represents thegwaool and

capacity as a subset of the process step’s queue.

| Repair Section (< Capacity)
Queue

Waiting Pool

Figure 2.1: Breakdown of a Process Steps Queue into the Repair Sectiordan
Waiting Pool

Consider the example shown in Figure 2.2. When there are greatefith
LRUs in the step, they go into the waiting room where they waill they can be
processed by workers (LRU numbers 6 through 11). The time in stepotahdepair
time, continues to grow even when the step is in the waiting rdorthe case in Figure
2.4, during the third time step there is only one LRU being processedLRU®in the
gueue may be processed regardless if the queue is at capauity d?riorities are used
to sort the LRUs if requested. The first time step in Figure 2.2 processéshallurgent,
and high priority failed LRUs and one of the medium priority LRUs. 3é&eond time
step, Figure 2.3, processes the final medium priority LRU folloetbur of the LRUs
with low priority. The third time step, Figure 2.4, processeditta low priority LRU.

This step completes the process of all the failed LRUs waiting to be pesdesthe step.
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Table 2.1: Process Step “Field Failure Identification”

Process Step

Duration (hrs)

Cost (9)

Capacity

Branching

Field Failure Identification

6.0

150.00

5

ALL

Failed Population Of LRUs

LRU Number

First Time Step

Repair Section ( At < Capacity)

Waiting Room(> Capacity)

Figure 2.2: First Time Step of Field Failure Identification Proces Step

Failed Population Of LRUs

LRU Number

Second Time Step

Repair Section ( At < Capacity)

Waiting Room(> Capacity)

/

Figure 2.3: Second Time Step of Field Failure Identification Procesde&p
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Third Time Step
Failed Population Of LRUs Repair Section ( At < Capacity)
LRU Number 11

Waiting Room(> Capacity)

/

Figure 2.4: Third Time Step of Field Failure Identification ProcessStep

Similar to the structure of the process steps is the lisRaf objects. The LRU
list contains an individual object for each LRU. Properties includedh@ LRU number
(unique), introduction date, end of support date (EOS), the next tinfi@ilare, and
mechanism that will cause the next failure. The “LRU nuthizean index assigned to

the LRU to identify if from other LRUs within the model.

2.2.3 Conversion of Non-Time Based Distributions

Since the model’'s execution is based on the advancement of timmapad!
inputs that define events must also be mapped to time. When a mobats®d reliability
distribution is used, i.e., one that is in cycles (thermal, vibrationher)ptthe model must
convert all values into relevant time measures. In order thiglotihe failure mechanism
must contain the basic reliability distribution parametersntiraber of cycles per unit,

and the units desired for the conversion. In an example case, a fadghanism asserts
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that an LRU will experience 1000 cycles per operational y#as. expected then, that if
the reliability distribution was a Weibull distribution containindpaation parameter of
4000 cycles that the LRU will fail sometime after four opersl years. This
calculation is done in the model, by converting cycle based réladistributions from

operational years, days, hours, and minutes to operational hours.

2.2.4 Sampling

In order to determine the location (in time) of events correspondifelures of
LRU instances, the time to failure distributions associatdt e applicable failure
mechanisms must be sampled. Since the example case describieabter 3 uses 2-
parameter Weibull time to failure distributions, Equation (2.1) #mapding procedure
will be explained below.

-1 (x (2.1)
(X;ﬁ,ﬂ)=£(ﬁjﬁ e(”Jﬁ
n\n

p=shapeparameter
n=scaleparameter

A Monte Carlo method is used in which deviates are obtained frobalgfiby
distributions through the following process: 1) a random number betwesrd 0l
inclusive is chosen; 2) the value of the cumulative distribution funétidf) is set equal
to the random number and the corresponding value is added to the cureeim time
model. The addition of the cdf value to the current time createsetttetime to failure

TTF.
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2.3 The Modeling Process

Unique to the model described in this thesis is the ability td tr#ormation
regarding individual LRUs from introduction to end of support to and thr@ugepair
facility during failure. A conceptual layout of the model is deggican Figure 2.5. The
model starts at step 1 in Figure 2.5, by determining theesaintroduction date in the
population of LRUs. In the preprocessing stage, steps 2 through #ure R2.5,
operational profiles are converted to common units, reliabilityibigtons are sample,
and numerical sorting of data occurs to determine the soonese fadent. Steps 6
through 14 in Figure 2.5, describe the operation of the simulation anchthkeng of a
LRU to and through the repair process. Important to these atepke advance of time
by variable time step sizes, the repair of LRUs in a prdsdkswy determined by specific
repair rules, i.e., FIFO, priority, duration, etc, and the resagptif a post-repair
reliability distributions. The LRU is retired when they readlehirt end of support dates.
If the LRU has not been retired, the model progresses to stipFlgure 2.5. The LRU
will continue in the cycle of fielding, failure, repair, and relding until its end of

support date is reached.
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1) Simulation starts on earliest LRU intro-

duction date 2) All non time-based operational profiles

converted to time.

3) Reliability distributions for the LRU are
sampled for a failure date 4) Array of time to failure (TTF) stored
and sorted

5) Each process stepis defined as an object

with an unique capacity, duration & cost 6) LRU introduced to field operations
and failure mechanism applicability

7) Time advances by time step 8) TTF met, LRU enters repair process

9) The LRUs from the queue enter step as

space, governed by the step’s capacity be- 10) LRUs can be ordered by priority in the

comes available within the step queue and follow a FIFO policy

11) LRUs remainin the step for the

“duration” s pecified for the process step 12) LRUs exit the process when they hawe

and are then added to the queue for the completed all the steps in the process or

next stepin the process they hawe been retired (reached their end of
support)

13) Mechanism that causedfailure is re-
sample d—or—if original failure mecha-
nism, distribution switches to post repair
distribution.

14) Array of time to failures (TTF) stored
and sorted

15) Cyclic process begins, return to step

Time

Figure 2.5: LRU Flow through the model from Fielding to End of Support

Important to the single LRU flow is the interaction that existeen multiple
LRUs are in the repair process. When there are multiplesLiRUWhe repair process, a

significant amount of queuing and sorting occurs in steps 9-14 in Figure 2.5.

2.3.1 Modeling the Queues

Each process step in the repair process has a repair seuntted by the capacity
and waiting pool, which are subsets of the queue Figure 2.1 that indiviéRial

instances enter into in the order in which they arrive at afgppcocess step (FIFO).
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The process step takes LRU instances from the top of the wpdwigand moves them
into the repair as its capacity allows.

The arrival process associated with failing LRUs being feal time repair queues
can is not an ordinary Poisson process with katéherefore the time between LRU
failures, are independent of each other [Ozekici 1990]. This mbhkesnadel different
from the repair models described in the literature review; ithe to failure is not
generated by the constant failure rate. Within this moddl f&ures are dependent on
TTFs generated through Monte Carlo sampling of Weibull distributions.

Once an LRU falils, it enters a repair step and stays tbetiee specified duration
of the step. The time in the step can increase based on havirg tbather LRUs are
ahead of it, waiting to be repaired. In the case of the num$gribed here, there are no
distributions associated with the process step’s duration. Tleeréiquired for repair is
associated with the specific mechanism that caused failureghandurrent number of
LRUs in the process step. The time in the step will alwaygédater than or equal to the
process step’s duration. When the process step’s repair @ tullRUs have to pause in

the waiting pool, the total time spent in the step will increase.

2.3.1.1 Service Policy (Queuing Discipline)

In order to define the service policy, three key items must befigge The first
item to be identified is the number of servers present in theegpsd Within the model,
there is only one repair process. This repair process, whsgimamymous to the process
flow, can be modeled as a Markovian queue (the capacity remeEntmaximum

number of LRUs that can be simultaneously processed) with pgorifihe second item

* In this model, a server is defined as a singlalfsrepair process.
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to be identified is the capacity of the queue, and the policydib&tes what happens
when there are more LRUs in the step’s queue than can be processadently by the
step. The third item to be identified is the service disciplieg,first in, first out (FIFO),

last in, first out (LIFO), servicing in random order (SIRO) and prioritysr(iRR).

In 1953, Kendall [Kendall 1953] proposed the following notation to classify queues:

A|B|C |k (ServiceRul® (2.2)

Where:

A = interarrival distribution

B = service time duration,

C = number of servers

k = queue capacity

Within the model, LRUs enter the repair process through a Monte €ampled

Weibull distribution that is denoted . Each repair step has a fixed duration, denoted
by the time in hours. As stated before, there is only one sesvafl, BRUs must flow
though the same repair process. The queue caphkgity,denoted by the maximum
number of LRUs that can be repaired in the steps duration. Exatepleadations for

the model described here are given in Table 2.2.
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Table 2.2: Example Process Step Notation

A
/)& /))&
5//&//8)) 8
S//K/)/L/)/F
é (/] () Q
Q N L N
¢/)/L8)/S)/
$ 9 < (o
Step 1 M/l 2]/ 1]/ 4
Step 2 M1/l 31|/ 1]/] 2
Step 3 ML/l 1]/[ 1]/l 6
Step n Alll B/l C|/ k

2.3.1.2 Markovian Queues with Priorities (M/M/1/k) and Priorities

Within the model, LRUs are repaired individually rather than bespgired as a
batch.

The first in, first out (FIFO) service discipline is often thest chosen procedure
for determining the order in which LRUs are repaired. Howehés,is not the case in
many service systems and customers are classified aagoodiifferent priorities. VIP,
first-class and economy-class priorities are almost awgyen to airline passengers.
Users of computers systems are routinely given different pri@vels to access the

system and run their programs [Ozekici 1990].
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2.3.1.3 Preemptive versus Non-preemptive

LRUs in fielded applications often have different levels of missmportance.
In order to incorporate this in the model, priorities were introdurcestder to expedite
LRUs of higher importance through the repair process.

Within the model there are four priority levels: urgent, high, omediand low,
which are described based on mission criticalness in Figure 2iérityPlevels urgent,
high and medium are preemptive, meaning that if they join a queue that ciuRRbiaof
lower priority, they will shuffle the order or preempt them frome trepair of LRUs
specified by the capacity being processed. When the queue opens umiRUhe
preempted from service may continue from the point of the interruption, this caded
preemptive-resume [Ozekici 1990].

During the repair process, and the beginning of each time step, the modtHesorts
LRUs into ranking priorities, fills the queue and begins repainis method of sorting

allows for a single, urgent priority LRU, to bypass all queue LRUs withitoeeps step.
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e Critical System Component

e Moderately Critical Component

v

e Semi Critical Component

® Non Critical Component

Figure 2.6: Priority Levels and Relation to Mission Criticalness

In order to better describe the impact of priority on LRU abdlity, a small
population of 40 LRUs will be observed over a one year period (all oLRids are
assumed to fail at the same time in this example). For a populdis size, the
capacities and durations of the repair process steps have beeasddcto significantly
impact the lead time before repair.

When the model simulates this population of LRUSs, there is no chanipe
average availability between a population that was prioritized grapalation that was
not because the LRUs were assumed to fail only once. The iedreaserage repair
time when prioritizing will be addressed below. When looking atdis&ibution of
average repair times, the impact of prioritizing LRUs isrtyeasible. Figure 2.7, plots
the individual index number versus its total time in the repair peoim of time spent

either being repaired, or waiting to be repaired).
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Figure 2.7: Impact of Priority on Total Repair Time

For this example the average repair time for each groupgehtrhigh, medium,
and low priority LRUs is 8, 13, 18, and 23 hours respectably. The aveaetime for
all 40 LRUs in this sample is 15.5 hours. By assigning the migsitoal LRUs the
urgent priority rating, there is a 48.3% reduction in repair tifieom Figure 2.7, it is
clear that prioritizing LRUs can alter a population’s repainetieither decreasing or
increasing it based on its level of mission importance when lead timedgeatedf

Figures 2.6 and 2.7 depict the distributions of repair time fouraprioritized
case and a prioritized case respectably. The inputs used dcagethis case were a
population of 400 LRUs whose failures are dictated by Weibull digidn generated
TTFs. When comparing the mean repair time for the un-pgedticase versus the
prioritized case, there is an 8.9% increase when assigning pejoaities to LRUs. The
increase in repair time on the average repair time isusecaRUs of higher priority are

spending less time in repair, and are placed in the field mor&lyuicThese LRUs
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experience a greater amount of time in the field, therefaiaganore often than their
counterparts waiting in the repair facilities to be repairede double distribution shape
seen in Figure 2.9 is due to the fact that higher priority LR&ee a decreased repair
time (the left population), followed by LRUs of lower priorftyrming the population on

the right. The distribution in Figure 2.8 is single and normal akRtés follow a first in

first out (FIFO) repair rule.
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Figure 2.8: No Priority Sorting Figure 2.9: Priority Sorting

2.3.2 Adding Spares/Repairing Process

In a real life situation when an LRU fails in the field, itrsmoved from the
system and sent for repair. A spare is immediately indtall@lace of the original LRU
to continue system operation. Upon repair, the original LRU ristadled and the spare

is removed and replaced into storage. The time to failure @sskciated with failure
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mechanisms in the spare only accumulates the time the origitalspent in the repair
process.

An approximation to the real sparing process is assumed in thd. mddhen a
LRU fails and enters the repair process, a spare is assomeglace it. However, the
simulation does not accumulate time against the spare’s failechanisms unless the
spare becomes a permanent replacement for the LRU, i.e.,fdhky original LRU is
retired during repair. The assumption is that the spares do curhalate appreciable

degradation if they are only used while the original LRUs are in repair.

2.3.3 Early Retirement

Oftentimes, an LRU will enter the repair process, pass througbramere steps
and be deemed non-repairable. Early retirement is supported inotted by creating
specific process steps with the capability to specify adfifikaction or distribution of
LRUs to be retired. When a failed LRU enters one of thpseific process steps and is
determined to be retired early, the model adds a spare LRU &xeejple retired LRU.
The failure date of the original LRU becomes the introduction dftbe spare LRU.
Prior to introduction into the field, the reliability distributions re@ponding to all the
relevant failure mechanisms are sampled and included in theldpdreproperties. All
other LRU specific properties of the spare, including the ersgvice date and priority,
are the same as the originally failed LRU. The spare L&&with the same behavior as
the original LRU, and is modeled with the same metrics.spfae should fail and not be
repairable, it will be replaced by another spare that inhdvéroperties of its parent.
Figure 2.10 represents the relationship of LRU specific propdsgwveen the parent and

child LRU.
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Orginal LRU Spare LRU #1 Spare LRU #2

e|Introduction e|ntroduction e|ntroduction
Date : Date: 2015.1 Date: 2025.1

2005.1 eEOS: 2031.1 eFE0S2031.1
*EOS: 2031.1 eFailure Date:

eFailure Date: 2025.1
2015.1

Figure 2.10: Example of Original to Spare LRU Relationship

2.3.4 Branching

The branched step option provided in the model allows the engineeplicitix
specify the repair path as a function of the failure mechangstd/qr part type) that
caused the LRU'’s failure. In some cases, different failureham@ésms require different
repair steps. Figure 2.11 depicts how the process flow ofeal faRU can differ based

on which failure mechanism causes the failure: A, B or C.

v

\ 4 \

A y
Step 1|—'| Step 2| | Step 3| |§;ﬂd—>| Step 5| |Step 6|
L K 7 Y
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Figure 2.11: Implementation of Unique and Independent Repair Process

The mechanism-specific capabilities of each step are shsredrt of the process

step object’s information.

30



2.3.5 How LRUs Get in and Out of the Repair Process Flow

When a LRU fails, it is removed from the field and is plagethe first step of
the repair process. This is achieved by increasing the nwwhh&Us by 1 in either the
repair or waiting pool subsection of the queue. If the process stgps section is
under capacity and the LRU is un-prioritized it will be placedh@ next sequential
opening in the repair section and will be processed during the tape # the process
step’s repair section is full (over capacity) and the LRUnigrioritized it will be placed
next in line within the waiting pool. The waiting pool consistsaacequential list of
LRUs waiting to fill the process step’s repair. If theqass step’s repair section is under
capacity and the LRU is prioritized, the LRU will be placethattop of its priority type
within the repair section. If there are no LRUs of thadriy type, it will be placed at
the end of the line following the next highest priority ratingth# process step’s repair
section is full (over capacity) and the LRU is prioritizédyill be placed next in line,

following an LRU with equivalent priority rating, within the waiting pool.

2.3.6 Time Step Selection and Management

The process of determining the time step value (length) igatleat by two
factors, the required accuracy of the simulation and the duratios) (bimeach repair
process step. To obtain the best accuracy and minimize the mimttithe simulation,
the size of the time step is set to the greatest commormd{(@GLD) of the process step

duration during the repair process and the difference of the soonegbtfailure (TTF)
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and the current date when there are no LRUs in the repairsgroCehis concept is

explained in Figure 2.12, which depicts two process steps with unique repair durations.

Process Step A

1 L'\f\llv‘
~ Duration 4 NOul

Process Step B

™ A

—buration 1.5 nours

Figure 2.12: Example Process Steps with different durations

The simulation time operates by beginning at the “start” tioneearliest LRU
introduction date and advances by the addition of the time stethe loase shown in
Figure 2.12 with two process steps, with durations of 1 and 1.5 hoursteddpethe
user may choose to use a “1 hour” time step as it is the staiteess step. In this case
the clock advances 1 hour, and the LRU passes through process stefengeprocess
step B, the clock must advance two full time steps before thé ¢dd move out of the
step. This time step size therefore increased the total tepaito 3.0 hours versus the
correct time of 2.5 hours. To avoid this error, the time step musiebewest common
denominator of the process step durations. Taking the above exampleé;Ehef@he
two process steps would be % hour. Upon entering the repair prooess)otel
advances two time steps before removing the LRU from procegsAstand three
process steps before removing the LRU from process step B obttheiraprrect total
repair time of 2.5 hours.

While accuracy of the model is always important, it may beettaoff against

computational speed. However, there are ways of increasing the gpthe simulation
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by reducing the number of computations without negatively impactingatcbaracy.
When there are no events occurring in the simulation, i.e., when no &rRUailing or

are in the repair process, there is no need to sort epalr process step queue or the
array of LRU TTFs. The simulation determines the gap until the next event, and gumps t
the next event. This is the part of the event stepped methoditfzaicas time when the
discrete events of the model are the LRU failures.

In order to determine the next discrete event, the model magstdigtermine
whether there is a LRU in the repair queue. If there is, #@pesite is set to the GCD of
the process step duration by default. If there are no LRUs ineffa@r process, the
simulation calls on a stored array of TTF distributions fohddRU, sorts this array by
ascending date and determines the soonest future TTF event. Enendiéf between this
TTF date and the current date is the new time step. Thefsihes step can potentially
range from the GCD of the process flow to many years. Tirhes gtep has the ability to
be large because the simulator is jumping to a date whenvifiebe LRUs in the repair
queue. When a LRU enters the repair queue, the time step tis g&t fixed value,
determined by the GCD of the process step durations. This fixad tiale represents

each individual event in the repair process.

2.3.7 The Impact of Low Capacity Process Steps on the Total Repair Time

The electronic repair process in a discrete event simulatottisged by a single
or group of failed LRUs. The failed LRU is placed into the fsttp of the repair
process, remains there for the step’s duration, and is then tradsfao the next process

step upon completion of the step. This release of the LRU fromrshgrhocess step is
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dependent on both the process step’s duration and its capacity. Thespsteg's
duration is the minimum time that each LRU must spend in thategsostep. The
maximum time spent in the repair process step is dependent oteplee capacity or
capability to repair multiple LRUs simultaneously. The capadifitthe process step is the
maximum number of LRUs that can be handled in that process steprremly.
Therefore, a process step with a high capacity will only octheyLRU for the step’s
defined duration. However, a process step that has a capacity lower than thentdotet
of LRUs entering the repair process will backup LRUs and inerdas overall LRU
repair time. The example repair process with three #teBsand C used to demonstrate
the negative impact of a process step with characteristiasla# capacity and a small

duration is represented by Figure 2.13.

Repair Step A
« Duration = 2 hours, Capacity = 10,000 LRUs

Repair Step B
* Duration = 1 hour, Capacity = 2 LRUs

Repair Step C
¢ Duration = 3 hours, Capacity =4 LRUs

Figure 2.13: Example Process Steps

Each process step has a unique duration and capacity. Ford@js56aLRUs
have just failed, and the user is running a 1-hour time step imdkdel. After one time
step, all 50 LRUs have completed 50% of repair step A. Aftergbensl time step, all
50 LRUs have completed 100% of repair step A, and have moved into tepas. sDue

to repair step B’s small capacity (2 LRUSs), after the thime step, LRUs will begin to
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back up in repair step B’s queue. The minimum time needed to complete the eatire rep
process for a single LRU is 6 hours for the above case. Fidl#al®strates the LRU

number versus the repair time for each of the 40 LRUs sampled in this example.

30
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Figure 2.14: Total Repair Time (hours) for LRUs 1-40 in the example proceshown
in Figure 2.13

In Figure 2.12, when a process step has a small capacity it carsigaifecant
repercussions on the duration a LRU remains in repair. The pew & the repair
process modeled in Figure 2.11 increases rapidly from the minimuenof 6 hours to

nearly 25 hours for LRU #40 due to time spent waiting to enter the repair section.

2.4 Outputs

2.4.1 Average Cost per LRU

In this model, the cost being calculated represents only a subsieé abtal

ownership cost of a LRU. The specific subset being described imdusl is the cost of
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maintaining LRUs in the field, i.e., the cost to repair. Otherscassociated with the
LRU are not addressed in this model.

The repair cost per LRU is calculated by summing the costcbf regair step that
the LRU was processed in. However, the cost of the reppiregpeesented by the value
specified in the repair process is the cost of performingtdpeduring the first year. A
discount rate, or time value of money is taken into account for seiat occur past the
first year. In Equation 2.3, the cost of the repair stepl@ulzded based on the date (in
years) of the repair.

OrginalValueof RepairStep (2.3)
(1+ DiscountRate)*
The number of process steps that each LRU enters, is dependehi on

PresenValueof RepairStep=

mechanism that caused failure. LRUs may fail more than onaefdhe be repaired
more than once, and possibly follow different repair branches eaehittiis repaired.
The possibility for different repair costs suggests calculadimgverage repair cost per
LRU. In Equation 2.4, the average cost per LRU is calculated bjswgrthe individual

repair costs per LRU and dividing by the total number of LRUs.

RepairCostperLRU (2.4)
AverageRepairCostperLRU=Z s P
Total Numbenf LRUs

2.4.2 Average Repair Time

The repair time represents the time required for an LRU to ntlonceigh a
particular repair process and any extra time spent waibirgnter the repair area. The
specific repair process is determined by the mechanism that cailaesl dnd the type of
part. Therefore failure caused by vibration in a 2512 resisfmoessed differently than

a NFF (no fault found) failure in a CTBGA.
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The repair time is calculated by summing the individual tithesLRU spends in
each repair step, either while being repaired or time spetihe waiting pool. In
Equation 2.5, the average repair time per LRU is calculated by sgnthe repair time

for each LRU and divided by the total quantity of LRUS.

> TimelIn RepairperLRU (2.5)

AverageTimeln RepairperLRU=
Total Numberof LRUs

2.4.3 Availability

Availability is the probability that an item will be able function (i.e., not failed
or undergoing repair) when called upon to do so. Availability isnatfon of an item’s
reliability (how quickly it fails) and its maintainability (hoguickly it can be repaired
and/or how it is spared). Quantitatively, availability is given by,

Uptime (2.6)
Uptime+ Downtime
The concept of availability marries reliability and main&ility together and

Avalilability =

only applies to “repairable” systems.

Within this model, availability is defined as the fraction ohdi the LRU is
available for field use and is calculated on the LRU levelugetise system levél.From
this perspective, availability is only a function of total time in the fieldtaedotal repair
time. In order to calculate the average LRU availability,itidévidual LRU availability
must first be calculated. The individual LRU availability #otilated in Equation 2.7 by
subtracting the total time in the field by the total repaietand dividing this by the total

time in the field.

® Availability can be evaluated either for the LRtisfor the “sockets.” Sockets are the places sysiem
where the fielded LRUs are located. In this themiy the availability of the LRUs is considered.
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> Timeln Field - Timeln Repair (2.7)
> Timeln Field
To calculate the average availability, Equation 2.8 sums eacVidodi LRU’s

LRU Availability=

availability and divides by the total number of LRUs in the system.

> LRU Availability (2.8)

TotalNumberof LRUs
In comparison, for the above repair process, it took only 6 hours tio tiepdirst

Averagd RU Availability=

LRU and 25 hours to repair the"40RU.

2.5 Model Summary

The model described in this chapter communicates the impact thilead to
lead-free electronics conversion in terms of repair cost &id hvailability. These
effects are used to quantify and demonstrate the system- angrisetdevel risks posed
by the tin-lead to lead-free conversion issue. The procedunetifizing the model is
shown in Figure 2.13. In Chapter 3, detailed test cases are developedraptkeraults

from the test cases are discussed.
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Figure 2.15: Usage Procedure for the Model
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Chapter 3: Model Test Case

In order to exercise the model developed in Chapter 2 testwasesleveloped.
The test cases implement a range of different electronic comigooievarious sizes and
package types and were assessed for both tin-lead and leasbifiiee finishes. The
objective of the test cases is twofold: 1) to demonstrate théitigpaf the model, and
2) to assess the cost and availability impact of the comvefsbm tin-lead to lead-free

and for a range of conditions.

3.1 Test Case Development

The model test cases track 8,000 LRU level avionics boards fromduation to
retirement. Each of the 8,000 LRUs were tracked entirely indeptedleeach other.
The test cases require three basic inputs:

1) Logistics Inputs: Introduction and retirement schedules for tHgsLfRow many
are fielded, when they are fielded and when they are retired from tthe fiel

2) Relevant failure mechanisms for the LRUs (including reliability iBistions)

3) The repair process that will be used for the LRUs (msocgteps including
durations and capacities)

The following subsections describe the development of the input data for the ésst cas

3.1.1 LRU Introduction and Retirement Schedules

For the test cases, three deployment (manufacturing/fieldinggdates are

utilized. The baseline deployment schedule, which is depictedyure=3.1, introduces
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LRUs quarterly over a ten-year period with a smooth introductienarad an equivalent

retirement rate during a ten year period.
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Figure 3.1: Baseline Deployment Schedule

The medium deployment schedule, which is depicted in Figure 3.2duckes
LRUs quarterly over a ten-year period with an increasedduottion rate from the
baseline deployment schedule. LRUs are introduced at a ra&Oqger quarter for the

first 4 years and then ramp down to approximately 133 LRUs per quarter.
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Figure 3.2: Medium Deployment Schedule
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The rapid deployment schedule, which is depicted in Figure 3.3, icgsdiRUsS
quarterly over a ten-year period with an even more increased inticoduate compared
to the baseline model. LRUs are introduced at a rate of 500 peergie the first two

years, followed by just 125 LRUs introduced per quarter for the next 8 years.
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Figure 3.3: Rapid Deployment Schedule

3.1.2 LRU Operational Profile

GEIA assumes that in most cases, 1000 operational cycles é&i@esuffor
estimating usage over support life and is considered a standatibduor reliability
testing in many companies/organizations [GEIA 2008]. In thectssts discussed in this
thesis, each LRU assumes a support life of 30 years andaiteevefl experience 1,000
operational cycles. This equates to an operational profile of 33 cycles per yea

IPC-9701A (Table 3.1) provides additional guidance for duration values and
further information about the number of temperature cycles anditibeipretation with

respect to service life.
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Table 3.1: Temperature Cycling Requirements, Mandated and Preferred dst
Parameters within Mandated Conditions [GEIA 2008]

Test Condition Mandated Condition
Cycle (TC) Condition:
TC1 0°C «— +100°C (Preferred Reference)
TC2 -25°C «— +100°C
TC3 -40°C «— +125°C
TC4 -55°C «— +125°C
TCh -55°C « 100°
Test Duration Whichever condition occurs FIRST:

50% (Preferred 63.2%) cumulative failure
(Preferred Reference Test Duration)
or

Number of Thermal Cycle (NTC) Requirement:

NTC-A 200 cycles
NTC-B 500 cycles
NTC-C 1,000 cycles (Preferred for TC2, TC3,and TC4)
NTC-D 3,000 cycles
NTC-E 6,000 cycles (Preferred Reference TC1)
Low Temperature Dwell 10 minutes
Temperature Tolerance (preferred) +0/-10°C (+0/-5°C) [+0/-18°F (+0/-9°F)]
High Temperature Dwell 10 minutes
Temperature Tolerance (preferred) +10/-0°C (+5/-0°C) [+18/-0°F(+9/-0°F)]
Temperature Ramp Rate <20°C [36°F)/minute
Full Production Sample Size 33 component samples

(32 test samples plus one for cross-section,
add additional 10 samples for rework, if applicable)

Printed Wiring (Circuit) Board (PWB/PCB) Thickness 2.35 mm [0.093 in]
Package/Die Condition Daisy-Chain Die/Package (see Table 4-2)
Test Monitering Continucus Monitoring (see Table 4-4,

Preferred Reference-Event Detector)

3.1.3 Developing the Failure Mechanism Distribugon

Although the inputs to the model are component specific failure meainsnés
LRU is capable of failing from multiple different failure nimemisms [Dasgupta et al.
1991]. The failure mechanisms are represented in the model deveiapesithesis by
time-to-failure (TTF) distributions. The TTF distributions cepending to specific
failure distributions can be determined experimentally or from pusly developed

reliability models (that were determined experimentally). tHis thesis, the applicable
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reliability distributions were determined using the calceFASmuktion tool
[calceFAST 2005].

In order to develop a test board with failure parameters sitalaxperimental
boards containing similar components, calceFAST was used as part wérative
process. The Monte Carlo TTF data generated from calceFASTfivto a Weibull
distribution using Weibull++ [Weibull++ 2003]. This section explathe iterative
process using calceFAST to generate 2-parameter Weibull data.

The calceFAST (Failure AsseSsment Toolkit) is a softwaterface for a
collection of analysis models that can be used in the assesemime to failure of
structures found in electronic products and systems [calceFAST 2004fhin the
software, the user can specify a single failure mechanimpdckage type, and relating
parameters. For each package type, a common set of paraweteadjusted in order to
obtain a realistic distribution on the Monte Carlo data.

The first step in determining the parameters necessary to progkidés similar
to an experimental case is to define the package types to bedstufire packages
included for this test case were leadless chip carriers U grid arrays (BGA), and
column grid arrays (CGA). These types were chosen with gshengtion that larger
package types have a shorter characteristic life when compatkages of smaller
size.

The second step in generating the test Weibull parametecs dalibrate the
calceFAST. An experimental case comprised of a 228 lead BP@ékage that
experienced 0/100°C thermal cycling at 10-minute dwell timas wsed to calibrate the

Weibull distribution values from calceFAST. Two parametersnhbéecalibration factor
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and interconnect length were adjusted in calceFAST in orderrtodtributions similar

to that of Figure 3.4 [Al-Momanl et al. 2008].
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Figure 3.4: Comparing Data Generated Using calceFAST to Experimental TH

Data

First, the thermal fatigue calibration factor was incredsaa the default value

of 1.0 until the mean TTF was close to that of the Figure 3.4.

Nexiniform

distribution with 10% variation of the interconnect spans in both thé&amemirections

was applied in order to increase the spread of the TTFs.

The general type of failure mechanism chosen for the abow# patkage types

was a first order thermal fatigue model. Within calceFA®IS failure mechanism has

specific selections for the package type being studied,“Eigst Order Thermal Fatigue

Model for Column Grid Array or First Order Thermal Fatigueddl for Ball Grid
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Array”. Specific documentation describing each of the different failure messharfrom
calceFAST can be found in Appendix B.

GEIA specifies that the number of temperature cycles (or idajashould be
sufficient to evaluate the expected performance of the sampletheinrequired
applications. This equates to running the experiment to failure7% failure of all
samples in order to obtain proper statistical metrics [GEIA 2008jthin calceFAST,
each of the test packages are cycled until failure andrelgzad using Monte Carlo.
The sample size for the Monte Carlo simulation was basedoowergence of the
Weibull parameters. Figure 3.5 confirms the fact that after 10@plea there appears to
be very little variation in both andp.®
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Figure 3.5: Convergence of Weibull Parameters by Increasing Sample Size

® The maximum sample size allowed in calceFAST Bahiéxtending Figure 3.5 to 100,000 samples.
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A study composed of three different thermal cycling profiles developed. The
goal of the different profiles was to evaluate a range of theayding parameters
where: 1) SAC is more reliable, 2) there should be no differenceliability between
SAC and SnPb, and 3) SnPb is more reliable. Parameters adjugtedthe profiles
include the dwell time, maximum, minimum and mean temperatdres.maximum and
minimum temperatures represent the upper and lower limits dhémmal cycle. The
mean therefore, is just the average between the maximum andum temperatures.
Dwell time is the length of time that a temperature isntaamed at the maximum of the
temperature cycle.

The first case developed would exhibit a lower cyclic mean aninman
temperature, where SAC is expected to outperform SnPb [Everhaal €007,
McCluskey et al. 2009]. The opposite case would consist of a higlt egelan and
maximum temperature, where SnPb outperforms SAC [Everhart 20@4, McCluskey
et al. 2009]. In order to match conditions that favored these trends, tttermal cases
were generated. Case 1 in Table 3.2 exhibits a low maximupetatare of 100°C, a
mean temperature of 50°C with a long dwell time of 40 minutesse Qan Table 3.2,
exhibits a medium maximum temperature of 110°C, a medium meanrearpeof 55C
and a medium dwell time of 10 minutes. Case 3 in Table 3.2, exhifigh@r maximum
temperature of 130°C, a higher mean temperature of 65C and asladrtime of 0.1
minutes (6 seconds). At these three cases calceFAST pitbdictSAC is more reliable
than SnPb in Case 1, SAC and SnPb have nearly identical raksghifit Case 2, and

SnPb is more reliable than SAC in Case 3.
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Table 3.2: Thermal Cycling Cases 1-3 Used to Compare Solder Reliability

Case | Max Temp Min Temp Avg Temp Dwell Time

# (°C) (°C) (°C) (min)
1 100.0 0.0 50.0 40.0
2 110.0 0.0 55.0 10.0
3 130.0 0.0 65.0 0.1

3.1.3.1 Leadless Chip Catrrier (LCC)

The attributes listed in Table 3.3 are used to define the LCC package ahd atta

parameters.

Table 3.3: LCC Attributes Defined in calceFAST

Package Parameters

Interconnect Span (X) 4.33 mm
Interconnect Span (Y) 4.33 mm

Package Material Reference| Ceramic CC

Attach Properties

Solder Material SnPb / SAC

Solder Height 0.1 mm
Board Material Reference|Epoxy Fiberglass
Thermal Fatigue Calibration Factor 1.5

After running the Monte Carlo simulation, which was described in Section 3.1.3,

the cycles to failure data was plotted and fit with a Weibull curve using Wetbullhe

Weibull plots for the LCC package at thermal cycles 1-3 are presentegline$-3.6 to

3.8 followed by a summary of their parameters in Table 3.4.
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Figure 3.6: Case 1, Weibull Plot of LCC Package Cycles to Failure for SnPb and
SAC Solders
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Figure 3.7: Case 2, Weibull Plot of LCC Package Cycles to Failure for SnPb and
SAC Solders
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Figure 3.8: Case 3, Weibull Plot of LCC Package Cycles to Failure for Both SnPb
and SAC Solders

Table 3.4:Weibull Parameters, LCC Package, for Thermal Cases 1-3

Solder Type SnPb SAC
Weibull Parameter B n P B n p
Case 1l 17.3595| 477.0349 0.9585| 13.8519| 586.9142 0.9549
Case 2 15.5269| 488.8268 0.9541| 14.0313| 479.4791 0.9582
Case 3 14.2055| 852.7378 0.9583| 12.8109| 433.1598 0.9535

3.1.3.2 Ball Grid Array (BGA)
The attributes listed below in Table 3.5 are used to define the Gkage and

attach parameters.
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Table 3.5: BGA Attributes Defined in calceFAST

Package Parameters

Interconnect Span (X) 24.18 mm
Interconnect Span (Y) 24.18 mm
Package Material Reference| Plastic PEM

Attach Properties
Solder Material SnPb / SAC

Collapsed Ball Height 0.562 mm
Board Material Reference|Epoxy Fiberglass
Thermal Fatigue Calibration Factor 1.5

After running the Monte Carlo simulation, which was describeddati&n
3.1.3, the cycle to failure data was plotted and fit with a WeibwiVec using
Weibull++. The Weibull plots for the BGA package at thermalleycl-3 are

presented in Figures 3.9 to 3.11 followed by a summary of theimpéees in Table
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Figure 3.9: Case 1, Weibull Plot of BGA Package Cycles to Failure for Both SnPb
and SAC Solders

51



ReliaSofts Weibull++ 6.0 - www.Weibul.com

Probability - Weibull

99.99

/ ’ Case 2, SAC
-
90.00 =
— Case 2, SnPb
— A
50.00
10.00
5.00
T
2
= /
[} /
T 1.00 /
0.50 I/
2
A
0.10
0.05
0.01 10/26/2009 10:23
100.00 1000.00

Cycles to Failure

P1=13.5834, n1=777.9479, p=0.9514
p2=16.0867, 12=733.1301, p=0.9550

Figure 3.10:Case 2, Weibull Plot of BGA Package Cycles to Failure for Both SnPb
and SAC Solders
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Figure 3.11: Case 3, Weibull Plot of LCC Package Cycles to Failure for Both SnPb
and SAC Solders
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Table 3.6: Weibull Parameters, BGA Package, for Thermal Cases 1-3

Solder Type SnPb SAC

Weibull Parameter B n P B n p
Case 1l 16.4404| 710.1023 0.9567| 13.3239| 949.4979 0.9550
Case 2 16.0867| 733.1301 0.9550| 13.5834| 777.9479 0.9514
Case 3 14.3930| 1349.5196 0.9543| 13.2601| 710.5656 0.9555

3.1.3.3 Column Grid Array (CGA)

The attributes listed below in Table 3.7 are used to define the EA&kage,

column, attach, and board parameters.

Table 3.7: BGA Attributes Defined in calceFAST

Package Parameters

Interconnect Span (X) 58.4 mm
Interconnect Span (Y) 58.4 mm
Package Thickness 2.4 mm

Package Material Reference| Ceramic CC
Package Interconnect Pitch 2.54 mm

Column Paramters

Interconnect Material (Lead) Alloy 42
Column Height 1.7 mm
Column Diameter 0.7 mm

Attach Properties
Solder Material SnPb / SAC

Solder Height 0.1 mm
Solder Joint Bond Area 0.8 mmA2
Thermal Fatigue Calibration Factor 1.5

Board Parameters
Board Thickness 2.36 mm
Board Material Reference |[Epoxy Fiberglass

After running the Monte Carlo simulation, which was described cti@e3.1.3,

the cycle to failure data was plotted and fit with a Weibulvewsing Weibull++. The
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Weibull plots for the CGA package at thermal cycles 1-3aesented in Figures 3.12 to

3.14 followed by a summary of their parameters in Table 3.8.
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Figure 3.12:Case 1, Weibull Plot of LCC Package Cycles to Failure for Both SnPb
and SAC Solders
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Figure 3.13: Case 2, Weibull Plot of LCC Package Cycles to Failure for Both SnPb
and SAC Solders
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Figure 3.14: Case 3, Weibull Plot of LCC Package Cycles to Failure for Both SnPb
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Table 3.8: Weibull Parameters, CGA Package, for Thermal Cases 1-3

Solder Type SnPb SAC

Weibull Parameter B n P B n p
Case 1l 18.3160| 724.4178 0.9417| 15.2505| 808.0187 0.9341
Case 2 17.6609| 736.9550 0.9298| 15.2383| 645.8529 0.9337
Case 3 15.2061] 1312.1411 0.9319| 15.1000| 560.3206 0.9370

3.1.4 Repair Process

The repair process developed in this model, Table 3.9, was formbkded on
the NSWC Crane Aviation repair process [Naval Air Syst€@osmmand 2006]. The
repair process contains a total of 48 independent process stepsfic3pehis repair
process is a 10% probability of whether or not the LRU is NRE (talue was an
estimate provided by NSWC Crane). If a LRU is determined tdlBig, it continues
through the repair process until it reaches step 10. From stépellORU skips steps 11
through 39 until it reaches step 40 where it continues processingn $téye capacities
are reduced to study the affect of reduced repair resources,tepsyG through 39 are
affected. Steps 0 through 6 and steps 40 through 48 are considered aatmenisteps,
such as packaging, transit and paperwork. These steps are not specific tioathe gair
of the LRU.

Within the repair process, Table 3.9, there are a total ofoixnns that specify
information regarding each individual step and its relationship tpriteess. The “Index
#’ column represents the hierarchal order the process stepsgargzed into. This is
important as LRUs move sequentially from the first to thedeegt. The “Process Step”
column defines the name of the step. The “Duration” column is thenomm time, in

calendar hours, required for a step to complete its task. The “Cost” columsergprine
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individual cost assigned to an LRU that is processed in that $tep:‘Capacity” column
represents the maximum number of LRUs that can be simultaneaosksped in the
step. The “Branched” column specifies the repair path as aidanof the failure
mechanism (and/or part type) that caused the LRU'’s failuresome cases, different
failure mechanisms require different repair steps. For ddtaiformation on how LRUs
flow through the model repair process see Section 2.2.2 Process Mdéebogss Flow
and Steps).

When determining the time spent in the repair process forldidh there is the
implicit assumption that the repair process runs 24/7/365. Althtuglagsumption does

not accurately reflect a realistic repair process, it reduce®thplexity of the model.
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Table 3.9: Baseline NSWC Repair Process

Index # Process Step Duration| Cost |Capacity| Branched
0| YY Field Failure ID 1.00(75.00 |200 ALL
1|Capture of Resources 2.00{75.00 |200 ALL
2|Removal 1.00(75.00 |200 ALL
3|Package For Transit 2.00/150.00 |100 ALL
4|Transit 60.00{1200.00 {100000 ALL
5[Receiving 18.00{30.00 [100000 ALL
6| Disassembly to Card Level 2.00|150.00 |4 ALL
7|Locate Test Program 1.00]75.00 |4 ALL
8|Test Prep 1.00(75.00 |4 ALL
9[Run Test 0.50137.50 |4 ALL

10| Diagnose to Component 0.50/137.50 |4 ALL

11|Coating Removal 0.20{100.00 |4 1, 2 3,
12|Remove Part 0.30[2250 |4 1, 2 3,
13|Cdean/Prep the Site 0.50{100.00 |4 1,23,
14|Find Parts 0.50|137.50 |4 1,23
15| Pull Parts From Supply 0.10{15.00 |4 1,2 3
16|Prep Site 0.20/50.00 |4 1,23
17|Component Prep 0.20{15.00 4 1, 2 3,
18| Assemble To Card 0.30[2250 |4 1,23
19| Continuity Testing 0.20{1500 |4 1, 2 3,
20| Coating Replacement 24.00/150.00 |10 1, 2 3,
21| Verify Fault Corre. 0.50[37.50 |4 1,2 3,
22|Coating Removal 0.50(500.00 |4 1,23,
23|Remove Part 0.70(50.00 |4 1, 2, 3,
24|Clean/Prep the Site 0.70(150.00 |4 1,23,
25| Pull Parts From Supply 0.10(200.00 (4 1,2 3,
26| Prep Site 0.40]100.00 |4 1,2 3
27|Component Prep 1.00|200.00 |4 1, 2 3,
28| Assemble To Card 1.00(75.00 |4 1,23
29| Continuity Testing 1.00|75.00 |4 1, 2 3,
30| Verify Fault Corre. 1.00(75.00 |4 1,2 3
31|Coating Removal 0.30(200.00 |4 1,2 3,
32|Remove Part 0.50(3750 |4 1, 2 3,
33|dean/Prep the Site 0.60/120.00 |4 1,2 3
34(Pull Parts From Supply 0.10/5000 |4 1,23
35| Prep Site 0.30|75.00 |4 1,2 3
36| Component Prep 0.50(7500 |4 1, 2 3,
37|Assemble To Card 0.50(37.50 |4 1,2 3,
38| Continuity Testing 0.40{4000 |4 1, 2 3,
39| Verify Fault Corre. 0.70(4000 |4 1,2 3,
40| Put Box Together 2.00|150.00 |4 ALL

41(Complete Paperwork 1.00/7500 |4 ALL

42| Maint. Officer Sort 1.00]75.00 |1 ALL

43([Package For Transit 2.00{150.00 |4 ALL

44| Transit 60.00[{1200.00 {100000 ALL

45| Receiving 18.00(30.00 [100000 ALL

46|Reinstall 1.00(75.00 |200 ALL

47 |Verify Fix In System 1.00]75.00 |200 ALL
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3.2 Analysis Results

In order to study the impact of the conversion to lead-free, the Inaaerun
independently for: 1) package types attached with SnPb solder apaciage types
attached with SAC 305 solder. A run therefore is defined as tda{§e8,000 LRUs that
contain one of each of the following package types: LCC, BGA and C&aked from
introduction to end of support.

A total of 9 tests were run to compare different thermaligcproperties,
fielding rates, reduced repair process capacities and increasedejnsezs.

A) Thermal Cycling Case 1, SnPb compared to SAC

B) Thermal Cycling Case 2, SnPb compared to SAC

C) Thermal Cycling Case 3, SnPb compared to SAC

D) Effect of Reduced Post Repair Reliabilities By 20%

E) Effect of Increased Fielding Rates

F) Effect of Reduced Repair Process Capacity

G) Effect of Increasing Time Step Size Greater than GCD on Moder&ogu

H) Effect of LRU Repair Priorities
) Effect of Doubling Package Instances on Test Board

3.2.1 Test A Results

Test A, included a comparison between SnPb and SAC experiencing Itherma
cycling profile defined in Case 1, Table 3.10.

Table 3.10: Parameters for Thermal Cycling Case 1

Case#lMaxTemp (°C) |[MinTemp (°C) |AvgTemp (°C) [Dwell Time (min)
100.0 0.0 50.0 40.08

LRUs in Test A experienced the baseline introduction definedguré 3.1 and

were repaired using the baseline NSWC Crane repair process.
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Histograms were generated for distributions of repair cost, aiditaand repair
time. In order place multiple data sets on a histogram, a conghoflsins was created.
In order to do this, the data set with the minimum value must teendi@ed in order to
generate the initial set of bins and bin spacing. To include naultigla sets, more bins
are created using the bin spacing found from the data set contdiaingnimum value.
By using the original set of bins with the extended bins, the détersets can be sorted
with the same scale.

The data was then plotted with frequency versus the metric evkat} either
repair cost (dollars) Figure 3.15, availability (fraction of uptiover total time) Figure

3.16, or repair time (days) Figure 3.17.

N @

350 _ @
300 -

250 -

200 -

Frequency

H SnPb

150 -
100 @

50 -

0 IIIIIIIIII\IIIIII\I.II-

v 04 14 2 3 S = >
- = % 6 K -

> @
O, ‘7 “6 K2 2 -, <, Y 7 K -9.
I O R R <) °} % v % e H % % e NN

t’% o,
= %

Cost ($)

Figure 3.15: Histogram Comparing Repair Cost for SnPb and SAC, Test A

The small population designated by the number 1 in Figure 3.15, aselaake

LRUs deemed as NFF. These LRUs are not processed in NSWE f(eyzair process
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steps 11-39, as seen in Table 3.9. Therefore, their corresponding ceptiis
significantly lower than a standard failed LRU. The percertiféfF LRUs for the tests
discussed in this chapter is 10%. However, Figure 3.16 show®fteet on the

distribution of costs when the percent of NFF LRUs is increased from 0 to 50%.

700
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£ 400 0
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100 10% NFF
0 B 0% NFF

Figure 3.16: Effect of Increasing NFF Percent on Population Growth

The two large populations of LRUs designated by the numbers 2 anéigune
3.15 are a result of a varying number of failures per LRU. TREd4.in distribution 2
have failed only once. The LRUs is distribution 3 have failed 2 aertimes, which
explains why their repair cost is nearly twice as largmore than LRUs in distribution

2.
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Figure 3.18: Histogram Comparing Repair Time for SnPb and SAC Test A

Table 3.11 displays the average metrics of Test A for SnPb and SAC solder.
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Table 3.11: Test A Metrics

Solder Type

SnPb SAC
Total Number of Failures 31467 22748
Average Number of Failures/LRU 3.9334 2.8435
Total Cost 65,405,625 44 181,939|%
Average Cost 8,176 5523|$/LRU
Average Availability 0.997 0.998
Average Repair Time 347 25.5|days/LRU |

The following conclusions can be made from Test A in which LRUs experienced
the thermal cycling profile of case 1: There was a 27.71% decrease in the number of
failures, a 32.45% decrease in cost, a 0.08% increase in availability and a 26.68%
decrease in repair time by using SAC solder.

In order to study the effect of the stochastic inputs associated with the reliability
of each component for each of the runs above in test A, the standard deviation of each of
the above average metrics was calculated over 10 runs. The result is that for SnPb solder,
the average number of failures differed by +0.003632 failures per LRU, the average
repair cost differed by = $6.40, the average availability does not differ, and the average
time in repair differed by + 0.10 days. For SAC solder, the average number of failures
differed by + 0.004283 failures per LRU, the average repair cost differed by + $8.81, the
average availability does not differ, and the average time in repair differed by + 0.17
days. Similar calculations can be completed for tests B-I by repeating the simulation and
taking the standard deviations of the means.

In addition to the previous plots and final metrics, the individual and average
LRU metrics plotted over time can be of interest to provide cost tradeoffs. Figure 3.19
plots the highest individual LRU repair cost in the population, the lowest individual LRU

repair cost in the population and the average LRU repair cost of the population. As seen

63



in Figure 3.19, there are LRUs failing as early as 2019 andhgtéailure free until as

late as 2036.
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Figure 3.19: Individual Lowest and Highest LRU Repair Cost Comparedd the
Average LRU Repair Cost for SAC Solder

Figure 3.20 plots the highest individual LRU availability, the lowedividual LRU
availability and the average LRU availability. The LRU witle towest availability is
also the LRU that has the highest repair costs. The LR th& highest availability is

the LRU that has not failed until 2036.
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Figure 3.20: Individual Lowest and Highest LRU Availability Compared To the
Average LRU Availability for SAC Solder

Figure 3.21 plots the highest individual LRU repair time, the lpwebvidual LRU
repair time, and the average LRU repair time. The LRU thiéhhighest repair time is
also the LRU that has the highest repair costs. The LRU hathotvest repair time is

the LRU that has not failed until 2036.
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Figure 3.21: Individual Lowest and Highest LRU Repair Time Compared b the
Average LRU Repair Time For SAC Solder

3.2.2 Test B Results

Test B, included a comparison between SnPb and SAC experiencingaltherm
cycle parameters defined in Case 2, Table 3.12.

Table 3.12: Parameters for Thermal Cycling Case 2

Case #|Max Temp (°C) [Min Temp (°C) |Avg Temp (°C) | Dwell Time (min)
2 110.0 0.0 55.0 10.0

LRUs in Test B experienced the baseline introduction defined ind=igdr and
were repaired using the baseline NSWC Crane repair process.
Figures 3.22 through 3.24 represent the distributions of metrics,epaiy Icost,

availability, and repair time respectively.
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Figure 3.23: Histogram Comparing Availability for SnPb and SAC, Test B
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Figure 3.24: Histogram Comparing Repair Time for SnPb and SAC, Test B

Table 3.13 displays the average metrics of Test B for SnPb and SAC solder.

Table 3.13: Test B Metrics

Solder Type

SnPb SAC
Total Number of Failures 30385 30953
Average Number of Failures/LRU 3.7981 3.8691
Total Cost 62,570,552 65,310,581|%
Average Cost 7,821 8,164 (%/LRU
Average Availability 0.997 0.997
Average Repair Time 339 34.3|days/LRU |

The following conclusions can be made from Test B in which LRUs experienced
the thermal cycling profiles of Case 2: There was a 1.87% increase in the number of
failures, a 4.38% increase in cost, no change in availability, and a 1.33% increase in

repair time by using SAC solder.
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3.2.3 Test C Results

Test C, included a comparison between SnPb and SAC experiencingltherm
cycle parameters defined in Case 3, Table 3.14.

Table 3.14:Parameters for Thermal Cycling Case 3

Case #|Max Temp (°C) [Min Temp (°C) |Avg Temp (°C) | Dwell Time (min)
3 130.0 0.0 65.0 0.1

LRUs in Test C experienced the baseline introduction, Figure 3dLweene
repaired using the baseline NSWC Crane repair process.

Figures 3.25 through 3.27 represent the distributions of metrics,epair Icost,
availability, and repair time respectively.
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Figure 3.25: Histogram Comparing Repair Cost for SnPb and SAC, Test C
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Figure 3.27: Histogram Comparing Repair Time for SnPb and SAC, Test C

Table 3.15 displays the average metrics of Test B for SnPb and SAC solder.
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Table 3.15:Test C Metrics

Solder Type

SnPb SAC
Total Number of Failures 8183 31928
Average Number of Failures/LRU 1.0229 3.9910
Total Cost 13,937,054 72,910,310|%
Average Cost 1,742 9,114|$/LRU
Average Availability 0.999 0.997
Average Repair Time 9.6 35.6|days/LRU |

The following conclusions can be made from Test B in which LRipersnced
the thermal cycling parameters of Case 3: There was a 290.17% inardas@umber of
failures, a 423.14% increase in cost, 0.23% decrease in availamlitya 272.29%

increase in repair time by using SAC solder. .

3.2.4 Test D Results

Test D, included a comparison between SAC post repair reliabititedeled “as
good as new”, and SAC post repair reliabilities modeled as “not geaodw” ( 20%
reduction) which experiences thermal cycle parameters defined in Cealgl S 3T14.

LRUs in Test D experienced the baseline introduction definedgaré&i3.1 and
were repaired using the baseline NSWC Crane repair process.

Figures 3.28 though 3.30 represent the distributions of metrics repsiy

availability, and repair time respectively.
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Table 3.16: Test D Metrics

Post Repair Reliability

As Good As New | Not Good As New (20% Reduction)
Total Number of Failures 31928 32605
Average Number of Failures/LRU 3.9910 4.0756
Total Cost 72,910,310 75,491,204|$
Average Cost 9,114 9,436|$/LRU
Average Availability 0.997 0.997
Average Repair Time 35.6 36.5|days/LRU |

The following conclusions can be made from Test D in which LBXj®rienced
the thermal cycling parameters of Case 3: There was a drik2@ase in the number of
failures, a 3.54% increase in cost, a 0.01% decrease in avsiladnid a 2.76% increase

in repair time by reducing the post repair reliabilities by 20%.

3.2.5 Test E Results

Test E, included a comparison between increased fielding ratese B.2 and

Figure 3.3 in Section 3.1.1 LRU Introduction and Retirement Schedules.
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LRUs in Test E experienced thermal cycle parametersatein Case 3, Table
3.14, and were repaired using the baseline NSWC Crane aviation repair process
Figures 3.31 though 3.33 represent the distributions of metrics repsty

availability, and repair time respectively.
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Table 3.17: Case E Metrics

Fielding Rate

Baseline Medium Fast
Total Number of Failures 31928 31927 31935
Average Number of Failures/LRU 3.9910 3.9909 3.9919
Total Cost 72,910,310 75,889,276 $80,406,305($
Average Cost 9,114 9,486 $10,051|$/LRU
Average Availability 0.997 0.997 0.997
Average Repair Time 35.6 354 35.7|days/LRU |

The following conclusions can be made from Test E in which LBXjgerience
the thermal cycling parameters of Case 3: When comparingasedine introduction rate
to the medium introduction rate, there was no change in the numkeluoés, a 4.09%
increase in cost, no change in availability and a 0.46% decreaspaim time by using
SAC solder. When comparing the baseline introduction rate to thmti@gtuction rate,
there was a 0.02% decrease in the number of failures, a 10.28% enoreesst, no

change in availability and a 0.31% increase in repair time by using SAErsol

3.2.6 Test F Results

Test F, included a comparison between the NSWC Crane repair piatcas|
and half capacity. Steps 6 through 30 in Table 3.9, non-administraéips, stere
affected by reducing the capacity.

LRUs in Test F experienced thermal cycle parameteisatein Case 3 and the
fast introduction rate displayed in Figure 3.3.

Figures 3.34 though 3.36 represent the distributions of metrics repsiy

availability, and repair time respectively.
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Table 3.18: Case F Metrics

Repair Process Capacity

Full Capacity Half Capacity
Total Number of Failures 31935 31920
Average Number of Failures/LRU 3.9919 3.9900
Total Cost 80,406,305 80,294,067|%
Average Cost 10,051 10,037|$/LRU
Average Availability 0.997 0.997
Average Repair Time 35.7 36.6|days/LRU |

The following conclusions can be made from Test F in which LReréence

the thermal cycling parameters of Case 3: There was a (r@s@ase in the number of

failures, a 0.14% decrease in cost, a 0.40% decrease in availahiity 2.57% increase

in repair time by decreasing the repair process capacity by half.

3.2.7 Test G Results

Test G, included a comparison of increasing time step siaestiie base GCD

time step to a 100 hour time step on the accuracy of the model.
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LRUs in Test G experienced thermal cycle parametersatein Case 3, baseline
introduction rate displayed in Figure 3.1 and were repaired usingaedine NSWC
Crane repair process.

Histograms were omitted for this test due to a large vagiame¢he data. This
variance is explained by the fact that increasing time steplarger than the GCD adds
extra time to each process step. See Section 2.3.6 Time $#epoBeand Management
for further explanation on time step taxonomy.

Table 3.19: Case G Metrics

Time Step Size
LCD 1 Hour

10 Hour 100 Hour

Total Number of Failures

31928

31899

22481

10380

Average Number of Failures/LRU

3.9910

3.9874

2.8101

1.2975

Total Cost

72,910,310

72,743,240

50917543

17828985

$

Average Cost 9,114 9,093 6365 2229|$/LRU
Average Availability 0.997 0.993 0.721 0.459
Average Repair Time 35.6 79.1 3057.1 5923.8|days/LRU |

The following conclusions can be made from Test G in which LBXperience
the thermal cycling parameters of Case 3: When comptdranGCD to 1 hour time step
size, there was a 0.09% increase in the number of failures, a (n288ase in cost,
0.40% decrease in availability and a 122.38% increase in repair finusithg SAC
solder. When comparing the GCD to 10 hour time step size, therea \v2859%
decrease in the number of failures, a 30.16% decrease in cost, 27.68%sden
availability and a 8495.49% increase in repair time by usin@ S$Alder. When
comparing the GCD to 100 hour time step size, there was a 67.49%askedn the

number of failures, a 75.55% decrease in cost, 53.95% decrease imiktyadad a

16555.82% increase in repair time by using SAC solder.
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3.2.7 Test H Results

Test H, included a comparison of prioritized versus un-prioritizedd.RFor the
case of prioritized LRUS, half of the population was markediegeht” priority, and the
other half “low” priority.

LRUs in Test H experienced thermal cycle parameters defim€ase 3, baseline
introduction rate displayed in Figure 3.1 and were repaired usingagedinre NSWC
Crane repair process.

Figures 3.37 though 3.39 represent the distributions of metrics repsiy

availability, and repair time respectively.
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Figure 3.37: Histogram Comparing Repair Cost for Prioritized and Ungprioritized
LRUs, Test H
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Table 3.20: Case H Metrics

Priority Constraints

Un-Prioritized Prioritized
Total Number of Failures 31928 31940
Average Number of Failures/LRU 3.9910 3.9925
Total Cost 72,910,310 73,041,918|%
Average Cost 9,114 9,130|$/LRU
Average Availability 0.997 0.997
Average Repair Time 35.6 35.4|days/LRU |

The following conclusions can be made from Test H in which LBXjgerience
the thermal cycling parameters of Case 3: There was a (Qr@teéase in the number of
failures, a 0.18% increase in cost, no change in availabitit & 0.54% decrease in

repair time by prioritizing LRUS.

3.2.8 Test | Results

Test |, included a comparison of the baseline LRU with singlegugciknstances
with a LRU with two package instances.

LRUs in Test | experienced thermal cycle parametefisatein Case 3, baseline
introduction rate displayed in Figure 3.1 and were repaired using HetingaNSWC
Crane repair process.

Figures 3.40 though 3.42 represent the distributions of metrics repsiy

availability, and repair time respectably.
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Table 3.21: Case | Metrics

Package Instances

Single Instance Double Instance
Total Number of Failures 31928 56214
Average Number of Failures/LRU 3.9910 7.0268
Total Cost 72,910,310 132,453,556|$
Average Cost 9,114 16,557|$/LRU
Average Availability 0.997 0.994
Average Repair Time 35.6 62.9|days/LRU |

The following conclusions can be made from Test | in which LRUserence
the thermal cycling parameters of Case 3: There was a 76r@8éase in the number of
failures, a 81.67% decrease in cost, a 0.25% decrease in availalitya 76.92%

decrease in repair time by prioritizing LRUSs.
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Chapter 4: Conclusions

4.1 Conclusions

Tests conducted in Chapter 3 quantified the impact of varying styloer post-
repair reliability, fielding rate, step capacity, timepsteize, priority, and number of
package instances had on the average number of failures, cost, btyagaiol repair
time. Table 4.1, lists the impact of the variable in concarterms of the percent
difference from the baseline. A positive percent representsegase from the baseline

while a negative percent represents a decrease from the baseline.

Table 4.1: Case Study Results, Tests A-l, Percent Differences

Test A Test B Test C
Comparison Variable Solder Solder Solder
Avg. Number of Failures/LRU -27.71% 1.87% 290.17%
Avg. Cost -32.45% 4.38% 423.14%
Avg. Availability 0.08% 0.00% 0.23%
Awg. Repair Time -26.68% 1.33% 272.29%

Test D Test E - Fielding Rate
Comparison Variable Post Rep. Rel.|Baseline-Med. | Baseline-Fast
Avg. Number of Failures/LRU 2.12% 0.00% 0.02%
Avg. Cost 3.54% 4.09% 10.28%
Avg. Availability -0.01% 0.00% 0.00%
Awg. Repair Time 2.76% -0.46% 0.31%

Test G - Time Step Size

Comparison Variable LCD-1hr LCD-10hr LCD-100hr

Awg. Number of Failures/LRU -0.09% -29.59% -67.49%
Avg. Cost -0.23% -30.16% -75.55%
Avg. Availability -0.40% -27.68% -53.95%
Avg. Repair Time 122.38% 8495.49%| 16555.82%

Test F Test H Test |

Comparison Variable Step Capacity Priority Instances

Awg. Number of Failures/LRU -0.05% 0.04% 76.06%
Avg. Cost -0.14% 0.18% 81.67%
Avg. Availability -0.01% 0.00% -0.25%
Avg. Repair Time 2.57% -0.54% 76.92%
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4.2 Contributions

In this thesis, a model has been developed that is capable miifyjng the
impact of the tin-lead to lead-free electronics conversiorrmg of repair cost and LRU
availability. Tradeoffs have been made based on solder compositidhneantil cycling
profiles. The contributions of this research include the following:

e The first documented trade-off analysis conducted on repair costvaidbility
impacts for SnPb and SAC assemblies.
e Using the trade-off analysis it was determined that:

o For applications experiencing long dwell times, low mean and ma®im
temperature thermal cycles the use of SAC solder decrdaseadmber of
LRU failures but had no impact on LRU availability.

o For applications experiencing short dwell times, high mean axdme
temperature thermal cycles the use of SAC solder compared-lead
solder increased the number of LRU failures but had no impact of LRU
availability.

e Development of an automated lead-free dynamic simulation modbl tive
following unique capabilities (not in other repair simulation models):

0 Models LRUs which are "early retired”.

0 Models no fault founds.

0 Specification of a repair process that is specific to a failurdvamsm and
package type.

0 Inclusion of both time and cycle based failure mechanism distributio

parameters.
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0 Use of a non-Poisson method of determining package failures over time.
= A failure is determined by the sampling of multiple Weibull
distributions. This includes multiple failure mechanisms (thermal,
corrosion or vibration) and multiple instances of the same
distribution, sampled independently of its predecessor, to mimic
multiple instances of a package.
= Post repair reliabilities that can be different than the origina
reliabilities.
0 Both atime step and event stepped method of advancing time.
o Tracks individual LRUs. This gives the model the ability to tréwok
metrics of cost, availability and repair time versus time.

o0 Perioritizing LRUs in repair based on their level of mission critigalit

4.3 Future Work

4.3.1 Throwaway Applications

The high rate of technology change that characterizes elecpamg; subsystems
and software has made the vast majority of electronic products adpasmmodities.
After all, who would ever consider repairing a flash memogksif it fails it is simply
replaced. The idea of disposable (or throwaway) electroniasdspted for consumer
products, and as a result the supply chain that supports these preddatem by it.
However, a disposable electronics policy at the assembly leveldwepresent a
considerable departure from common wisdom for the aerospace indusgtryafsionics
and military electronics). Aerospace adopted an assembly-lepelr rmaintenance

culture for a variety of reasons that include technical, businessactual and legal.
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However, by doing so they adopted a “culture” (policy) that ihogonal to the
underlying assumptions that their COTS supply chain is based on, gatsgra host of
unique (and ultimately very expensive) problems for themselvess roti out of the
guestion to argue that a significant fraction of the resourcesndeggeto manage
obsolescence, counterfeit parts risk, lead-free/tin-lead miximdy,canfiguration control
problems would be avoidable in a disposable electronics culture fSy&talysis

Division, 1984].

The simulator developed in this thesis could be used as theftwasigradeoff
model for electronic systems that allows an assessment gfdbgcality of treating a

module as a throwaway or disposable item.

4.3.2 Process Step Durations

Currently the model defines the duration of each process step as a fixed.galue, i
the duration stays constant for all LRUs that enter this stepwelkr, in actual repair
processes such as the NSWC Crane Aviation Repair Process ({Sedpiter 3, process
step durations are variable and should be represented as probability distribRtumress
step durations are also impacted by another issue that is notsaddneghis thesis - in
some cases a bottle neck in the repair process occurs wheméhsptent in the step
increases due to the reduced availability of replacement padter resources (e.g.,
when a part becomes obsolete, or when a lifetime buy runs owtprdér to model
variable step durations the process step durations could be representelistribution.
With this methodology, the distribution of time step durations would bedvamen time

step to time step allowing for the variability and uncertawmitypart availability. The
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variable repair process step is capable of adjusting the duratitime gfrocess steps

affected by limited replacement parts and resources.

4.3.3 Multiple Instances of a Package Type on & 0iRY)

While Test I in Chapter 3 studies the impact of doubling packesgences on the
overall model metrics, it fails to be application specific. Fatgvelopment of the LRU
to mimic a real world application would allow engineers to enadore realistic tradeoffs
from the model’s output metrics. LRUs could be modeled to includeased numbers

of packages.

4.3.4 Multiple Failures on the Same Date

A special case exists in the simulation when two or morabikty distributions
for a LRU share the same sampled TTF date. Currently the simulatiosgescaultiple
failure dates that share the same date as a singlddiRte. Future work could be done
to model multiple simultaneous failures differently than a sirfglire, or multiple
failures. Certain steps in the repair process are commae tbRU and not specific to
the package that failed. Due to that fact, two packagesdited fon the same date are
not equally expensive as two failures that failed on separate.ddany of the process
steps such as packaging and shipping can be combined to reduce thé rootiple

repairs.

4.3.5 Vibration Failure Mechanism

In addition to the thermal failure mechanisms introduced in Chaptebration

failure mechanisms could be introduced specific to the boards btidged The
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accuracy of vibration failure mechanisms depend on the board dimereionshe

location of the particular packages.

4.3.6 Maintenance Data Integration

The simulation developed in this thesis depends on quantitative rgfiabili
information in the form of either: a) reliability distributions (units corresponding to
environmental stress history, i.e., operational hours, thermalsgtte), and/or b) repair
experience (data from actual repair processes that desthibesixture of problems
“resolved). The future of this simulator will be the integratddmeal maintenance data
transitioning from the past “bottoms-up” approach to the more tieali®p-down”

approach.

4.3.7 Continuation of Damage During the Repair Rsx

The current simulation taxonomy models the time spent in the ©@oaiess as a
continuation of the TTF, i.e. the addition of damage to the LRU dugpgin. While
some failure mechanisms continue to add damage during the repasgratany stop
while they are in the repair process. In the future the stroolaould accommodate the

option to specify whether or not a failure mechanism adds damage during repair.
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Appendix A — Simulation Details

This Appendix provides documentation regarding the operation of the Lead-Fre
Dynamic Simulation (LFDS), a java based implementation ofepair model described
in Chapter 2. Screenshots of each of the control tabs are pteseitkecorresponding
explanations of each.

Multiple steps have been taken in the development of the software.e RAdur

visualizes the process from developing the repair model to implementationdogdriy.

Develop Computer

Simudation From

b

iModei
\‘—_f
,
& \;
F's
- Input Reliahility &
Develop Repair npt _9 1Ay
Repair Process
Madel .
Information
. ] Q |
.4-‘
Appplication of rormal verification
Simulation To of ModelWith
Inclustry Simple Cases
A A = B l\ A

Figure A.1: Progression of a Modeling to Implementation

Figure A.2, Tab (1) Welcome, is a welcome screen and thetHirgy the user
sees upon executing the software. It contains a condensed versionnoddbe LRU

flow from fielding to end of support.
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= [ E [ |

|| Lead-Free Repair Dynamic Simulator

{5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
(1)Welcome | (2) Reliability Models | (3) LRU Specificinputs | (4) Process Specific Inputs |

_ : 3) Reliability distributions for 7) The post-repair reliability
2 ST AACON Sl the LRU are sampled for a distributions for the LRU are
e the: sarkes! L L failure date sampled for a new failure date
introduction date
5) Repair process, length of
{ time depends on the process.
4 fimes and repair queues i A
e e
[ 1 T &) The LRU I Time
| 4) The LRU enters relurns to the field
2)LRU introduced  therepair process 8) The LRU enters
1o the field based on priority the repair process
again

We Icome To LFDS 2.0 9 Trackthe LRU until its end of support date is
reached

Figure A.2: Tab (1), Welcome

Figure A.3, Tab (2) Reliability Models, provides the user the lwépato define
one or more failure mechanisms with numerous probability distributi@nstribution
types for use include uniform, triangular, weibull, normal, lognorraatl exponential
distributions. Post-repair distributions can be specified under the catiffost-Repair
TTF”. Mechanisms can be included or excluded from a run bygthg the “Yes” in the
“Include ?” column to “No”. This feature allows the user to @eatlibrary or failure
mechanisms, and run the simulation for only the mechanism in condaouthaving to

reenter it into the data structure.
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| £| Lead-Free Repair Dynamic Simulator E@g

(5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
(1) Welcome (2) Reliability Models | (3) LRU Specificinputs | (4) Process SpecificInputs |

Reliability Models - Failure Mechanisms

Index Failure Mechanism Original TTF Post Repair TTF | Include ?
1 Case 3, LCC, SAC DED ADDED Yes -
2 Case 3, BGA, SAC ADDED ADDED Yes =|
3 Case 3, CGA, SAC ADDED ADDED Yes
4 Case 3, LCC-2 SAC ADDED ADDED Yes
5 Case 3, BGA-2, SAC ADDED ADDED Yes
G Case 3, CGA-2, SAC ADDED ADDED Yes
7 Mo Fault Found (NFF) ADDED ADDED Yes
ADD ROW DELETE CLEAR
(Under Selected) (Selected Row) (Al Cells)

Figure A.3: Tab (2) Reliability Models

By clicking on one of the cells with the text “ADDED”, thagbkre A.3 is

displayed, providing a user interface to specify the distribution type and gtaram

[ |£| Distribution Details ﬁ
Input Distribution
Distribution Units -
Cycles/Unit |33.0 PerOpYear =~
Distribution Type Weibull -
Most likely value {(Mode)
Shape parameter 12.8109
Low Value
High Value
Standard Deviation
Location Parameter 0.0
Scale parameter 4331598
Fixed Value
| OK | | Cancel | | Help ‘

Figure A.3: Distribution Input Window
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In Figure A.4, Tab (3) LRU Specific Inputs, the user can define leRtdance
dates, quantities, end of service dates (EOS), priority level, hether or not to include
priority in the simulation. Four priority levels currently existthe model: 1) Urgent,

2) High, 3) Medium and 4) Low.

|| Lead-Free Repair Dynamic Simulator ][5

{5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
(1)Welcome | (2)Reliability Models | (3) LRU Specificinputs | (4) Process Specific Inputs |

LRU Specific Inputs
Operational Hours Per Year 1000.0
Date Quantity EOS Priority Level
2009.0 1 2039.0 1-Urgent -
2009.25 60 2039.25 2 - High =]
2009.5 70 20395 3 - Medium
2009.75 80 2039.75 4 - Low
20100 90 20400 1-Urgent
2010.25 110 2040.25 2 - High
20105 150 20405 3 - Medium
201075 180 204075 4-Low
2011.0 200 2041.0 1-Urgent
2011.25 250 2041.25 2 - High -
ADD ROW DELETE CLEAR
{Under Selected) {Selected Row) (All Cells)

Check To Include Priority Levels In Simulation

Figure A.4: Tab (3) LRU Specific Inputs

In Figure A.5, Tab (4) Process Specific Inputs, the user defines the Requaas$
Flow by defining the step name, duration of the step in hours, cds etdp, capacity of
the step, and whether or not it is a branched step. Branching &lowse routing of
LRUs with failure models that have specific repair procesgekling “XX” before the
step name gives the step the ability to early retire (@wtiway) the LRU. Adding
“YY” before the step name gives the step the ability to categ LRUs as NFF. By

clicking on the step name, a window similar to Figure A.3 is digul, giving the user
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the ability to specify a fixed percent or distribution of LRUs#&oretired early or found

as NFF.

| £| Lead-Free Repair Dynamic Simulator | (]

(5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
(1)Welcome | (2) Reliability Models | (3) LRU Specificinputs | (4) Process Specific Inputs |

Process Specific Inputs
(Duration is in calendar hours)
(Capacity = number of LRUs simultaneously processed)
X¥=Capable of Early Retirement, YY=Determines If NFF , Click On The Step Name To Adjust Parameters

Step Duration (hrs) Cost Capacity Branched Step
Y Field Failure 1D [1.0 75.0 200.0 ALL -
Capture of Resourc...[2.0 75.0 200.0 ALL |=|
Removal 1.0 75.0 200.0 ALL
Package For Transit |2.0 150.0 100.0 ALL
Transit 60.0 1200.0 100000.0 ALL
Receiving 18.0 300 100000.0 ALL
Di nblyto Ca... |2.0 150.0 4.0 ALL
Locate Test Program (1.0 75.0 4.0 ALL
Test Prep 1.0 75.0 4.0 ALL
Run Test 0.5 i7h 4.0 ALL -
ADD ROW DELETE CLEAR
{Under Selected) {Selected Row) (Al Cells)

Figure A.5: Tab (4) Process Specific Inputs

In Figure A.6, Tab (5) Runtime Outputs, the user has the ability tqpawse or
stop and reset the simulation by clicking on the buttons below. Addifiomaions exist
when the run button is clicked and the window in Figure A.7 is display&te
computation choice window gives the user four different abilittesih the simulation.
The first is to run the simulation and plot the LRU quantities. Thexplained in the
“Quantity Plot” section of the Appendix A. The second choice is marsimulation and
to export the average metrics of cost, availability and rejpagr versus the calendar date
to an excel file. The third option is to run the simulation and folalsan animation of

LRU quantities in the repair process. This is explained in thepdRR Process Step
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Animation” section of Appendix A. The fourth and final option is to runsineulation

with no additional outputs.

| £| Lead-Free Repair Dynamic Simulator [EIEI@

(5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
(1)Welcome | (2) Reliability Models | (3) LRU Specificinputs | (4) Process Specific Inputs |

Run Time Data
Current Date |
Total number of units manufactured
. Total number of units in the field
. Total number of units in repair facility
. Total number of units retired
. Total number of spares used

]| reoe | |

Figure A.6: Tab (5) Runtime Outputs

| £| Computational Choice E@g

Computation Method

Quantity Plot & Computation

Excel Export & Computation

Process Flow & Computation

Computation Only

Cancel

Figure A.7, Computational Choice Window
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Tab (6) Cumulative Metrics Output, which is displayed in Figure ArByides
the output metrics of the simulation. Metrics include totals Herrtumber of failures,
repair cost, average values for number of failures per LRU,ahildy, and repair time
and distributions of individual LRU cost, availability, and repair timfe.histogram of
the distributions can be generated by clicking on the corresponiiagDist” button to
the left the metric. Examples of each of the distributionsgaren in Figures A.9 to

A.11.

3
| £| Lead-Free Repair Dynamic Simulator | (B

(5) Runtime Outputs | (§) Cumulative Metrics Output | (7) Solution Control |
(1)Welcome | (2) Reliability Models | (3) LRU Specificinputs | (4) Process Specific Inputs |

Cumulative Metrics

Total Number of Failures 16593

Average Number of Failures/LRU ~ 2.0869

Total Cost IATET

Average Cost($/LRU) 3986.49 Plot Dist

Average Availability 0.964 Plot Dist

Average Time In Repair (days/LRU) 394.344 Plot Dist
Case# 3

Solder Type: SAC
Deployment Rate: Baseline
Rep Process Specs: Baseling| |

Figure A.8: Tab (6) Cumulative Metrics Output
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|| Bar Chart (= [ =] ]

Probablity Distribution

Mean= 398649
Standard Deviation = 1151.753

Frobahility

Cd P 00 00 =t 0 WD O D 0 - 00 00 =k O L0 O D
Rl B Il T e s o B i BT Bl ¥y e P 7 ]
B B R =)
SO ZLNAARRERRREEEEER
Life Cycla Cost (|
| OK || Print || Help |

Figure A.9: Distribution of Repair Cost

Probablity Distribution

Mean= 096
Standard Deviation = 0.02345

Frohahility

@ m o M om oo om e @ — oo
o= P~ 00— 0D P o o= DD O
01 M- — W O o= 00 Y @ — &m0 00 0y
L T B e B e R > 7 I SO T [ (o o Vi )
B R == . - By = R
R N N R N
CcoococococooooS oS - = =
|
Availability
|OK || Print || Help|

Figure A.10: Distribution of LRU Availability
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| £] Bar Chart

Probablity Distribution

Mean = 35434
Standard Dewiation = 2579041

Probahility

mmmmmmmmmmmmm
mmmmmmmmmmmmmm
mmmmmmmmmmmmmmm

Repair Time

Figure A.11: Distribution of Repair Time

Tab (7) Solution Control, displayed in Figure A.12, provides backgroundotontr

of simulation taxonomy, the addition of default inputs, and the abilitpad and save

run data.

| £ Lead-Free Repair Dynamic Simulator

st 7 G = EI ﬂh
(5) Runtime Outputs | (6) Cumulative Metrics Output | (7) Solution Control |
{1)Welcome | (2) Reliability Models | (3) LRU Specific Inputs _|*

(4) Process Specific Inputs |

calce Center for Advanced Life Cycle Engineering
CALCE Proprietary and Confidential

| Solution Control H Save Field States || Load || Default Inputs |

Figure A.12: Tab (7) Solution Control

The specific simulation taxonomy that can be control from Tab (7)tiSol

Control, is displayed in Figure A.13. Here the user can contrel $tep operation, the
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discount rate of money, the base year for net present value taltsiaa pause for

testing purposes and the option to refresh the text fields at each time step.

[ | % Solution Control Details lﬂ_"j—J‘
Solution Control
Discount Rate (fraction) b.DdS
Base Year for Money 2009.0
Pause Between Time Steps (milliseconds) 0
Visible Number of LRUs In Animation 280
Turn Off Textfield Refresh? Yes?
For Time Stepped Simulation
Time Step Size (hours) 2190.0
i For Event Stepped Simulation ’
Run As Hybrid Event-Stepped Simulation? Yes?
Time Step Size for LRUs In Repair (hours) 10.0
| OK | | Cancel | | Help |

Figure A.13 Solution Control Details
Quantity Plot

In order to visually understand trends within the model, a quaplaty Figure
A.14 can be used to depict changing quantities of LRUs over tifthe horizontal axis
represents the simulation time, the earliest introduction datehandtest end of support
(retirement) date. The vertical axis represents the dquaftLRUs. Quantities tracked
in model over time include the total number of LRUs manufactured,sLiRuhe field,
LRUs in the repair facility, LRUs retired, and LRU spar@#$e line color corresponds to

the type of quantity being tracked.
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[£] X Plot

[=] B [ |
Quantity of LRUs
B5G
524
ol
:) Wl
i 393 Vie N fprsreRaop —
s
=
=
Z 262
oi
131
prr— & B L
%DDS.D 20100 20180 20200 20240 20300
Time (yrs)
Close

Repair Process Step Animation

Number Manufactured

Number In Field

Number Retired

Number In Repair

Number of Spares Used

Figure A.14: Quantity Plot
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When LRU populations fail and enter the repair process, it ia @fteresting to
track their progress through each repair step. Figure A.l®semis the animation
window generated by the model. The text on the left of Figure i&.1%e name of the
process step, with the quantity of LRUs waiting to be procesdbe toght. To the right

of the process step name is the quantity of LRUs represep&dhnding or contracting

colored bars. The colors correspond to the LRU priorities.



The repair process step animation is useful to identify whédyetteeneck may
occur within a repair process and to visually understand the flgiaitized processed

and FIFO processed LRUs.

%) Animation Window

-

0 M Field Failure ID
0 Capture of Resources
50 Removal

78  SendTol-Level

8 Testl-Level

12 Package For Transit
0 Package For Transit
I i Transit

19  Locate Test Program
B8 TestPrep

g Run Test

] Syst Work Center

0  Remove Component

10 Coating Remaoval

11 Remove Part

10 CleaniPrep

0  FindPars

8 Pull Parts From Supply
8 Prep Site

] Component Prep

1]

Ll EEEES E-II

9 Assemble To Card

Ho Priority
Normal Priority
Low Priority
Medium Priority

. High Priority

Figure A.15: Process Flow Animation
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Appendix B — calceFAST Failure Mechanism Reference

Appendix B provides a sample of the documentation provided from calceFAST
on each of the specific failure mechanisms used in the sangdtigpn of Chapter 3.
For greater explanation of the failure models see the following threreneks:
Osterman, (2002) "Explanation of the 1st Order Thermal Fatigue Model for Solder
Interconnects in Leaded (Gullwing and J-Lead) and Leadless PackaJe€E EPSC.

Osterman, (2002) “Explanation of the 1st Order Thermal Fatigue Model for Solder
Interconnects in Area Array Packages" CALCE EPSC.

Osterman, (2001) “Explanation of the 1st Order Thermal Fatigue Model for 1st Orde
Thermal Fatigue Model for Leadless Packages" CALCE EPSC.

First Order Thermal Fatigue Model For Leadless Packages

Failure occurs at the solder joint of an electrical interconnect betwepadkage
and PWB.
Mechanism: Fatigue
Results :CTF
Description

The model is suitable for leadless chip carriers. The useneey to modify the
calibration constant to obtain more accurate results. Ctdsutaedian cycles to failure

in solder joint modeled as a simple pillar subjected only to in-piefiermation using

calculated average shear strain.
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Glossary

AHP — Aerospace and high performance

BGA - Ball grid array

BOM - Bill of materials

CGA — Column grid array

COTS — Commercial off the shelf

CTBGA — Chip Array Thin Core Ball Grid Array

EEE - Electrical and electronic equipment

FIFO — First in, first out

LCC — Leadless chip carrier

GCD - Greatest common divisor

Lead-free — Solder in which the content of the element lead is <0.1% leaddby wei
Legacy system — an existing system that was produced with tin-lead solder
LFDS — Lead-free dynamic simulator

LRU - Line replaceable unit

NFF — No fault found

PBB — Polybrominated biphenyls

PBDE — Polybrominated diphenyl ethers

PCB — Printed circuit board

ROHS — Restriction on Hazardous Substances (Directive 2002/95/EC of the European
Parliament and of the Council of 27 January 2003 on the restriction of the use of certain
hazardous substances in electrical and electronic equipment.

SAC 305 — Lead-free solder composed of Sn-3.0Ag-0.5Cu

SnPb — See “Tin-lead”
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SRA — Shop replaceable assembly
SRU - Shop replaceable unit

Tin-lead — Solder bearing the elements tin and lead, respectively, in theghy we
amounts of 63-37 unless otherwise specified.

TTF — Time to failure

WRA — Weapon replaceable assembly
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