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Abstract

Very Small Aperture Terminal (VSAT) satellite networks have so far been successfupiotisgon of
specific communication services to geographicaligpersed users. However, usggmands are
becoming more complex, and VSAietworksare expected to provide a muaider range of services
(voice, data and multimedia). We investightav thisservice integration could be achieved ahdw

that performance improvements are possib&dfi€ient multi-accesgrotocols and speech compression
with voice activity detection techniques are used. We dilstussthe future role VSATs could play in

the provision of access tthe IntegratedBroadband Communicatioridetwork toremoteusers. We
discuss the possibility of using VSATSs for ATM service provision. The need of careful consideration of
the advantages and limitations of using VSAT networks for this type of service is discussed Finally, we
highlight a method for dynamic bandwidth allocation in a broadband satellite network.

Keywords Satellite networks; Very Small Aperture Terminal (VSAT);
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SERVICE INTEGRATION IN NEXT GENERATION

VSAT NETWORKS

1. Introduction

Very Small Aperture Terminal (VSAT) networks
(Fig. 1) have sofar been successful ithe provision of
very specific communication services ¢eographically
dispersedusers.  The combination of newpnore
powerful satellites, a number ofecent technological
innovations thatesulted inthe decrease othe station
size and cost, and a global deregulation of the
telecommunication industry, should make VSAT
systemseven more attractiveservice providers in the
future, capable ofsupporting awvide range of two-way
integrated telecommunication services [MARA95].

However, user demands are becoming more complex, and
communication networks are expected to provide a much
wider range of services on top of the origipatketdata
service. A number of technical issues need toelelved

so that these newservices become financially
competitive. Thedevelopment of an adaptivdynamic
protocol for this wide range of services that will result in
the mostefficient allocation ofthe spacesegment, one

of the most expensive commodities in theervice
provision, is a criticalequirement. Recenéchnology,
such as thelevelopment of cheap, low-bit-ratecoders
with voice activity detection (VAD) could further
improve theefficient use ofthe channeland exciting

new innovations, such as DirecPC [AROR96ffering
direct access to the internet, need to be accommodated.
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Packet Data Voice Fax

Fig.1 A Typical VSAT Network

In this paper, we look at thstate-of-the-art in VSAT
networking and focus on a discussion of how this service
integration could take placeand the performance
improvements thatould be achieved. Wthen extend

our discussion on theossibility of using VSATs for
the provision of access tothe integrated broadband
communications network to remote usefially, we
highlight amethod for dynamidandwidthallocation in
a broadband satellite network.

2. Traffic _Source Models

2.1 Interactive Data Transmission

It is well known thatgeneration ofdatafrom a single
data source iswell represented by &oisson arrival
process(continuous time) or by a geomeirter-arrival
process(discretdime). A singlepacket isgenerated at
each time. This could be either a fixed length packet or a
variable length packet, with lengthepresented by a
certain distribution of fixed mean. (Neg. Exponential,
Tailed Exponential, Geometric and Uniform are thest
commonly used). Without loss of generality we can
define such a distribution and use it as an example.

This traffic is of bursty nature, relatively short in length,
and requires relatively small delay in transmission. Delay
variance is not a major problem, buterror free
transmission is an importanéquirement. Examples of
such traffic for a VSAT scenarioare transaction/credit
cardverification, hotel/airline reservatiorend various
short data message transmissions.

2.2 Voice Sources

Modelling of a voice source isnuch more complex,
mainly because of the strong correlation among arrivals.
We start by examining a rather simplified model.

Observations on the nature of speech show thsgeach
source creates pattern of active talkspurtand silent
gaps [BRADG8]. There areprincipal spurtsand gaps
related to the talking, pausing and listening patterns of a
conversation.There arealso “mini-gaps” and “mini-
spurts” due to the short silent intervals thagunctuate
continuous speech.

Statistical analysis on a number of conversations shows
that the “active” period covers only (approx.) 40% of the
time, while 60% of the time consists of a mix of long
and short silences. Therefore, bging aspeechactivity
detectorclose to aspeech sourcene can distinguish
between activeand silent parts in a conversation, and
allow reuse of the channel when a silence detected.
(this is called Digital Speech Interpolatiand hasbeen
extensively used in telecommunications). Withskw”
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detectorone candistinguishbetween active periods and
long silences(2 states) while with “fast” detector 3
states can be observedactive, long silence, short
silence.

The following assumptions apply:
» The arrival process of new voice callad the
distribution of theirduration can becharacterized
by a Poissonprocessand by anexponential
distribution, respectively.
« All spurts and gaps have exponentially
distributed durations.

Talkspurtsarereferred to as ONstatesand silences as

OFF, and they appear in turn.

The transition from ON to OFBccurswith probability
Yy, andthe transition from OFF to OMccurs with

probability . In a discretetime case, ONand OFF
periods are geometrically distributedth the mean 1y,

1/o respectively.(Fig.2).

Packets are generated during the ON period according to a
Bernoulli distribution withrate A. No packets are
generated inthe OFF state.(The continuous time
equivalent case can bepresented by aexponential

distribution using a Poisson process.)

vo((

g

Yy
Fig. 2 Simplified 2-stage Markov Model for

Speech

3. Voice/Data Integration

The link from the hub station to the VSATSs is usually
configured using conventional Time Division
Multiplexing (TDM). The multiple access link from the
VSATs to the hubhowever has beensubjected to a
greaterdegree ofvariation, and debatecontinues about
the most suitable and efficient choice for particular traffic

demands. The main difficulty in satellite access
protocols is the long propagation time of the
geostationary satellite link whichcan impose

unacceptably long co-ordination times.

A number of multipleaccesgrotocols forthis type of
network have been proposed iacentyears, ranging
from contention/randonaccess-basedchemes such as
variations of theALOHA protocol [RAYC87] orother
Collision Resolution AlgorithmgHADJ95] to systems
with no contention (e.g. static TDMA or Single

Channel PerCarrier (SCPC) allocations),and also
combinations of the two, such as DynarRieservation
TDMA.

Different classes of traffic havdifferent performance
requirements.  Stream-type traffic (voiamalls, file
transfer) usually require a collision-free allocated channel,
while random accedsansmissioncould work well with
small datamessagesnd bursty traffic. It istherefore
necessary to develop an access scherat
accommodates all traffic classes in an efficient way. One
way of treatingthis problem isdevelop a combined
random access / channel reservapootocol and try to
make it adaptive to changing traffic mix.

In this case we consider a traffic scenacionsisting of
three types of service:

1. Small Size Data Message Transmission:
Typically singlepacketmessages. Thesmuld be
updates ofthe value of a particular quantitfe.g.
share price) or specific requestoom a central
database (e.g. number of items in stock).

2. File Transfer TransmissionConnections fofile
transfer orother relatively longdata transmission
(e.g. complete list of prices for items on sale).

3. Voice Calls: Typically business calls of short
duration(e.g. a mean call time of 120 sedcking
low-bit-rate codedvoice for efficient use othannel
capacity.

In this paper we will not focus so much on the selection
or performance optimisation of a rand@tcesgprotocol

(we assume that one haalready been selected and
optimized)but ontechniques for dynamiallocation of
capacity todifferent traffic types so that we maximize
the efficient use of the (expensive) satellite channel.

3.1 Dynamic Channel Allocation

Most existing VSAT networkshandling speech use
dedicatecchannels whicltan bepre-defined or allocated
on demand.One way to optimize the overafletwork
performance would be to develop an efficielyhamic
allocation scheme.

There are aumber ways the satelliteandwidth can be
allocated, and the service the network must provide
determines which is the best choice. There are also other
factorsthat affect the choice of allocation schemsuch

as the complexity of implementaticend the network
architecture.

Some of the channel allocation opticare listed below,
in an order of increasing complexity:

« The bandwidth isdivided into identical sub-channels,
and a fixednumber of these isllocatedfor random
access and reservation requeslsle the remaining sub-
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channels are available for stream traffic connections. The

partitions are determined by tlegpectedraffic load. A
specialcase ofthis would be todefine asingle random
access channefor reservationsand make the rest
available for connections.

« There are no predetermineeservation, voice odata
message channels. Reservations take placenowtkiple
channels,and the partition betweenthe channels is
dynamically determined according ta@hanges in the
traffic load. All channels are identical.

» Same as before, but message charerelsot identical
and do not have a predetermined bandwidthe required
bandwidth is reserved for each transmission.

This dynamic access is a reservation schethat
dynamically re-assigns reservation channelofttimum
performance.The protocol operation isplit in two
parts:
e Channel Reservation: Users with long data
messages or voice calls transmit theiquests in
this part of the protocol. Aandom accesgrotocol

operates and a collision resolution scheme is used to

resolve possiblecollisions of therequestpackets.

The choice ofthe access scheme could be an

important factor in the protocol's overall
performance.

* Message/Call Transmission:Successfurequests

enter a global queue (operating in a FCFS mode) for

message or voice call channedlsdwhen a suitable
channel becomes available it @locatedfor the
duration of the transmission.

3.2 Protocol Operation

The satellite channel of capacBy is subdividednto N
equal sizechannelsgachhaving acapacityB/N . There
are nowNy reservationNy voice channelsndNg data
channels , such thaty + Ny + Ng =N (Fig.3). Note
that the terms channel and ‘“sub-channél do not
necessarily represerftequency allocation.  Channel
division may takeplace in eithethe time orfrequency
domain, or even using Spread Spectrum techniques.

3.2.1 PacketDataMessageservice

A message reservatiomequest contains information
about the message'srigin and destination ID, type
(Short Data Message/File Transfandlength. When a

VSAT has a message to transmit, it monitors the status

channel to findhe identities of thecurrent reservation
channelsand sends a reservatiorequestover one of

these. The Network Management Center (NMC),
located at the Hub, assigns tNg, message channels to

the VSATs whoseeservation requestsere successful.
It also keepgrack of how long eachcustomer haveen
in service at eaclthanneland how manyrequests are
waiting to beserved. Using this information, it can

estimate what the backlog is at each channelsgkaific
time.

sATELUW
. .
]

Nm Message
Channels

VSAT

Nv Voice Network Management Center

Channels

VSAT VSAT

‘ VSAT

VSAT

Fig. 3 VSAT Network Architecture

The VSAT then times outand waits for an
Acknowledgment (ACK)from the NMC. If positive
acknowledgment isot receivedwithin a pre-set period,
the VSAT retransmits the request afteraadomwaiting
time. For slotted systems guard time is used to
compensate for the propagatiatelay difference for
VSATSs at different ends of a beam coverage.

Whenthe Hubreceives a reservation requestagsigns
the messagehannelwith the smallest backlog to it,
calculateghe timebeforebacklog iscleared andeturns
ACK to the transmitting VSAT. The ACK contains the
ID of the VSAT, the ID of theassigned message
channel, and the holding timdy, if known. The VSAT

can start transmission on thassigned channel at the
allocated time.

3.2.2 VoiceCalls

If a successful voice call request arrivedret NMC and
there are voice channels available, MEC will assign
the call to one of these and returnaumknowledgment to
the call originator. The ACK contains the ID of the
originator and the IDs of the respective assigned inbound
and outbound channels. For two-way voice
communicationsand astar network architecture/oice
channels have to be assigned pairs, one from the
outbound channelandone from the inbound channels.
However, the inbound is mudhbss congestedhan the
outbound so we can assume that deery free outbound
channel there is always feee inbound channel. The
situation is simpler in a mesh systemhere after the
call set-up is completed, VSATsn do directly toeach
other. A voicerequestarriving when all callchannels
are busy will get a busy signahdwill be clearedfrom
the system (switching system withpre-determined
blocking probability). There is always a trade-off
betweenthe data delayconstraintsandthe call blocking
probability, and this trade-off will be examined next.
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A very importantperformance parameténat has to be
optimized is the channel partitioMy : Ny : Nm. The
Hub must dynamically re-assign voicedata and
reservation channels from the availablannelpool so
that the blocking probability of the voideaffic and the
total average delay athe datatraffic are minimized. It
thereforehas to estimate the voice message arnistd
/\y andthe datamessage arrival ratdq , by counting

the number of successfukquestsfor each type of
message that have arrived in a given time interval. For a
heavy traffic load, there should bmore message
channels so that the backlog ®eared, andfewer
reservation channels, sihat there is alimit on the
system input. On the other hand, if traffic is light, more
reservation channels should ladlocated for optimum
performance.

The analysis that follows willdeterminethe optimal

partition for a given set ofiy andAg. The Hub can
use such information tperiodically selecthe optimum

operation poinffor the system,andinform the VSATs

of all channel re-assignments. tnder to avoid any

possible confusion, a waitingeriod, typically one

round-trip propagation delay, iszised before a re-
assignment is activated.

3.3 Performance Analysis

In this analysis of the protocolfserformancethe delay
characteristics fordifferent message arrival rates are
obtained and the channel allocation ratio=Ny /Nm. is
optimized to minimizeend-to-endmessage delay. The
optimum channel allocation ratiothen defines the
optimum  system delay-throughput performance
characteristic.

3.3.1 Model Assumptions

The following assumptionare made irthe analysis of
the protocol's performance:
1. StationsgeneratePoissontraffic with rates Ay
calls/s and\g messages/s.

2. There aré&N active VSATsand they randomly
choose betweetthe Ny reservation channels, for

either a voice call or a data message transmission.
3. EachVSAT carrieseither one active message or
one call at a particular time.

4. All reservation, messagand acknowledgment
channels are error free (i.e. error rates are negligible).
5. Processinglelays arenegligible compared to the
channel propagation delay.

6. Binary feedback information (Collision/No-
collision) about the channel statan be transmitted
to all users.

7. Both data andvoice channelsare assigned in a
FCFS way. Voice channelgperate in ablocked
calls cleared” mode.

8. Successful reservatigrquests arrive ghe Hub

in a Poisson manner, with rate+Aq. (A\y,/\d are
both i.i.d. Poisson R.V.’s).

9. Arriving datamessages consist of raservation
part of lengthr and an information part of lengih
For simplicity in the analysis, theeservation part
is assumed taonsist of one packet, with length
equal to the channel slot size in slotted systems.
10. There is no restriction on the distribution of the
voice call duration.

3.3.2 ReservatiorChanneDelay

This is the time from the generation of a new reservation
request tothe time itarrives successfully ahe NMC.

The mean Reservation Deldyy , is the mearrandom
access delay over the satellite channel (whdighbends on
the multiple access /collision resolution scheme used).

3.3.3 MessageChannelDelay

Successful reservatiorequests enter global queue,
identical to the arrival process of the reservatinuests
at the Hub,except for aime shift ofdp slots. The

message channel delay is therefore given by

Dm= dB+dg+ dT+dp
where :
dg = Queueingdelay for the message in the global
gueue,
dp = Channel propagation delay,
dg = Guardtime to compensate fordifferences in
propagation delay,
dt = Transmission delay of message on satellite channel.

In this protocol, the NMC assigns tlebannelwith the
minimum backlog to an arriving reservatioequest.
This minimum-wait queueingsystem isequivalent to
the standard/G/s queue. There arexact expressions
for the expectedwaiting time in anM/G/s system
however a very good approximate expression is given in
[BOXM79], with a maximumerror of 3%. Usingthis,

dB is given by

10 1os— Whi
des _ = q —RanU
=2 ] +3 Egm HND(s) + A(S)1 _ No(s)]

where:

Nbo(s) = z A(s)p',

O 2 O

EB+1E|% 1+;6B O

_ 0
A(S) = — -1
-1l 1 g™ O

A+ 0

B 25+1EEE B
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Np(s) can be recursively computeging the method
discussed in [LI 84], and/\, is the waiting time of an

M/M/s queue:
1 1(sp)”

(1_p)25 s!

-1 k s U]
(sp)”  (sp)° 1
g; kTSl %

W,, = B

(1-p)

where:p = traffic intensity per channel X3 / s
B = the average service time of the M/G/s system

The overall mean message delay is then given by
D=D¢+Dm
whereDm andDy were defined earlier.

3.3.4 Voice ChanneBlocking Probability

Once avoice channel is assigned, it remainscupied
until either side of the conversation hangap, and
information about this statushange arrives ahe Hub.

In this way, a total of Z¢l seconds is wastefbr each
voice channel re-assignment.herefore,any successful
voice request will hold the channel for an average time of

Dh=(2¢h+dg+dy)

where ¢ is the average call duration and thgtte guard
time discussed earlier.

This is an M/G/s/ss-serverloss system, in which a
blocked call is cleareffom the queue. Insuch a system
the blocking probabilitydependsonly on the mean of
the service time [SCHW85] and is given by the Erlang-B
formula:

(sp,)/s!

B™ s
z (spv)k/k!
k=0

where
/\V
p,=—ld,+2d, +dy]

The behaviour of the total average messdgjayD and
the blocking probability £ can be studied asfanction
of the total input traffic and the channel partition ratios.

3.3.5 ProtocolStability

For the system to remain stable the following two
conditions must be satisfied:

(). The random accessprotocol operating in the
reservation channels must be stable.

(ii). The global queue operating in the message channels,
must remain stable. Therefore,the channelutilization

must always be less than unity, i.e.,

Ni(dg +d)<1

m

3.3.6 _NumericalResults& Discussion

Using the delay expressions defined earlier, the
performance characteristics for the network are computed.
The behaviour of the average data message datdythe
voice call blocking probability arstudied as dunction

of the total input traffic and the channel partition ratios.

We can thus estimate the maximum catival rate the
systemcan handldor a mean call handlinggme and a
specific number of voice channels. By plotting #mel-
to-endmeandatamessagelelay for various data arrival
rates and a particular voiaall blocking probability the
optimal channel allocation ratio a = (No of Reservation
Channels / No of Message Channels) fopaticular
traffic load can be determined (Fig.4).

15
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=
=]
) .
@ -~
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= i
o ’f Ada=10 31
-’
-]
[an ]
>
E Ad=531
> S Parallel 8 kbit/s Channels _ .
< ‘o Max Yoice Call Block Prob.= 5% Ad= Data Arrival Rate
o b T ~ T L T
0.0 1.0 2.0 30
Channel Allocation Ratio a

Fig. 4 Optimal
Allocation

Operating Point_for _Channel

There is clearly a need to optimize the channel allocation
(i.e. number ofchannelsallocated tovoice calls or
random access reservations)dwit the traffic mix. If

this mix is known in advance wecan adjust the
allocation of reservatioandvoice channelsiccordingly.

If however the traffic mix changes considerablyyduld

be beneficial if we could adjushis allocation aregular
time intervals. Bydefining a maximum blocking
probability for voice calls, wecan estimate thedata
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message performance for various loads, and determine the
channel allocation ratiothat provides “optimum”
performance. The Network Management Center can then
periodically updatehe channel allocatiorbased on the
traffic load and inform the stations accordingly.

3.4 Compression & Multiplexing Techniques

We can further maximize the efficient use of the satellite
channel byemploying sophisticatedoding schemes in
the case ofmultimedia transmission. These usually
require a considerableprocessing time (tens of
milliseconds) and need a speciiiternal frametime for
packet arrangement management. lbliwious that the
Quality of Servicerequiredwould determinghe required
minimum bit rate.

4.6

4.4 <

4.2 -

Mean Opinion Score

3.8 -

3.6

Speech Rate (KBits/s)

Voice/Data Traffic, Pb=5%

10

----- Q- 4.8 Kbits/s \bice Channel

""" ¥+ 8 Kbits/s Vace Chamel
7.5 — -=-0O--- 9.6 Khits/s Wice Channel

-=-A--- 16 Kbits/s \bice Channel

Voice Traffic(Erlangs)

2.5 =

Data Throughput (Kbits/s)

Fig. 5 Mean Opinion Score Degradation and
possible Data Throughput increase with
Increase of Speech Compression Rate

For speech, one suctoding algorithm is the code-
excited linear predictive (CELP) coding [SHRO85]
which has been shown to produce good quality speech at
bit rates below 16&bit/s. The basic CELP algorithm
applies vector quantisation of the excitatisignal to
achieve efficiency incoding, atechniquedescribed as
fractional bits per samplecoding. However, thehigh
complexity of CELP and its relatively low robustness to
transmissiorerrorsmeans that the basic algorithm has
to be extensivelyevised tomeet the constraints of a
VSAT application. Due to the high propagatidelay
the speech signals experience, the speech codec
implementation should als@serveprocessingcapacity
for echo cancellation [KOND93].

It is also possible to usespeechcoderwith multi-rate
capability with a VSAT system. In such a system, if
only packetized speeateeds to béransmitted, ahigher
rate codeccan be switched on to provideetter quality
speech. The arrival of data messages at the V&AI
trigger a switch of thepeech to a lower ratodecthat
will allow the multiplexing ofdatapackets on theame
channel, using théandwidth that becomes available
from the higherspeechcompression, at thexpense of
lower speech quality.

Fig. 5 shows someexperimental results of the
degradation ofthe speechquality, expressed in Mean
Opinion Score (MOS) values (5: Excellent, 1:
ExtremelyBad), as wedncreasethe speech compression
rate. Contrasting these with the possible increase in data
(or additional voice call) throughput possible if we use a
higher compressiorrate we can sedhat we can
accommodate aignificantly higher throughput faonly

a 5 or 10% degradation of the speech quality perceived by
listeners. Therefore we can dynamicallse a multirate
codec toavoid congestion incases where traffic load is
higher, while we can revert to better quality service when
we have less traffic.

Data

3.5 Using Silences for

Transmission

Speech

Having investigated the problem of sharing a common
satellite channel amongst a large number of VSATS, we
next turn our attention on maximizing tlkeéicient use

of this resource. Welook at the possibility of
integration of voice andata on a secorldvel, over the
same channel.

Since a speech source creates pattern of active
talkspurtsand silent gaps by using apeechactivity
detectorclose to aspeech sourcene can distinguish
between activeand silent parts in a conversation, and
allow re-use of the channel when a silence detected.
With a “slow” detectorone can distinguish between
active periodsaandlong silences (2 states) while with a
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“fast” detector 3statescan be observedactive, long
silence, short silence.

If we have alow bit rate vocoderwith voice activity
detection [GRUBB81], assuming this takes 4 to 5 30 ms
speech frames for a silence detection to faleee, we
can take advantage of the silence intervalsdhatonger
than 2 frames totransmit datapackets from thesame
source. This will help usnake a more efficient use of
the channeland will reducethe transmissiordelay of
long data files. These can be brokdnto smallerfixed

size packets, given sequencenumberand transmitted
during these silences. The waiting tifneforethe data
transmission is completed, although should ideally be as
low as possible, is not a critichinitation in this type

of file transmission.

The threshold level needs to be set to a very low value to
avoid missing large portions gpeech athe beginning

of a talkspurtand atlow speecHevels. This ofcourse
makes the system susceptible to high noise levels,
which is one of the problems thated to bdakeninto
account. Inorder toeliminate the possibility of cutting
out speech mid-bursts a further condition is applied, by
adding a hangover stage to the VAD output.

The operation of the VAD idasedupon thesebasic
assumptions:

e Speech is a non-stationasfgnal. Its spectral
shape usuallychanges afteshort periods oftime,
typically 20-30 ms.

« Backgroundnoise is usually stationarguring
much longer timeperiods and it changes very
slowly with time.

» The speech signal level is usually higher than the
background noise level, otherwisespeech is
unintelligible.

Based onthese assumptions, \AD algorithm can be
developedthat can detecsilence gapsand distinguish
backgroundhoise (with or withoutspeech). Assuming
that in most VSAT systems tHeackgroundnoise is
relatively low, a simplefixed energythreshold can be
used to detectthe silence regions (unlike mobile
systems, where there is ahigh and variable noise
environment thatneeds to be compensated by a more
adaptivealgorithm). Various implementations of VAD
systems for CELRcoding can be found ithe literature
[KOND93].

3.6 Performance from
Voice/Data

Improvements
Integration

We assume a VSAT network using raservation
multiple access scheme to allocate channels to incoming
voice calls. We isolate a typicahanneland focus on
optimizing the efficiency of our system by taking

advantage of the silent intervals of speech. ikitélly
assume thabnce a voice call has been successful in
obtaining achannel itwill be the only call on the
channeland it can use it for theduration of the
conservation, butduring the detectedsilent intervals,
data packets from messages waiting flbansmission
from the same VSAT terminaan be senthroughthis
channel.

An importantfactor affectingthe speech quality is the
variance in delayhe speech packets experience. In the
case of asatellite networkthere is no complicated
routing process thatan introduce dig variation in the
delay packets experience, howevdrgecausehe channel
propagation delay is so high, problems mighteeven
if there is a small variance in the delay. The
introduction of a hangover hake additional advantage
of mitigating the variable delay impairment by
increasing the meagurationwhile reducingthe rate of
talkspurts. In general, fairiarge delays can be
accommodated provided sufficiently long hangover is
used [GRUBSL].

120

Channel Rate = 128 kbits/s
b Data Arrival Rate= 100 kbit/s
Mean Call = 100s

204 |=
4 Silences NotUse
— Sep.DataChannel
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Maximum Throughput (kbits/s)

T T T T T
0.01 0.02 0.03 0.04 0.05 0.06

Voice Call Arrival Rate (Calls/s)

Fig.6 Maximum Throughput and Performance
Improvements for different voice loads when
data is transmitted during long silences

Fig. 6 shows acomparison betweerthe maximum
possible throughput for data messages for three cases:

« No voice activity detection, arrivinglata messages
have towait for a voice call to becompletedbefore
using the channel.

« Data is transmitted during the longer silence intervals

« There isalways asecondchannel available fodata
transmission when channel is busy with voice call.
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Details of the analysis can ff@und inthe APPENDIX.
Clearly the firstand third cases represetihe extreme
boundariesand for a practicalsystem with VAD the
performance is somewhere between the two. Significant
improvementsare possible however if VAD is used
effectively.

4. Provision _of ATM _Service via
satellite

Communication satellitescan be used toprovide
multimedia services over a largeea,without theneed

of excessiveinvestment in theearly phase of ATM
network deployment, especially t@areas where the
terrestrial network infrastructure isot very well
developed. They can offer complementary service to
terrestrial networks, especially for widely dispersed users,
and the broadcast nature of satellites makes theideah
choice for point-to-multipoint transmissions. New users
can beaccommodategwiftly by simply installing new
earth stations at customer premis#terefore network
enlargement is not a significant planning problem.

Satellite networks can play two main roles:

» the interconnection of afew geographically
distributed broadband networks, usually called
“broadband islands” [HADJ94].

» the provision of a networlnterface to a large
number of thin-route users.

For the first scenaritarge earttstation gatewayswould

be required toaccommodatethe high and usually

continuous traffic rates that would le&pected. For the
secondscenario, VSAT-type networksould be used.
The 155 and 622 Mbit/s transmission rates
conventionally associatedith ATM arewell above the
maximum rates possible with today's VSAT

technology. However, in practice, mastlividual users
will usually require significantly lower traffic rates,
especially if there are only faw data orvoice terminals
located at a remote location. This large numbeusefrs
with bursty traffic will need acost-efficient way to
occasionally access the ATM network.

A number of high data rate satellite systemshave
recently been proposed, planningdffer Fixed Satellite
Services to large numbers gfobally dispersedusers.
Since using aDMA-type multiple access enables the
support of multiple userand avariety of high-speed
communication servicegnd asignificant number of
these systems will probably employ a TDMAulti-
access schemfor their uplink. However, as satellite
capacity is a very expensiv®@mmaodity,andas, unlike
traditional satellite systemsurrently in operation, the
servicesthat these new higldatarate satellite systems
will be required tooffer are so varied imequirements, it
would be necessary to develop cdose to optimal
bandwidth allocation policy that maximizes the

utilization of the satellitecapacity and provides certain
guarantees on performandssed onthe nature of the
traffic mix we have. This should ideally be abledffer
services to users in aintegrated manner, support
different classes of servicand adapt tochangingtraffic
loads.

4.1 System Model

4.1.1 NetworkArchitecture

A satellite network consisting of a satellite in GEO
orbit, S gatewaystationsand aNetwork Management
Center (NMC) is considered. Eastation carries traffic
from a variety of traffic sources such as voice calida
messages or video. famed TDMA multiple access
scheme iausedfor the uplink and aTDM multiplexing
operates in the downlink.

4.1.2 FrameStructure

Fig. 7 shows thdrame structure weconsiderfor the
Time Division Multiple Access (TDMA) scheme
operating on the uplink. Transmissionaigjanized in
fixed size, slotted frames. The slot(s) in the first part of
the frame is dedicated for transmission of information on
the station status , while all othNr slots are used for
information transmission. Movablboundariesexist
betweenthe differenttypes ofservice (voice, video and
data) andthe objective is to optimize théoundary
positions on a frame-by-frame basis.

TDMA Frame

< >
<«

Header Subframe Subframe Subframe  Subframe

- |

-
_Movable Boundary Moyable Boundary

-

N\

) ) Data Traffic
Voice Traffic

Status Slots VBR Traffic

Fig. 7 TDMA Frame Structure

For simplicity assume that the slot sizeeigual to the
smallest single-packeindthat thereare (N+1) slots in
each frame.

If the voice rate iR, bits/s then the length of thaice
packetisL, =R, T bits. If R, andb arethe channel
bit rate andthe number of bits thehannel carcarry in
the duration of a slot, then
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According to the requirements fothe High Data Rate
ground terminal in the ACTS system, the TDName

duration is T= 32msec,andthe TDMA time slot is
equal to 32 microseconds. (thisaguivalent to N=1000
slots).

There is clearly aeedfor a close-to-optimabandwidth
allocation policy that maximizes the utilization of the
satellite capacity but alsprovides certain guarantees on
performancebased orthe nature of thdraffic mix we
have. This shoulddeally be able tooffer services to
users in an integrated manner, support different classes of
serviceand adapt tochangingtraffic loads. Apartfrom
voice and data, other services such as internet connection
or VBR video,are of considerablinterest to potential
service providers and could probably be a mé&otor in
enabling the deployment of these systems in the future.

4.2 Optimal Capacity Allocation

The concept of optimal capacity allocation in
communication networks(and satellite systems in
particular) is not new and has been extensively studied in
a variety of forms[AEIN77][CONT96] in the past.
Optimal capacity allocation studies for the particular case
of integrated voice/data at a packet switched TDM
system have also been done [WU 92].

The objective of the optimal capacity allocation analysis
is to find a stationary policy which assigns tilable
slots to the various traffic types, based upon the activity
characteristics of videand voice traffic aswell as the
data packet backlog atthe gateway buffers, by
minimizing a cost function atachframe. A policy is
calledstationary if the action chosen at faame only
depends orthe state at the frame. The cost function is
defined asthe weightedsum of the distortionrate of
video traffic, the packet droppingprobability of voice
traffic, andthe unassignedata packets in thegateway
buffers.

The optimization policy is based on movable

boundary(ies) among the slots assigned to vaiwkdata

users (or VBRTraffic in the generalcase)(Fig. 7). The
system operates in a framdormat and the channel

capacity (bandwidth) is allocated at eadtame, which

depends upon thactivity characteristics ofhe real-time

traffic as well as the number of data packets inkihier

of gateways. Theperformance measurevaluated are
the packet droppingprobability and the throughput of
the video and voice traffic, and the delay, packetioss

rate, and throughput of data traffic.
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A Markov Decision Process (MDRpuld be employed

to solve the optimalcapacity allocationproblem by
minimizing a proposed cost function, defined in this case
as theweightedsum of thepacket droppingrobability

of voice traffic,andthe unaccessedate of datatraffic at
each frame time [YANG94]. The weightirfgctors can

be adjusted according tdhe requirements in real
operation and the traffic mix. A value-iteration
algorithm is applied to this MDP. The size oframe
can be fixed owariable. Basically, the transmission
assumes an Asynchronous Transfer Mode (ATM) system
with a frame structure, in which the smallgsicket size
could be the fixed size ATM cell.

Since voice cannot toleratarge random delay, voice
packetsare discardedwithout retransmissionHowever,
the packet droppingprobability of voicetraffic can be
still within atolerable range. Thdatausers transmit
(and retransmit, if necessary) their packets @llecated
slots within aframe. If thereare not enough slots for
datapackets, thesare stored in buffefor transmission

in the coming frames. A group of active terminals is
integrated over &roadbandsatellite channel, which has
N + 1 slots per frame. The firstot called"status slot"

is usedfor bandwidthallocation informationand other
information. The other N slotare allocatedfor the
information transmission of these active terminals. The
interesting problenraised here ishow to allocate the
bandwidth for the group of terminals while meeting their
performance requirements.

Earlier work in [GHAF93], [YANG94] focused on the
development of an optimal capacity allocation policy for
a similar system. Our next objective is to revisit the
problem of dynamic capacityallocation for aTDMA
satellite systemand develop animplementable,near-
optimal allocation algorithm. This should taketo
account the propagatiatelay ofthe satellite link. Our
aim is toderive anear-optimal version of thdynamic
bandwidthallocation method, thabperates on a&ingle
frame-by-frame basis, and then try to extend this
operation over Mmultiple frames. Using analysis and
simulation, we plan tocompare the performance
advantages ofhe near-optimal allocation to a system
that doesnot use abandwidthallocation optimization,
and weigh this against the processindelay and
additional complexity cost introduced by this process.

5._Summary & Further Work

We havefocused on recemork on thedevelopment of
adaptive, dynamic schem#sat will result in themost
efficient allocation ofthe spacesegment. Inorder to
achievethe highest possible utilization of the satellite
bandwidth, it isnot enough todevelop an efficient
resourceallocation scheme. Various compression and
multiplexing techniques can also bmployed to ensure
the mosteconomicabandwidthuse. Thedevelopment
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of low-bit-rate vocodersgnabling a large number of

voice users to share the limited bandwidth, and the use of

Voice Activity Detection to takeadvantage of idle

intervals in conversations, could be incorporated and thus

further improve the efficient use of the channel.

Finally, as VSAT networks need to beadecompatible
with the developing terrestrialintegrated Broadband
Communication Network and textend to areasuch as
network interconnectiorand provision of ATM-based
services, we havaddressedome of the problems that

need to be resolved and provided some suggestions of the

important role VSATscould play in the ATM era. We
have seenthat the link capacityand the window size
could have severeimplications on the system’s
performanceandthereare advantages to be gained by a
more efficient sharing of the satellite resource.

Work is currently under way on a near-optimal
bandwidth allocation policy for a TDMA satellite system
that maximizes the utilization of the satelliéapacity
and provides certain guarantees on performarased on
the nature of the traffic mix we have.
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APPENDIX
Performance when data is transmitted during silent intervals (Single Channel Case)

A single channel case @nsidered, invhich the voice callbhavepriority over thedatapackets, in thatlatapackets are
transmitted only when there are no voice calls present in the system, or theorvieesation is in a long sileperiod.
We assume that the arrival process of voice eailth datgpacketsare independerRoissonprocesses, witlparametersa
andA», respectively. We assume the voice call and data packet lergtgoonentiallydistributedwith meansui1-1 and
uo-1, respectively. No queue is allowed for voice calls(arriving catiscleared if aoice call is presentind aninfinite
queue is allowed for data packets.

We also assume that a voice call begins with a talkspurt, and the length of the talkspurts is expatismifritgdwith
meana-1. At the end of a talkspurt there could be one of two types of silence, type 1 - (short) , with probilaitity
type 2 - (long) with probability (T3). The silence lengths are also exponentially distributed , with nfigahsind B2-1,

respectively. All these random variables are assumed to be statigtidaliyndent anthe voice conversatiocanend in
either activity or silence. Data packets can be transmitted at all times when a voice call is noapdegesn there is a
voice call in type 2-(long) silence intervals. Voice calls always have priority over data packets, and new callgaariving
empt any data packets being transmitted. pieeempted packet iglaced atthe head ofthe dataqueue,and packets are
selected in a FCFS mode when the channel becomes available for data transmission.

Let Qy andQp be the steady state number of voice calls and data packets in the system. Furthermore, in steady state define
V to be the random variable representing the status of the voice call. We then have:

0 — NoCall
B EL— Talkspurt
~ o2 - Slence(Short)
B - Slence(Long)
Define P, ; = Pr{V =1,Qp = j} fori=0,1,23andj=0,1,...
The steady state equations fgj Become, forj=1,2, ... :

(Al + /\2)Po,o =W Pyo + Py + Py + 1Py,

(a.1)
(Al + /\2 + uz)Po,j = ulpl,j + /-11P2,j + l'llP3,j + H2P0,1+1 + AZPO,j—l
(AZ ta+ :ul) Pl,O = AlPO,O +B1P2,O +B2P3,O (a 2)
(A2+G+,L11)P AP +B1P2,j +BZP31 +A2P1,j—l
(/\2 +B + .Ul) P,o =alP,, (@.3)
a.
(Az +[3, +/~11)P2,j =alP; +A,P,
(/\2+:82+/~11)P30 :a(l_rl)Pl,o"'/JzPs,l (0.4)
a.
(Az +6, + U, +.“2)P3,j =a(l- rI)Pl,j +/\2P3,j—l +/12P3,j+1
For |zk1, define P(2) = z Pi'jz" (a.5)
=0
Then, from equationf.1){a.4) we have a system in matrix form
A(z)P(z) = B(2) (a.6)

with

12
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[ (2) ~HZ Kz —H20]

0_,) Z g _p O
=00 o e of
o -ag-mz o a@A
Sipie S
P()- @:((355(2) - (20,
HD:;(Z)E 3,05

and
a(2) =22 +(A,+ A, + 1)z,
a(z)=-Az+ A, +a+u,
8,(2) ==A,z+ A, + B+ 1y
8(2) = =227 + (A, + By + iy + 1) 2 U

Therefore, once fz) is determined, §¢z),P>(z) and B(z) can also be calculated.
Using Cramer’s Rule in the matrix above, we have

_ det| A(2)
P(2) = det[A(z)] (a.7)

det{ A(2)] = (2= Da, (D[ Py (B,20(2) + Apii2) + Aas(2)Py,]  (a.8)

and
det{ A(2)] = & (2)a,(2)a,(2)a,(2) ~ aMay(2)(B,3,(2) + A,2) @)
—a(1-)za,(2)(B8,8(2) + Ahh2) ~ A3, (2)ay(2)2
Therefore, if we calculateg o andP3 g , the problem is solved.
Applying L'Hospital’s Rule in(a.7), we have
Pl det[A (1)] = POO + P3O (0.10)
A (B + p)(Byt 1) T
where
-1
] all 0{(1— nyd
P,=Pr{V = (0.11)
=PV = B G B,

It can be shown that there exists a unigqyeérz (0,1) such thatletf/A(zp)]=0. Since the numerator ¢fx.7) must also be
zero at g, we have

Pso(B.20(%) + Aii2o) + A,85(2,) Pop = O (0.12)

5 Piay(2 ) def A (1)]
7 (B, + 1) (B, + ) Aias(2) - Bodo(0) - Autiz)

This determine®3 9 andPg o can be foundrom (a.10). Thus RX(z) is specified,and R(z), Px(z), P3(z) canalso be
found now.

and combininda.10) and(a.11)

(a.13)

13
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In order to investigate the system’s performance we nedetéominethe expectechumber ofdatapackets in thesystem,
which can be definedas:

E(Qo) = Py(1) + Pi(1) + P,(1) + Py(1) (a.14)

Unfortunately, it is not possible to derive rigorous expressions for the parameters of interest, but it is sitegledsyt
to obtain numerical values by solving the problems for specific values of the paramedéhsis establish theffect of
they have on the system performance.

Applying Little’s theorem, the prime quantity of interest, the waiting time of data packets in the system, is

E(WD) = @

Az (a.15)

A
We also need tdeterminethe maximum throughput afatapackets. Clearly, for a stabdgstem, p, = 2 must be

2
less than the proportion of time tlshannel is available faransmission oflatapackets, which is given bygP+ P3 =

Pr{V =0} + Pr{V = 3}.
The existence condition for the random variadfeg is :
a(l-n)

1 . /A B, +
1+p, 1+p11+ afll +a(1—|'|)
Bt Botu

Smax = (P + P3)H2 (a.17)
It will be of particular interest t@omparethe waiting time for thedatawith the case wherelata doesot use the long
silences in conversations, which can be derived from the analysis in [WEIN79] as

(:|.+,01)2 P

E(WD ): He H (0.18)
° (1+p1)(1_p1p2 _pz)
The maximum throughput achieved in this case is given by/
Smax = H2/(1+ p1) (0.19)
Finally, if we suppose that separate channel mlways available fodatapacketsjnstead ofusing thechannelthat the
voice conversation takes place on, then the data performance up to transmission can be modelled by the basic M/M/1 queue
(or M/M/s for s available channels). The waiting time will then be simply

E(WDq) - ﬁ (0.20)

p,[P, +P, = (a.16)

and the maximum throughput is then

and the maximum throughput
Smax=H2 . (0.21)
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