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ABSTRACT

Design optimization is an important engineering design activity. Research on design optimization has considered better solution methods as well as novel formulations. Although there exist well-established measures for evaluating solution methods (both exact algorithms and heuristics), attributes for evaluating a design optimization model do not exist. This paper presents a comprehensive approach for evaluating a design optimization model along the following dimensions: scope, variable set, objective function, and model structure. Using these attributes distinguishes design optimization models from each other and helps one locate relevant design optimization models. Moreover, they may lead to a comprehensive classification scheme. Finally, they will be useful for assessing design optimization research.

1. Introduction

Design optimization is an important engineering design activity. In general, design optimization determines values for design variables such that an objective function is optimized while performance and other constraints are satisfied [1, 2, 3]. The use of design optimization in engineering design continues to increase, driven by more powerful software packages and the formulation of new design optimization problems motivated by the decision-based design (DBD) framework [4, 5].

Like other types of modeling, formulating a design optimization model is a subjective process that requires engineering judgment and technical skills. In a given design situation, there are likely to be many variables, parameters, constraints, and criteria related to different performance attributes, costs, and customer preferences. Thus, there are a variety of relevant optimization models from which to choose. Moreover, a large problem can be decomposed into smaller problems, and, instead of a traditional optimization model, heuristics and rules of thumb can be applied to further simplify matters.

Consider, for example, the design of a motor. The overall product development objective is to maximize the profitability of the motor, which depends upon attributes such as the motor’s mass and efficiency. These attributes are functions of the motor design variables. Given sufficient information about how the design variables affect the attributes and how the attributes affect profitability, a design engineer can formulate an integrated design optimization model to maximize profitability (such a problem is sometimes called an “enterprise model”). On the other hand, the design engineer could, as a heuristic for maximizing profitability, choose to minimize mass (or maximize efficiency) and formulate a simpler optimization problem that does not require detailed knowledge about how mass (or efficiency) affects profitability.

The research community has spent a great deal of effort working on better algorithms for solving design optimization problems. Exact algorithms are designed to find optimal solutions,
while heuristics attempt to find near-optimal solutions quickly. When proposing a new algorithm, it is customary to evaluate the computational effort of the algorithm and the quality of the solutions generated (for heuristics). The computational effort can be determined theoretically as a function of the size of the problem instance or measured empirically by recording how long it takes a computer to execute the algorithm on typical problem instances.

Historically, design optimization models have concentrated on maximizing the performance (or minimizing the cost) of a component or product. The DBD framework has inspired researchers to develop new optimization models that include variables from the marketing and manufacturing domains.

As research continues in this field, an important question arises. How can one compare a new design optimization model to those that have been presented earlier? The investigator proposing the model will need to answer this question to indicate how the new model compares to the previous literature. Related to this, a design engineer who needs to optimize a design will want some guidance to find the most appropriate model.

Standard optimization texts focus on the nature of the constraints and objective function and distinguish between linear programming problems and nonlinear programming problems (see, for example, Arora [3]). Although this is important for learning about optimization techniques, it does not completely address the above question.

A different approach is to classify design optimization models based on the nature of the problem being solved. Brochtrup and Herrmann [6] propose a three-field classification scheme for product design optimization problems. The three fields are the product type (either single product or product family), variables type (engineering, manufacturing, or price), and objective function type (performance, cost, or profit). Scott et al. [7] propose a scheme for classifying product platform design optimization problems based on the following attributes: platform architecture selection and the presence of marketing demand. Simpson [8] classifies 40 product family optimization approaches using nine categories that describe not only the problem but also the solution technique: the type of product family, the number of objectives, market demand, manufacturing cost, uncertainty, specified platform variables, number of solution stages, optimization algorithm, and example product family.

In contrast to the classification approach, this paper identifies key attributes for evaluating a design optimization model. These attributes are based on theoretical and practical considerations. According to Ravindran et al. [2], formulating an optimization problem requires the following tasks:
1. Determining the boundaries of the engineering system,
2. Defining the criterion on which to rank solutions,
3. Selecting the system variables that characterize the candidate solutions,
4. Defining the relationships between the variables.

By covering the areas of scope, variable set, objective function, and model structure, the proposed attributes describe the boundaries, criteria, variables, and relationships of the design optimization model. Some of the proposed attributes are similar to the categories used by Simpson [8]. However, the proposed attributes focus on the model, not the solution technique.

Our goals for the proposed attributes include both scientific and practical ones. First, the attributes help us to organize and understand design optimization models, an important step in any scientific discipline. While these measures are not the only conceivable ones, we believe that this list includes the most important attributes without becoming unnecessarily unwieldy. Second, the attributes provide practical help for design engineers considering design
optimization. Using them, a design engineer can locate similar design optimization problems, which can be useful guides for formulating a new problem. Moreover, the set of similar design optimization problems indicates the range of potential solution techniques. Of course, the design engineer must still choose a problem formulation and a solution technique. The attribute list does not replace modeling skill, but it does provide information that can help one develop it.

Third, these attributes could form the basis of a more comprehensive classification scheme for design optimization models that extends previous work [6, 7, 8]. Finally, these attributes could be used for assessing design optimization research, as discussed below.

Before describing the attributes, it will be useful to discuss decomposition briefly. This technique is used to divide a large optimization model into a set of subproblems that are related to each other. Solving the subproblems yields a solution to the original optimization problem. Because decomposition can be considered as a solution technique, this paper, which focuses on the attributes of design optimization models, does not attempt to evaluate such methods.

2. Design Optimization Model Attributes

This section presents a list of attributes for evaluating a design optimization model. They can be grouped into four areas: scope, variable set, objective function, and model structure. Each attribute is defined precisely below.

Scope. Design optimization models have been used for designing a wide variety of parts, complete products, and product families. This wide variety indicates an obvious attribute.

Attribute 1: Model scope. Model scope describes the object or system that is being optimized. The possible values are defined as follows:
- Component: an object that has no separable components.
- Subassembly: an arrangement of parts fastened together that goes into a product. Typically (except in the case of spares), it is not sold or used independently.
- Product: a device or system that is manufactured, sold, and used independently of other devices. Typically, it is designed with no regard to similar products. Component sharing and interconnection with other products do not influence the design decisions.
- Product family: a set of common elements, modules, or parts from which a stream of derivative products can be efficiently developed and launched; or a collection of common elements, especially the underlying core technology, implemented across a range of products; or a collection of assets (i.e., components, processes, knowledge, people and relationships) that are shared by a set of products [9].

Variable set. A design optimization model is used to set the values of specific variables. Variables are sometimes referred to as parameters, design variables, and design parameters [10]. A designer must select the values for variables. Optimization is used to help find appropriate values of variables. The following attributes describes the variables in a model.

Attribute 2: Number of variables. The number of different variables that need to be determined. This is a single value for a specific instance and a range of values for a set of instances.

Attribute 3: Type of variables. Traditionally, design optimization has concentrated on the size and shape of the product. Design optimization models now include other types of variables that relate to manufacturing and other domains. This attribute will be a subset of the following list, the components of which are described below: {product architecture, engineering, product platform, manufacturing, price}.
• Product architecture: variables that describe how the physical elements of a design are arranged and how they interact.
• Engineering: variables specific to the product being designed. Typical engineering variables include product geometry, features, and material selection. If the optimization occurs during conceptual or preliminary design, the variables may be critical system parameters.
• Platform: variables that describe attributes and features that are common across some part of a product family.
• Manufacturing: variables specific to the manufacturing domain. Every facility will have different manufacturing variables specific to the machine types and facility layout. Examples include number of machines, time allotment per machine, number of operations per part, force and energy requirements, feed rate, and depth of cut.
• Price: the price of the product or system being designed. Pricing is a critical but complex issue. For a new product, a successful pricing approach first determines the price that customers can be convinced to pay for the product concept, and then the firm designs a satisfactory product that can be manufactured profitably at the expected sales volume [11]. While the initial pricing strategy may be used to set a cost target for the product design, the product price will certainly change over time as the firm’s pricing strategy influences their response to market forces. The product development team does not need to make pricing decisions that have not yet arrived. However, optimizing product profitability at the design stage requires understanding what the firm is likely to do. If alternative strategies are feasible (such as skim pricing or penetration pricing), the team may want to evaluate these strategies, since they control future prices.

Objectives. The objective function is a key feature of the design optimization model. The number of objective functions affects the solution techniques that need to be considered. The type of objective functions affects the types of data that are needed to formulate the problem, because the model must state the relationships between the design variables and the objective function(s).

Attribute 4: Number of objectives. The number of objectives that need to be simultaneously optimized. This is a single value. Note that many design optimization models combine two or more objectives into a single aggregate objective function (as a weighted sum, for example). In such cases, the number of objectives is still one.

Attribute 5: Type of objectives. Traditional design optimization focuses on performance optimization or cost minimization. The influence of DBD has inspired researchers to optimize profit and related measures. This attribute will be a subset of the following list, the components of which are described below: {performance, unit cost, manufacturing, demand, profit, cost of ownership}.
• Performance: objective functions that are related to product performance or product characteristics that are typically quantitative measures related to the object or system being designed. The objective is to maximize or minimize a characteristics or performance measure, based on the product being designed. Examples: minimize weight, minimize size, minimize stress, and maximize range. Alternatively, the objective may be to minimize the deviation from a target attribute value.
• Unit cost: objective functions generally related to the unit cost of manufacturing a single item. The goal is to minimize the overall cost of the product based on one or more cost models. Generally this type of optimization will be more complex than the performance objectives because cost models will be necessary along with the design models. While one
can consider a cost objective to be a performance measure equivalent to any attribute-based objective, we treat cost separately because product performance and product cost are fundamentally different and very important objectives [12]. Therefore it is useful to the designer if a distinction is made between the two types of objectives. As before, these include situations where the objective is to minimize the deviation from a cost target.

- **Manufacturing**: objective functions related to the performance of the manufacturing system, such as capacity or manufacturing cycle time. Generally, designing a product to optimize such measures is the area of Design for Production [13].
- **Demand**: objective functions related to the number of units that are sold. Demand and objectives such as market share are surrogates for profit, since profit depends upon sales. Demand is a key performance metric in the DBD framework [4].
- **Profit**: objective functions that are directly related to revenue. Maximizing this is one of the fundamental objectives of a commercial firm. Examples: maximize revenue, maximize profit, maximize expected utility of profit, maximize net present value, and maximize return on investment.
- **Cost of ownership**: objective functions related to the long-term costs of purchasing, building, installing, operating, maintaining, or disposing of a product or system. Typically, this objective is important when the eventual owner is involved in the design process, as in weapons systems and civil infrastructure. Optimizing this objective requires a different set of models than those described above.

**Structure.** The last set of attributes describes the structure of the design optimization model. The size of the problem, the nature of the variables, and the types of relationships in the model all affect the feasibility of different solution techniques and the computational effort required to solve the problem. There are many ways to model uncertainty as well.

**Attribute 6: Variable characteristics.** Although continuous variables are most common, other types are possible. This attribute will be a subset of the following list, the components of which are described below: \{continuous, integer, binary, discrete\}.

- Continuous: there are variables that can be set to any value within a given range.
- Integer: there are variables that can be set to any integer within a given range.
- Binary: there are variables that can be set to either 0 or 1.
- Discrete: there are variables that can be set to any element in a given set of discrete elements.

**Attribute 7: Model relationships.** Design optimization models use a variety of methods to define the relationships between the variables and the objective functions. This attribute will be a subset of the following list, the components of which are described below: \{linear, nonlinear, simulation\}.

- Linear: the model has relationships that are linear equations of the variables.
- Nonlinear: the model has relationships that are nonlinear equations of the variables.
- Simulation: an objective is computed based on one or simulation models, such as a finite element analysis; no explicit analytical form is available.

**Attribute 8: Number of constraints.** Design optimization models use constraints to express relationships that must be satisfied. These come from different sources, including the underlying physical phenomena, performance requirements, and resource limitations. Constraints are also used to avoid bad solutions when an objective function cannot be expressed precisely. This attribute states the number of constraints. This is a single value for a specific instance and a range of values for a set of instances.
**Attribute 9: Uncertainty.** Uncertainty has many sources, and many approaches have been used to model uncertainty. This attribute will be a subset of the following list, the components of which are described below: {none, averages, probabilistic constraints, expected performance, worst-case}.

- None: the model does not account for uncertainty explicitly.
- Averages: the model uses averages for uncertain parameter values.
- Probabilistic constraints: the model includes constraints on the probability of certain events.
- Expected performance: the model replaces an uncertain objective function by its expected value.
- Worst-case: the model replaces an uncertain objective function by its worst-case value.

### 3. Textbook Examples

To begin demonstrating the use of these attributes, this section will evaluate design optimization models from two engineering design optimization textbooks. (Additional examples are provided in later sections.) The first set of problems is from Ravindran *et al.* [2]. Table 1 lists the results.

In the oxygen supply system design problem, the objective is to minimize the total annual costs, which includes the oxygen production cost, the compressor operating cost, and the fixed costs of the compressor and storage vessel. The design variables are the production rate, the capacities, and the maximum tank pressure, which are critical system parameters. The objective of the welded beam design problem is to minimize the manufacturing costs (welding labor and material) of the beam. The compressed air energy storage system design problem is to minimize the operating cost of the plant. It includes discrete variables such as the turbine pressure ratio, which must take on one of two practical values.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Oxygen supply system</th>
<th>Welded beam</th>
<th>Compressed air energy storage system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Model scope</td>
<td>Product</td>
<td>Component</td>
<td>Product</td>
</tr>
<tr>
<td>2. Number of variables</td>
<td>4</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>3. Type of variables</td>
<td>Engineering</td>
<td>Engineering</td>
<td>Engineering</td>
</tr>
<tr>
<td>4. Number of objectives</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5. Type of objectives</td>
<td>Performance</td>
<td>Unit cost</td>
<td>Life cycle cost</td>
</tr>
<tr>
<td>6. Variable characteristics</td>
<td>Continuous</td>
<td>Continuous</td>
<td>Continuous, Discrete</td>
</tr>
<tr>
<td>7. Model relationships</td>
<td>Linear, Nonlinear</td>
<td>Linear, Nonlinear</td>
<td>Linear, Nonlinear</td>
</tr>
<tr>
<td>8. Number of constraints</td>
<td>4</td>
<td>8</td>
<td>48</td>
</tr>
<tr>
<td>9. Uncertainty</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 1. Selected design optimization models from Ravindran *et al.* [2]
Next, we evaluate selected design optimization models from Arora [3]. Table 2 lists the results. In the can design problem, the objective is to minimize the can’s surface area as a surrogate for minimizing manufacturing cost. The objective of the insulated spherical tank problem is to minimize the cost of insulation, the cost of refrigeration equipment, and cost of operations for 10 years. In the two-bar bracket design problem, the objective is to minimize the bracket’s total mass as a surrogate for minimizing manufacturing cost. The coil spring design problem is to find the minimal mass spring that can carry a given axial load without material failure. The deflection surge wave frequency must be greater than specified minimums.

4. Research Examples

This section evaluates selected design optimization models from research publications. These were selected to represent a range of problem types, and the publications contained sufficient information to evaluate the design optimization model. Tables 3, 4, and 5 list the results.

Kroo et al. [14] describe a system level aircraft design problem. The objective function is to minimize direct operating cost, which is a component of life cycle cost. The design variables include wing area, sweep, aspect ratio, wing position, and weight, altitude, and size variables, which are critical system parameters. The description mentions no attempt to model uncertainty and states that the objective is evaluated using a set of analysis subroutines.

Sobieski and Kroo [15] present a wing design optimization problem that has forty-two design variables: twenty twists, twenty thicknesses, the root angle of attack, and the wing span. The objective is to maximize the wing performance factor. Evaluating this requires using a vortex lattice code.
The automobile chassis design optimization problem presented by Kim et al. [16] attempts to minimize the total deviation from handling and ride quality targets. This can be formulated as a single optimization problem with 12 design variables and 54 constraints, including a kinematic and dynamics simulation of the suspension (see the appendix).

Wassenaar and Chen [17] present a motor design optimization problem with uncertainty. There are eight continuous design variables (each with upper and lower bounds) and 26 linear and nonlinear relationships between these and the motor performance attributes and costs. Demand is a function of the performance attributes and price, which is the ninth independent variable. Two design variables and three parameters are modeled as random variables, and Monte Carlo simulation samples values from these distributions. The objective function is to maximize the expected utility of net revenue.

Renaud and Gu [5] present two versions of a modified aircraft sizing (ACS) problem. The first version minimizes gross take-off weight, and the second version maximizes net revenue. Both versions include three analysis routines for evaluating aerodynamics, weight, and performance. There are bounds on the range and stall speed. The demand model is a multiplicative model that uses two linear and four nonlinear functions to relate performance to demand multipliers. The total cost function is a nonlinear function of demand and cost-related variables. Net revenue equals the price multiplied by the demand minus the total cost.

Azarm and Narayanan [18] present a fleet design optimization problem. The objectives are to minimize the cost of the fleet of identical ships and to maximize its cargo capacity. There are nine design variables and 21 linear and nonlinear constraints. The engineering variables are: breadth, depth, deadweight, length, number of ships, draft, utilization factor, speed, and displacement.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Model scope</td>
<td>Product</td>
<td>Subassembly</td>
<td>Subassembly</td>
<td>Product</td>
</tr>
<tr>
<td>2. Number of variables</td>
<td>13</td>
<td>42</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>3. Type of variables</td>
<td>Engineering</td>
<td>Engineering</td>
<td>Engineering</td>
<td>Engineering, Price</td>
</tr>
<tr>
<td>4. Number of objectives</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5. Type of objectives</td>
<td>Life cycle cost</td>
<td>Performance</td>
<td>Performance</td>
<td>Profit</td>
</tr>
<tr>
<td>6. Variable characteristics</td>
<td>Continuous</td>
<td>Continuous</td>
<td>Continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>7. Model relationships</td>
<td>Nonlinear, Simulation</td>
<td>Nonlinear, Simulation</td>
<td>Linear, Nonlinear, Simulation</td>
<td>Linear, Nonlinear</td>
</tr>
<tr>
<td>8. Number of constraints</td>
<td>9</td>
<td>21</td>
<td>51</td>
<td>44</td>
</tr>
<tr>
<td>9. Uncertainty</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>Expected performance</td>
</tr>
</tbody>
</table>
Table 4. Selected design optimization models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Model scope</td>
<td>Product</td>
<td>Product</td>
<td>Product</td>
</tr>
<tr>
<td>2. Number of variables</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>3. Type of variables</td>
<td>Engineering</td>
<td>Engineering, Price</td>
<td>Engineering</td>
</tr>
<tr>
<td>4. Number of objectives</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5. Type of objectives</td>
<td>Performance</td>
<td>Profit</td>
<td>Performance, Cost</td>
</tr>
<tr>
<td>6. Variable characteristics</td>
<td>Continuous</td>
<td>Continuous</td>
<td>Continuous, Discrete</td>
</tr>
<tr>
<td>7. Model relationships</td>
<td>Nonlinear, Simulation</td>
<td>Nonlinear, Simulation</td>
<td>Linear, Nonlinear</td>
</tr>
<tr>
<td>8. Number of constraints</td>
<td>5</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>9. Uncertainty</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>

Gupta and Samuel [19] describe an exercise machine design optimization problem, although the complete optimization model is not presented. The problem includes selecting between alternative design concepts as well as selecting physical components. The objective is to maximize profit.

Li and Azarm [20] present a cordless screwdriver design optimization problem. The problem has five design variables and three objectives. Three design variables are discrete (the motor type, cell type, and gear type), one is integer (the number of cells), and one is continuous (the gear ratio). The objectives are to maximize battery life, minimize operation time, and minimize tool weight; all are evaluated using simulation.

Sues et al. [21] discuss reliability-based design optimization models. Here we will evaluate the axial compressor blade design problem. The design variables are two twist parameters and a thickness scaling factor, which determine the geometry of the component. Uncertainty in the design variables and seven parameters exists due to manufacturing process uncertainty and model errors. The constraints set lower bounds on the probability that stress, fatigue, and deflection thresholds are met. The objective is to minimize unit cost, which is a function of the expected efficiency and component weight.
Table 5. Selected design optimization models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Model scope</td>
<td>Product</td>
<td>Product</td>
<td>Component</td>
</tr>
<tr>
<td>2. Number of variables</td>
<td>n.a.</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>3. Type of variables</td>
<td>Product architectures, engineering, price.</td>
<td>Engineering</td>
<td>Engineering</td>
</tr>
<tr>
<td>4. Number of objectives</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5. Type of objectives</td>
<td>Profit</td>
<td>Performance</td>
<td>Cost</td>
</tr>
<tr>
<td>6. Variable characteristics</td>
<td>Discrete</td>
<td>Continuous, Discrete, Integer</td>
<td>Continuous</td>
</tr>
<tr>
<td>7. Model relationships</td>
<td>Nonlinear</td>
<td>Simulation</td>
<td>Nonlinear, Simulation</td>
</tr>
<tr>
<td>8. Number of constraints</td>
<td>n.a.</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>9. Uncertainty</td>
<td>None</td>
<td>None</td>
<td>Probabilistic constraints, Expected performance</td>
</tr>
</tbody>
</table>

5. Product Family Examples

This section evaluates two product family design optimization models. Table 6 lists the results. Hernandez et al. [22] studied a family of absorption chillers and presented a model for optimization the design of the absorber-evaporator module. The size of the module in the family can range from 600 to 1300 tons. The objective function was a weighted combination of minimizing deviations from cost and cycle time targets and minimizing cost and cycle time variance. (The module size is treated as an uncertainty.) The design variables are the tube length, the type of absorber tube, and the type of evaporator tube. The model includes a heat transfer model of the absorber-evaporator.

Simpson [8] optimized a product family of ten universal electric motors using different approaches; here we’ll consider the single-stage approach with platform variables specified a priori. There are two platform design variables (motor radius and stator thickness) that will be the same for all ten motors. For each of the ten motors, the optimization model has six design variables, two objectives (minimizing mass and maximizing efficiency), and 18 linear and non-linear constraints.
Table 6. Selected product family design optimization models.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Absorber-evaporator module [22]</th>
<th>Motor family [8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Model scope</td>
<td>Product family</td>
<td>Product family</td>
</tr>
<tr>
<td>2. Number of variables</td>
<td>3</td>
<td>62</td>
</tr>
<tr>
<td>3. Type of variables</td>
<td>Engineering</td>
<td>Engineering</td>
</tr>
<tr>
<td>4. Number of objectives</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>5. Type of objectives</td>
<td>Cost, manufacturing</td>
<td>Performance</td>
</tr>
<tr>
<td>6. Variable characteristics</td>
<td>Discrete, continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>7. Model relationships</td>
<td>Nonlinear, simulation</td>
<td>Linear, Nonlinear</td>
</tr>
<tr>
<td>8. Number of constraints</td>
<td>26</td>
<td>180</td>
</tr>
<tr>
<td>9. Uncertainty</td>
<td>Expected performance</td>
<td>None</td>
</tr>
</tbody>
</table>

6. Comparing Design Optimization Models

To enhance the usefulness of the proposed attributes, especially when comparing a set of models, we present a chart that can be used to visualize the attributes for a specific design optimization model. Although the list of attribute values (as presented in the tables above) is a complete and unambiguous representation, the chart provides another representation that may be easier for some to use.

The chart includes all nine attributes but arranges them in a format to make comparisons more easily. See Figure 1. The three numeric attributes (attributes 2, 4, and 8) are entered to the left of the vertical line (at the locations marked by “A2,” “A4,” and “A8”). The right hand side of the chart has one line for each of the remaining attributes in order from top to bottom: 1, 3, 5, 6, 7, and 9. To use these, one keeps the boxes that correspond to the value(s) of each attribute and deletes the others. The top line (corresponding to attribute 1) will typically have one box selected. The four middle lines will have one or more boxes selected. The bottom line (corresponding to attribute 9) may have none, one, or more boxes selected. Horizontal rules are kept to maintain the structure of the chart. The empty rules indicate what the design optimization model does not include.

Optimization models from different domains may be quite similar. Figure 2 shows the charts for two textbook examples. Although the domains of the two models are quite different (an oxygen supply system and a can), the design optimization models have similar attributes, which is shown clearly.

On the other hand, optimization models from the same domain may be quite different, as shown in Figure 3, which includes the charts from three motor design optimization models. The first design optimization model seeks to minimize the mass of a motor. Its attribute values are
quite different from those of the second model, which includes a price variable, optimizes a profit-related objective, and uses expected values to capture uncertainty. Interestingly, the first model’s attribute values are more similar to those of the motor product family optimization model, though the latter contains many more design variables, objective functions, and constraints.

Figure 1. Chart of attributes before selecting values.

(a) Oxygen Supply System [2]  
(b) Can [3]

Figure 2. Charts for two textbook design optimization models.

(a) Motor [23]  
(b) Motor [17]

(c) Motor Family [8]

Figure 3. Charts for three motor design optimization models.
7. Assessing Design Optimization Model Research

The proposed attributes will be useful when assessing design optimization model research. Consider, for example, the key features of papers appearing in this journal: originality, significance, completeness, acknowledgement, organization, and clarity [24].

The attributes can help distinguish a new optimization model from others that have been proposed before, establishing its originality. On the other hand, the attributes can help identify similar optimization models, if any exist, so that the researcher must show how the proposed model is a better approach to that type of problem to establish its significance. Finally, the attributes provide guidelines that help the researcher describe the problem completely and with clarity. To be complete, the researcher should include sufficient detail about the optimization model and discuss these attributes.

Of course, the proposed attributes are not the only way to assess design optimization model research. Work on solution methods should discuss the tradeoff between computational effort and solution quality. Related to computational effort is the issue of populating or assembling the optimization model. Some models require a small number of parameters, while others need a large set of coefficients. Some models use response surfaces that must be generated from the experimental, simulation, or survey data [2]. While data collection and processing is related to the number and type of constraints, researchers should address the effort needed explicitly.

Finally, the validity of the research is extremely important. Validation determines that the model adequately represents the phenomenon of interest [25]. Unlike scientific domains such as physics, where mathematical models can be validated by comparing their predictions to the real world, validating optimization models in design is more difficult. In operations research, a domain that uses optimization models widely and faces the same kind of validation problem, Meredith [25] has addressed the question of validation. He argues that a researcher should create a model that helps a real-world decision-maker understand a problem and generates a solution that this person can implement. Otherwise, the researcher may formulate an optimization model that seems valid but is actually irrelevant to the decision-makers whom the real-world problem confronts.

In the domain of design, Frey and Dym [26] have suggested validation techniques based on analogies with medical research and development. Seepersad et al. [27] present an approach based on establishing the validity of a method’s constructs, usefulness, and performance. These papers discuss the issue in more detail and provide pointers to the extensive discussion of this topic.

8. Summary

This paper’s brief review of design optimization models highlights the incredible variety of models that have been studied. The DBD framework has inspired research into design optimization models that are different from traditional performance-optimizing approaches. The discussion has moved from developing better solution techniques to formulating more comprehensive problems. Consequently, the way that we think about design optimization models is changing. No longer is the structure of the model (whether it is linear or nonlinear) the only important characteristic. Instead, the extent to which the optimization model considers all of the important variables (including price) and addresses the bottom line (profit) has become
important. The proposed attributes respond to this changing environment by offering a way to evaluate design optimization models based on their content as well as their structure.

Outside the scope of this paper are issues related to manufacturing plans (which determine which facilities will produce which products) and marketing plans (which assign products to market segments). The relationship between these and product family optimization is discussed by de Weck [28]. If researchers begin extending design optimization models to include these aspects (or others), then we will need to extend the attributes proposed here to describe those.
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Appendix: Automobile Chassis Design Optimization Problem

This design optimization model follows the notation of Kim et al. [16], who provide a decomposition technique for solving it. There are twelve design variables: $a$, the center of gravity distance to front; $b$, the center of gravity distance to rear; $Z_{sf}$ and $Z_{sr}$, the front and rear suspension travel; $P_{sf}$ and $P_{sr}$, the front and rear tire inflation pressure; $d_{sf}$ and $d_{sr}$, the front and rear wire diameter; $D_{sf}$ and $D_{sr}$, the front and rear coil diameter; and $p_{sf}$ and $p_{sr}$, the front and rear pitch. The objective is to minimize the total deviation from target values for five chassis performance measures.

Minimize $\left\| \omega_{sf} - \omega_{sf}^t \right\| + \left\| \omega_{sr} - \omega_{sr}^t \right\| + \left\| \omega_{sf} - \omega_{sf}^t \right\| + \left\| \omega_{sr} - \omega_{sr}^t \right\| + \left\| k_{as} - k_{as}^t \right\|$:

\[
\omega_{sf} = \sqrt{K_{sf}/M_{sf}}
\]
\[
\omega_{sr} = \sqrt{K_{sr}/M_{sr}}
\]
\[
\omega_{sf} = \sqrt{K_{sf}/M_{usf}}
\]
\[
\omega_{sr} = \sqrt{K_{sr}/M_{usr}}
\]
\[
k_{as} = \frac{Mb}{LC_{af}} - \frac{Ma}{LC_{ar}}
\]

$K_{sf} = \text{AutoSim}(Z_{sf}, K_{sf}, K_{bf}, L_{bf})$

$K_{sr} = \text{AutoSim}(Z_{sr}, K_{sr}, K_{br}, L_{br})$
\[K_g = 0.9 \left( \left( 0.1839 P_g - 9.2605 \right) F_m + 110119 \right)\]

\[K_v = 0.9 \left( \left( 0.1839 P_v - 9.2605 \right) F_m + 110119 \right)\]

\[C_{\alpha_f} = F_m \left( -2.668 \times 10^{-6} P_g^2 + 1.605 \times 10^{-3} P_g - 3.86 \times 10^{-2} \right) \frac{180}{\pi}\]

\[C_{\alpha_v} = F_m \left( -2.668 \times 10^{-6} P_v^2 + 1.605 \times 10^{-3} P_v - 3.86 \times 10^{-2} \right) \frac{180}{\pi}\]

\[F_m = \frac{9.81 M_b}{a + b}\]

\[K_{L_f} = \frac{G d_f^4}{8 D_f^3 \left( L_{o_f} - 3 d_f / P_f \right)}\]

\[K_{B_f} = \frac{E g d_f^3}{16 D_f (2G + E)}\]

\[p_f \leq d_f\]

\[(F_a + F_m) \times \left( \frac{8 D_f}{\pi d_f^3} + \frac{4}{\pi d_f^2} \right) \leq \frac{S_{su}}{n_s} \left( \frac{S_{su} S_{se} \pi d_f^3}{8 D_f} \right)\]

\[n_f \leq \frac{\left( \frac{4 D_f / d_f + 2}{4 D_f / d_f - 3} \right) F_a S_{su} + \left( \frac{2 D_f / d_f + 1}{2 D_f / d_f} \right) F_m S_{se}}{\left( \frac{4 D_f / d_f + 2}{4 D_f / d_f - 3} \right) F_a S_{su} + \left( \frac{2 D_f / d_f + 1}{2 D_f / d_f} \right) F_m S_{se}}\]

\[K_{L_r} = \frac{G d_r^4}{8 D_r^3 \left( L_{o_r} - 3 d_r / P_r \right)}\]

\[K_{B_r} = \frac{E g d_r^3}{16 D_r (2G + E)}\]

\[p_r \leq d_r\]

\[(F_a + F_m) \times \left( \frac{8 D_r}{\pi d_r^3} + \frac{4}{\pi d_r^2} \right) \leq \frac{S_{su}}{n_s} \left( \frac{S_{su} S_{se} \pi d_r^3}{8 D_r} \right)\]

\[n_r \leq \frac{\left( \frac{4 D_r / d_r + 2}{4 D_r / d_r - 3} \right) F_a S_{su} + \left( \frac{2 D_r / d_r + 1}{2 D_r / d_r} \right) F_m S_{se}}{\left( \frac{4 D_r / d_r + 2}{4 D_r / d_r - 3} \right) F_a S_{su} + \left( \frac{2 D_r / d_r + 1}{2 D_r / d_r} \right) F_m S_{se}}\]
\[ a_{\min} \leq a \leq a_{\max} \]
\[ b_{\min} \leq b \leq b_{\max} \]
\[ P_{if}^{\min} \leq P_{if} \leq P_{if}^{\max} \]
\[ P_{ir}^{\min} \leq P_{ir} \leq P_{ir}^{\max} \]

\[ D_{f}^{\min} \leq D_{f} \leq D_{f}^{\max} \]
\[ D_{r}^{\min} \leq D_{r} \leq D_{r}^{\max} \]
\[ d_{f}^{\min} \leq d_{f} \leq d_{f}^{\max} \]
\[ d_{r}^{\min} \leq d_{r} \leq d_{r}^{\max} \]

\[ K_{L_{f}}^{\min} \leq K_{L_{f}} \leq K_{L_{f}}^{\max} \]
\[ K_{B_{f}}^{\min} \leq K_{B_{f}} \leq K_{B_{f}}^{\max} \]
\[ L_{0_{f}}^{\min} \leq L_{0_{f}} \leq L_{0_{f}}^{\max} \]
\[ Z_{sf}^{\min} \leq Z_{sf} \leq Z_{sf}^{\max} \]

\[ K_{L_{r}}^{\min} \leq K_{L_{r}} \leq K_{L_{r}}^{\max} \]
\[ K_{B_{r}}^{\min} \leq K_{B_{r}} \leq K_{B_{r}}^{\max} \]
\[ L_{0_{r}}^{\min} \leq L_{0_{r}} \leq L_{0_{r}}^{\max} \]
\[ Z_{sr}^{\min} \leq Z_{sr} \leq Z_{sr}^{\max} \]