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In this paper, we propose a reliable multicast transport protocol for satellite communication systems. Many of the emerging applications in the Internet would benefit from reliable multicast services, and broadband satellite communication systems have attractive characteristics for supporting such services. However, many of the protocols designed primarily for terrestrial networks do not perform well over satellite networks. Therefore, it is necessary to look at the problem of reliable multicast in the solution space of satellite communications. Our protocol makes use of a special form of forward error correcting codes and couples it with an adaptive window based control mechanism to dynamically adjust the number of encoding packets forwarded to the users. Protocol makes very good use of the broadcast nature of the satellite channel and attempts to minimize the feedback from users.

The rest of the paper is organized as follows. In the next section, we discuss related work on this topic. In Section III, we describe our network scenario and our assumptions on the operation of the communication system. Section IV outlines the goals of the protocol and introduces the use of LT codes. In Section V, we present the details of our protocol. Sections VI and VII discuss the simulation environment and present performance results. Section VIII concludes the paper.

II. RELATED WORK

Primary focus on this topic has been on providing some form of forward error protection by transmitting redundant information along with the forwarded data. Forward error protection helps recover corrupted data and thus minimizes the need for retransmissions over the link. For multicast services, it also helps solve the feedback implosion problem and improves the scalability. Forward error correction (FEC) coding can be applied at the network layer or above, to generate \((n-k)\) parity packets for a group of \(k\) data packets \([2,4]\). In this case, a single parity packet can be used to repair the loss of any one of the \(n\) transmitted packets. This means that a single parity packet can repair the loss of different data packets at different receivers, improving transmission efficiency and scalability. In \([5]\), author shows the potential benefit of packet level FEC coding on a generic reliable multicast protocol. In \([6]\), author discusses the possibility of transmitting redundant packets using a separate channel along side the original data packets. In \([7]\) and \([8]\), authors propose schemes for adaptively adjusting the number of parity packets transmitted to the receivers. Implementation of packet level FEC coding is difficult for large packet sizes \([9]\). Also, number of parity packets that can be transmitted against packet losses is limited to the block size of the code. Therefore, authors in \([10]\) propose a scheme using Tornado codes, which are capable of working over large block sizes.

Our protocol favors integration of packet level FEC coding at the transport layer. We use a special form of packet level FEC codes, namely the LT codes, which are capable of generating a large number of encoding packets for the same group of input packets. This flexibility in the number of encoding packets improves the efficiency of the protocol.
considerably. We improve the ideas in [5] and [6], and build a novel control mechanism that dynamically adjusts the number of encoding packets transmitted for each input packet group, as well as which packets are to be transmitted in response to receiver requests.

III. NETWORK DESCRIPTION

In this paper, we consider a satellite communication system, where a Ka-band satellite provides broadband services to a large number of users located inside its footprint. In this scenario, users that are equipped with two-way direct communication terminals, access the terrestrial network through a gateway node referred to as the network operations center (NOC). A user terminal may serve as a gateway for a local area network. In general, we assume that there are as many terminals as there are users, and from our point of view, user terminals are the endpoints. The structure of the network is shown in Figure 1.

![Figure 1 An overview of the network architecture](image)

DVB standard for data broadcasting allows encapsulation of IP datagrams into MPEG-2 Transport Stream Packets using the Multiple Protocol Encapsulation (MPE) standard [12]. The incoming stream of IP datagrams are segmented into 188 Bytes transport packets at the satellite gateway. The DVB channel encoder encodes each packet first using a shortened (204,188) RS code and then passing the packet bit stream through a rate punctured convolutional encoder. This concatenated channel encoding is effective against detecting and correcting random errors and recovering from packet erasures up to a certain level. However, it is not sufficient against communication outages that may occur due to severe rain and atmospheric attenuation. For reliability, in this case, packets have to be retransmitted from the satellite gateway.

Retransmission of individual packets over a high latency and error prone satellite connection is not desirable. Moreover, in one-to-many communication, individual end-users will likely have different packet requirements and therefore accommodating all the requests would cause waste of network resources. We present an efficient reliable transport mechanism that operates on top of the DVB coding, at the MPEG-2 layer between the satellite gateway and each of the end-user terminals.

IV. PROTOCOL OUTLINE

Some of the properties that the transport protocol should satisfy are:

i. Minimize the number of user requests per packet loss.

ii. Make good use of the broadcast capability of the satellite connection.

iii. Adapt to the changing channel conditions and to the perceived channel quality of the users.

iv. Be robust against different application requirements.
In order to achieve some of these goals, we make use of a special class of FEC codes, namely the LT codes [13]. This coding is applied at the packet level and it assists in packet retransmissions rather than guarding against channel errors. The coding is performed at the MPEG-2 level, and is applied to the MPEG-2 transport stream packets. Let \( k \) denote the number of MPEG-2 transport packets currently buffered at the satellite gateway. The LT encoder outputs individual encoding packets using this batch of \( k \) MPEG-2 packets by: (i) randomly choosing the degree \( d \) of the encoding packet from a degree distribution, (ii) choosing, uniformly at random \( d \) distinct input packets as neighbors of the encoding packet, and (iii) calculating the value of the encoding packet as the exclusive-or (XOR) of the \( d \) neighbors. Each encoding packet is uniquely identified by its header and has the same packet size. The encoding packets generated in this manner are further encoded by the DVB3 channel encoder as described in the previous section and are transmitted over the channel.

The clever construction of the LT codes allows end-users to recover the original batch of \( k \) transport packets, if they manage to accumulate a slightly larger set of \( K = (1+\epsilon)k \) of the encoding packets that are generated from the same input packet batch. Additionally, the number of encoding packets that can be generated from the same input packet batch is typically much larger than the size of the batch. The benefit of this construction is two fold. First, it allows the satellite gateway to transmit additional encoding packets as long as there are users that have not yet accumulated enough packets for the batch. Secondly, it simplifies the user request for additional packets, since now only information that has to be forwarded to the satellite gateway is comprised of the number of additional encoding packets (from the same batch) that is required by each receiver until all receivers complete the reception. This construction also makes very good use of the broadcast nature of the satellite channel since every transmitted encoding packet benefits all the users equally.

The transport protocol, in the first round, generates a set of \( K = (1+\epsilon)k \) encoding packets for an input batch of \( k \) MPEG-2 transport packets and transports them over the satellite channel. Each user, at the end of this initial round, evaluates its success and reports the number of additional encoding packets required to complete its reception. The satellite gateway collects these reports and in the second round, transmits enough encoding packets to accommodate the need of the worst-case user (the one that requested the most packets in the first round). In the subsequent rounds, the process continues in a similar manner until all receivers successfully complete their reception of the batch. In the next section, we will describe the behavior of our reliable transport protocol.

V. PROTOCOL DETAILS

We assume that data can be organized into \( B \) batches of \( k \) input packets. Set \( K = (1+\epsilon)k \).

A. Protocol Behavior at the Satellite Gateway

End-users have to accumulate at least \( K \) encoding packets in order to successfully recover any input batch. Therefore, for each batch \( B \), the protocol has to transmit at least \( K \) encoding packets in the first round. The number of encoding packets transmitted in the first round of each batch is controlled by the transmission window \( W(1) \). \( W(1) \) encoding packets from the batch is stored in an outgoing queue \( Q \). Only after the transmission of \( W(1) \) encoding packets for an input batch, the end-users can start the recovery process. Therefore, the minimum value of the \( W(1) \) is always equals to \( W(1)_{\text{min}} = K \).

A user may fail to complete the recovery process of a batch after the first round, if the packet loss over the channel is too severe, and not enough packets have been accumulated. In this case, additional encoding packets are transmitted in the subsequent rounds. A second window, \( W(2) \), controls the transmission of additional packets for failed batches. Additional encoding packets for failed batches are stored in an outgoing queue \( Q(2) \). In the best case, all batches are recovered at the end of the first round. Therefore, \( W(2) \) has a minimum value \( W(2)_{\text{min}} = 0 \).

The transmission of the packets of windows \( W(1) \) and \( W(2) \) follow a time division, where transmission of packets of window \( W(1) \) is followed by the transmission of the packets of window \( W(2) \). Therefore, two window sizes may be viewed as the time-share of the two queues (\( Q(1) \) and \( Q(2) \)) that are served by a processor with rate \( W = W(1) + W(2) \) packets per unit time. However, if one of the queues is empty, then the processor does not remain idle and immediately moves to serve the next queue in a round robin fashion. One of the goals of the protocol is to minimize the value of \( W \) per transmitted input batch over the lifetime of the session.

At the start of the transmission, the protocol has no information on the channel conditions of end-users. Therefore, the transmission window \( W(1) \) is initialized to its minimum value \( W(1)(0) = W(1)_{\text{min}} = K \). Similarly, \( W(2) \) is initialized to its minimum value \( W(2)(0) = W(2)_{\text{min}} = 0 \). The protocol starts transmitting \( W(1)(0) \) encoding packets for the first input batch and immediately moves to the transmission of \( W(2)(0) \) encoding packets for the subsequent batches until the first feedback reports from the users arrive (since there are no packets to transmit in \( Q(2) \)).

When the protocol receives feedback reports from the users, it gets two pieces of information from every report: (i) a request for additional encoding packets for a batch that previously failed in the recovery process, and (ii) a weight value \( \omega \), which is the average of additional encoding packet
requirements for all failed batches at the user, at the time of the transmission of the report. The weight value of an end-user is an indicator of how well the receiver succeeds in the recovery process and is used at the gateway side of the protocol to adjust the size of the transmission windows (\(W_1\) and \(W_2\)).

Every request is queued in a request queue (RQ). If a request for that particular batch has already been queued by another end-user, then the additional encoding packet requirement for the queued request is updated as the maximum of the current value and the newly requested value. The protocol generates additional encoding packets for the requested batches and stores them in queue \(Q_2\). The weight value of the user (as stored at the gateway) is updated to the value last reported.

From user perspective, the protocol must make sure that every batch can be recovered at the end of the first round of transmission, because additional rounds add to the overall delay. At the same time, protocol should transmit as few encoding packets as possible (ideally completing the recovery after transmitting \(K\) encoding packets). Therefore, the protocol has to adjust its transmission windows such that it transmits enough encoding packets for every batch in the first round for high recovery probability while avoiding transmitting more than necessary by the user group.

The windows are adjusted every time feedback is collected at the satellite gateway, based on the following rules:

i. At instance \(n\), \(W_2(n)\) is set to the sum of the additional packet requirements of all requests that are in the request queue (RQ), i.e., all requests that are in the queue are served at the next transmission instance.

ii. If \(W_2\) is increasing, i.e., \(W_2(n) > W_2(n-1)\), it indicates that the current value of \(W_1\) is not large enough, i.e., not enough encoding packets are accumulated after the first round under current channel conditions.

iii. The weight of an end-user is the average number of packets it is going to request, in the future, for a typical batch. Therefore, the maximum of the weights of the end-users can be used as an estimate of the value of a future request entry for a typical batch. Define \(S_0(n)\) as:

\[
S_0(n) = \max_{\alpha \leq m} \{\alpha \} \cdot \text{size}(RQ),
\]

\(S_0(n)\) is an indicator of the trend in the size of \(W_2\) for a queue size comparable to current request queue.

iv. If \(S_0(n) > W_2(n)\), then \(W_1\) is incremented by one, \(W_1(n) = W_1(n-1) + 1\). If \(S_0(n) < W_2(n)\), \(W_1\) is decreased by one, \(W_1(n) = W_1(n-1) - 1\). Otherwise, it remains unchanged.

The new window sizes are used when transmitting the encoding packets for the next available batch.

B. Protocol Behavior at the End-Users

At the beginning of the transmission, user protocol initializes the weight value of the user to 0. As encoding packets for the input batches are received, they are stored in temporary buffers awaiting the start of the recovery process. Whenever the user protocol detects the start of encoding packets for a new batch, it starts the recovery process for the last transmitted batch. The user protocol poll temporary buffers for all batches that are now in the recovery phase. If the recovery process of any batch is successful, the input packets are forwarded to upper layer for reassembly. For all batches for which the recovery process has failed, the protocol files requests in the users’ request buffer (\(RQ_1\)) for additional encoding packets or updates a previously filed requests to reflect the new packet requirements.

After temporary buffers are polled and completed batches are removed from them, the user protocol calculates the new weight value of the user by calculating the average of the packet requirements of all batches that have failed the recovery process. The user protocol then transmits the first request in the request buffer together with the new weight value of the user. The session continues as described until all batches complete the recovery process. At this time, the user protocol transmits a terminate message to the gateway protocol and terminates the connection. In the next section, we describe our simulation environment and present simulation results on the performance of the algorithm.

VI. SIMULATION ENVIRONMENT

A. Channel Model

We model the satellite channel by a threshold-based 2-state Markov Chain. In this model the channel is either in \(GOOD\) state, if the transmitted signal experiences less than \(\Gamma\) dB attenuation, or it is in \(BAD\) state, if the signal fade is more than \(\Gamma\) dB, where \(\Gamma\) is the fade attenuation threshold [14]. We assume that if the channel is in \(GOOD\) state, channel coding is capable of correcting all bit errors and for simulation purposes the probability of bit error at the output of the channel decoder is zero. In the \(BAD\) state, the channel behaves as a Binary Symmetric Channel (BSC) with bit error probability equal to \(p_e\) at the output of the channel decoder. The transition probability matrix \(M\) characterizes the channel state:

\[
M = \begin{bmatrix}
r & 1-r \\
1-s & s
\end{bmatrix},
\]

where \(r\) and \((1-s)\) are the probabilities that the channel will be in the \(GOOD\) state at the \(k\)th symbol duration, given that the channel was in \(GOOD\) or \(BAD\) states, respectively.
at the (k-1)th symbol duration. Using the results of the ACTS Propagation Experiments [15], for a fade attenuation threshold of \( T = 10 \text{ dB} \), we have \( r = 0.9999813 \), and \((1-r) = 0.00172 \).

In order to evaluate the performance of the transport protocol, we need to calculate the bit error probability at the output of the channel decoder. In order to estimate the value of \( P_{\text{det}} \), we use the link budget calculations of a commercial satellite system proposed in [16]. The calculations confirm that for signal attenuation of less than 10 dB, link budget margins and channel coding are capable of keeping the bit error probability around \( 10^{-5} \) at the output of the channel decoder. For signal attenuation of more than 10 dB, on the other hand, bit errors occur with probability \( P_{\text{det}} \geq 0.1 \) at the decoder output [17]. Using this result, in our simulations, we evaluate the time progress of the channel state for every bit transmission and assume that a bit is in error with probability \( P_{\text{det}} = 0.1 \) when the channel is in 'BAD' state and no errors occur when the channel is in 'GOOD' state. Since these errors are at the output of the channel decoder, we further assume that a packet is corrupted if at least one bit is in error. We use this packet loss pattern in our numerical results.

B. Simulation Environment

In our simulations, we assume that the satellite gateway has a fixed number, \( B = 100 \) input batches, each with \( k = 220 \) MPEG-2 transport stream packets. The LT coding instance requires \( K = 235 \) encoding packets to be transmitted for a successful recovery of an input batch. Therefore, \( W_{\text{min}} \) is set to 235. The protocol performs between the satellite gateway (NOC) and the user terminals. We assume that the one-way propagation delay between the satellite and the user terminals is 112 milliseconds. The effective link rate at the MPEG-2 transport layer is 4 Mbps.

VII. RESULTS

In this section, we provide simulation results on the performance of our protocol under different scenarios. In Table 1, we present the numerical figures on the per-receiver performance of the protocol as a function of the receiver group size.

<table>
<thead>
<tr>
<th>RECEIVER PERFORMANCE PER BATCH</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># RECEV</td>
<td># BASIS</td>
</tr>
<tr>
<td>10</td>
<td>1.2660</td>
</tr>
<tr>
<td>100</td>
<td>1.2183</td>
</tr>
<tr>
<td>1000</td>
<td>1.2026</td>
</tr>
<tr>
<td>10000</td>
<td>1.2131</td>
</tr>
</tbody>
</table>

Table 1 Receiver performance per transmission of a batch.

Table 1 shows that a receiver successfully completes the transmission of a batch, on average, in 1.2 rounds with a delay of approximately 220-250 milliseconds. These figures remain almost constant over the changing group size. The reception efficiency, which is the ratio of the batch size to the total number of packets received for the batch over the lifetime of the session, remains over 90% for the group size range. The reception efficiency decreases with increasing group size, because the variation in the reception quality of the users forces the satellite gateway to transmit more additional encoding packets.

In Figure 3, we plot the size of the session windows for a typical case of 1000 users. We observe that at the beginning of the session, \( W_2 \) increases, which indicates that users are not accumulating enough encoding packets at the end of the first round of transmission and asking for more packets. In response to this, \( W_1 \) size is dynamically adjusted and at time \( t = 4500 \) milliseconds, \( W_2 \) decays down to zero, i.e., users are accumulating enough packets at the end of the first round of transmission and are not requesting additional packets. After this point, all batch transmissions are completed in one round. The session lifetime of this particular example is \( t = 10000 \) milliseconds. This is an important property because it minimizes the number of feedback reports transmitted by the users in response to losses.

Table 2 gives the numerical figures on the maximum value that the \( W_1 \) settles at, and the variation in its size from the start of the session. Similarly, Table 3 gives numerical figures on the maximum value reached by \( W_2 \) before decaying back to zero and the variation in its size from the start of the session.

<table>
<thead>
<tr>
<th>SIZE OF PROTOCOL WINDOW ( W_1 )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># RECEV</td>
<td>( \text{MAX} )</td>
</tr>
<tr>
<td>10</td>
<td>259.0</td>
</tr>
<tr>
<td>100</td>
<td>262.0</td>
</tr>
<tr>
<td>1000</td>
<td>267.0</td>
</tr>
<tr>
<td>10000</td>
<td>269.0</td>
</tr>
</tbody>
</table>

Table 2 Size of transmission window \( W_1 \) over the lifetime of the session.
TABLE 3 Size of transmission window W2 over the lifetime of the session.

<table>
<thead>
<tr>
<th># RXC</th>
<th>MAX</th>
<th>MEAN</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>380</td>
<td>6.25</td>
<td>10.5499</td>
</tr>
<tr>
<td>100</td>
<td>43.0</td>
<td>6.47</td>
<td>11.4622</td>
</tr>
<tr>
<td>1000</td>
<td>480</td>
<td>7.62</td>
<td>12.7404</td>
</tr>
<tr>
<td>10000</td>
<td>54.0</td>
<td>10.01</td>
<td>15.6660</td>
</tr>
</tbody>
</table>

Table 4 Overall transmission bandwidth over the lifetime of the session.

<table>
<thead>
<tr>
<th># RXC</th>
<th>MAX</th>
<th>MEAN</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>278.0</td>
<td>258.5</td>
<td>8.4453</td>
</tr>
<tr>
<td>100</td>
<td>288.0</td>
<td>261.5</td>
<td>8.9120</td>
</tr>
<tr>
<td>1000</td>
<td>286.0</td>
<td>265.7</td>
<td>9.8297</td>
</tr>
<tr>
<td>10000</td>
<td>295.0</td>
<td>268.5</td>
<td>11.2712</td>
</tr>
</tbody>
</table>

Table 4 shows the maximum value that the total session bandwidth (W1+W2) settles at, and the variation from the beginning of the session. We observe that as the number of users increases, the optimal size of window W1 settles at a higher value and W2 reaches a higher value before decaying down to zero, because of the variation in the loss patterns of the receivers. However, the protocol scales well, with an overall increase of approximately 94% in total protocol bandwidth in response to a 1000-fold increase in user set.

VIII. CONCLUSION

In this paper, we have introduced a reliable multicast transport protocol that operates at the satellite-only tier of a hybrid satellite-terrestrial communication system for reliable delivery of data to end-users. The protocol effectively uses a special class of FEC codes and complements it with a dynamic window management scheme to adjust the number of encoding packets forwarded to the end-users. Protocol scales well for a range of receiver group sizes. Protocol is lightweight, and uses only a single type of feedback information from the end-users for both reliability purposes and dynamic window adjustment. Simulation results are currently preliminary, and more detailed analysis is currently in progress.
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