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Abstract

A vacation model is a single-server queueing system where the server occasionally takes a vacation, i.e., becomes unavailable to the customers for a period of time. Under a limited service policy with parameter $m$, $m = 1, 2, \ldots$, the server can serve a maximum of $m$ consecutive customers before it has to take a vacation. Under a Bernoulli service policy with parameter $p$, $0 \leq p \leq 1$, at every service completion, the server serves the next customer (if available) with probability $p$ or starts a vacation with probability $1 - p$. Under both policies, the server takes a vacation if no customer is present. In this note, the waiting time under a Bernoulli policy with parameter $p$ is shown to dominate that under a limited policy with parameter $m$ when the parameters are related by $p = (m - 1)/m$ and the vacation lengths are identical and deterministic. The comparison is in the convex increasing ordering and holds both in the transient and steady-state regimes.
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1 Introduction

A vacation model is a GI/GI/1 queue where under some prespecified conditions, the server takes a vacation, i.e., becomes unavailable to the customers for a period of time. Such a model arises naturally in a wide variety of computer and communications systems. In these systems, vacations typically correspond to secondary tasks or routine maintenance periods that the processor has to perform or undergo from time to time. Vacation models have also been used to study other queueing models, in particular polling systems. For a complete survey on vacation models and their applications, the reader is referred to Doshi [3].

In a vacation model, the conditions under which the server takes a vacation are determined by the service policy. In this note, we consider two nonexhaustive service policies, the so-called limited and Bernoulli policies. Fuhrmann [4] obtained an upper bound for the steady-state mean waiting time of a symmetric polling system under a limited service policy. Servi and Yao [8] subsequently showed that, in the context of vacation models, this bound was exactly the mean waiting time under a Bernoulli policy (with suitably chosen parameters). Servi and Yao also obtained other comparison results which suggest that the steady-state waiting times for limited and Bernoulli policies can be compared in the increasing convex (icx) ordering. In this note, we show that such a comparison indeed holds when the vacation periods are identical and deterministic. In fact, the comparison holds not only in the steady-state but also in the transient regime.

In the next section, we present a precise description of vacation models together with the notation used throughout the note. In Section 3, we introduce the notion of icx ordering. There, we also note some preliminary results crucial to the subsequent development. In Section 4 and 5, we derive the comparison result for the transient and steady-state cases, respectively.

2 The Model and Notation

In this section, we give a precise description of a vacation model under the exhaustive, limited and Bernoulli service policies. First, we introduce the notation used throughout the note.

The following random variables \( n = 1, 2, \ldots \) constitute a vacation model:

- \( \tau_n \) = the time between the \((n-1)\)st and the \(n\)th arriving customer;
- \( \sigma_n \) = the length of the \(n\)th service;
- \( V_n \) = the length of the \(n\)th vacation period.

We assume that the sequences \( \{\tau_n, n = 1, 2, \ldots\}, \{\sigma_n, n = 1, 2, \ldots\} \) and \( \{V_n, n = 1, 2, \ldots\} \) are mutually independent and that each sequence is composed of i.i.d. random variables with a general common distribution.

We define the following \( n = 1, 2, \ldots \):

- \( C_n \) = the \(n\)th arriving customer;
- \( A_n \) = the arrival time of \( C_n \) (= \( \sum_{j=1}^{n} \tau_j \));
- \( D_n \) = the departure (i.e., service completion) time of \( C_n \);
- \( r_n \) = the number of vacations completed up to the service completion time of \( C_n \);
- \( q_n \) = the number of customers in the system left behind by \( C_n \);
- \( s_n \) = the number of customers up to and including \( C_n \) that have been served since the end of the \(r_n\)th vacation;
- \( W_n = D_n - \sigma_n - A_n \) = the waiting time of \( C_n \).
A vacation model under the exhaustive service policy is described as follows. At time \( D_n \), \( n = 1, 2, \ldots \), the server finishes serving \( C_n \). If \( q_n > 0 \) (i.e., \( C_{n+1} \) is waiting in the queue), the server immediately serves \( C_{n+1} \) (thus customers are served on a FCFS basis). If \( q_n = 0 \), the server takes a vacation and keeps on taking them (of lengths \( V_{n+1}, V_{n+2}, \ldots \)) until at least one customer is present when it returns from a vacation. Doshi [3] refers to a vacation model in which the server behaves in this manner if \( q_n = 0 \) as a multi-vacation model.

Let us denote a limited service policy with parameter \( m \), \( m = 1, 2, \ldots \), by \( L(m) \) and a Bernoulli service policy with parameter \( p \), \( 0 \leq p \leq 1 \), by \( B(p) \). In the case \( q_n = 0 \), the behavior of the server under the policies \( L(m) \) and \( B(p) \) is similar to that under the exhaustive policy. If \( q_n > 0 \) under \( L(m) \), the server's action is determined by \( s_n \): If \( 1 \leq s_n < m \), the server serves \( C_{n+1} \); otherwise (i.e., if \( s_n = m \)), it takes one vacation (of length \( V_{n+1} \)) and then serves \( C_{n+1} \). Under the policy \( B(p) \), the server's action for \( q_n > 0 \) is determined by the random variable \( x_n \): If \( x_n = 0 \), the server serves \( C_{n+1} \); if \( x_n = 1 \), it takes one vacation and then serves \( C_{n+1} \). The sequence \( \{x_n, n = 1, 2, \ldots \} \) is composed of i.i.d. \( \{0, 1\} \)-valued random variables with

\[
P[x_n = 1] = 1 - p, \quad n = 1, 2, \ldots
\]

and is assumed to be independent of the random variables \( \{\tau_n, \sigma_n, V_n, n = 1, 2, \ldots\} \).

In the sequel, we shall use superscript \( B(p) \) (resp. \( L(m) \)) for any quantity associated with the service policy \( B(p) \) (resp. \( L(m) \)). We also make the following assumption (A), where

(\text{A}) At time \( t = 0 \), the system is empty and the server starts a vacation at \( t = 0 \).

3 Preliminaries

We note several simple relations which are crucial to the discussion of the next sections. First, observe that the server in a vacation model is always doing one of two things, either serving a customer or taking a vacation. Therefore, for \( i = B(p), L(m) \) we have that

\[
D_n^i = \sum_{j=1}^{n} \sigma_j + \sum_{k=1}^{r_n^i} V_k, \quad n = 1, 2, \ldots
\]

From the definitions of \( B(p) \) and \( L(m) \) policies in the previous section, we can write the following recursive equations describing the evolution of \( r_n \). Under the service policy \( B(p) \), we have

\[
r_{n+1}^B = \begin{cases} 
  r_n^B + x_n & \text{if } q_n^B > 0 \\
  \min\{i > r_n^B : \sum_{j=1}^{n} \sigma_j + \sum_{k=1}^{i} V_k \geq A_{n+1}\} & \text{if } q_n^B = 0.
\end{cases}
\]

whereas under the service policy \( L(m) \), we have

\[
r_{n+1}^L = \begin{cases} 
  r_n^L & \text{if } s_n^L < m \text{ and } q_n^L > 0 \\
  r_n^L + 1 & \text{if } s_n^L = m \text{ and } q_n^L = 0 \\
  \min\{i > r_n^L : \sum_{j=1}^{n} \sigma_j + \sum_{k=1}^{i} V_k \geq A_{n+1}\} & \text{if } q_n^L = 0.
\end{cases}
\]

Notice that both the limited and Bernoulli policies satisfy (\( i = B(p), L(m) \))

\[
r_{n+1}^i = \min\{i > r_n^i : \sum_{j=1}^{n} \sigma_j + \sum_{k=1}^{i} V_k \geq A_{n+1}\} \quad \text{if } q_n^i = 0.
\]

We now introduce the notion of convex increasing ordering [7, p. 270].
(D) We say that a real-valued random variable $X$ is smaller than another real-valued random variable $Y$ in the convex increasing ordering, denoted by $X \preceq_{\text{icx}} Y$, if

$$E[f(X)] \leq E[f(Y)]$$

for every monotone non-decreasing and convex function $f: \mathbb{R} \rightarrow \mathbb{R}$ for which the expectations are well defined.

We shall make use of the following facts whose proofs can be found in Ross [7, Chap. 8] and Stoyan [9].

(F1) If $X$ and $Y$ are nonnegative random variables, then $X \preceq_{\text{icx}} Y$ if and only if

$$E[(X - a)^+] \leq E[(Y - a)^+], \quad a \geq 0,$$

with the notation $(x)^+ = \max\{0, x\}$.

(F2) If $E[X]$ is finite, then it follows from Jensen’s inequality that

$$E[X] \preceq_{\text{icx}} X;$$

(F3) Let $Z$ be independent of $X$ and $Y$. If $X \preceq_{\text{icx}} Y$, then

$$X + Z \preceq_{\text{icx}} Y + Z.$$

4 The Comparison in The Transient Regime

In this section, we prove that for suitably chosen parameters $p$ and $m$, the waiting time of the $n$th customer under the policy $L(m)$ is smaller than that under the policy $B(p)$ in the icx ordering. In the next section, this comparison is shown to extend to the steady-state waiting time distributions, whenever they exist. We first prove the following lemmas.

Lemma 4.1 Consider any two service policies $S_1$ and $S_2$ each satisfying (4). Then, for all $n = 1, 2, \ldots$ for which $q_n^2 = 0$, the inequality

$$r_{n+1}^2 \leq r_{n+1}^1$$

holds.

Proof: We observe from (1) and $q_n^2 = 0$ that

$$D_n^2 = \sum_{j=1}^n \sigma_j + \sum_{k=1}^{r_n^2} V_k < A_{n+1}. \quad (5)$$

We consider the following three cases which exhaust all the possibilities.

Case (1) $r_n^1 \leq r_n^2$.

By (1), we have $D_n^1 \leq D_n^2 < A_{n+1}$ and so necessarily $q_n^1 = 0$. Since $S_1$ satisfies (4), we then have

$$r_{n+1}^1 = \min\{l > r_n^1 : \sum_{j=1}^n \sigma_j + \sum_{k=1}^l V_k \geq A_{n+1}\}.$$
But, because of (5), we can restrict the minimization above to those \( l \) for which \( l > r_{n+1}^2 \), i.e.,

\[
r_{n+1}^1 = \min\{ l : r_{n+1}^2, \sum_{j=1}^n \sigma_j + \sum_{k=1}^l V_k \geq A_{n+1} \},
\]

and therefore \( r_{n+1}^1 = r_{n+1}^2 \) by making use of (4).

**Case (ii) \( r_{n+1}^1 > r_{n+1}^2 \) and \( q_n^1 = 0 \):**

This case is similar to Case (i) since both \( q_n^1 \) and \( q_n^2 \) are zero. The same argument holds with \( S_1 \) and \( S_2 \) interchanged to yield \( r_{n+1}^1 = r_{n+1}^2 \).

**Case (iii) \( r_{n+1}^1 > r_{n+1}^2 \) and \( q_n^1 > 0 \):**

Since \( q_n^1 > 0 \), we have

\[
D_n^1 = \sum_{j=1}^n \sigma_j + \sum_{k=1}^{r_n^1} V_k > A_{n+1}.
\]

From the definition of \( r_{n+1}^2 \) in (4), it then follows that

\[
r_{n+1}^2 \leq r_{n+1}^1
\]

and this last fact trivially implies \( r_{n+1}^2 \leq r_{n+1}^1 \).

This completes the proof of Lemma 4.1. \( \square \)

**Lemma 4.2** Consider a vacation model under the policies \( B(p) \) and \( L(m) \) where \( p \) and \( m \) are related by

\[
1 - p = 1/m.
\]

Then, conditioned on a realization of the random sequence \( \{r_n, \sigma_n, V_n, n = 1, 2, \ldots\} \), the comparison

\[
r_n^{L(m)} \leq \text{lex} \ r_n^{B(p)} \quad n = 1, 2, \ldots
\]

holds.

**Proof:** The proof proceeds by induction. Since the system under both policies satisfies the initial condition stated in assumption (A), we have \( r_1^{B(p)} = r_1^{L(m)} \), and so (7) is automatically satisfied for \( n = 1 \). We assume that (7) holds for \( n = 1, 2, \ldots, k \) and show that

\[
r_k^{L(m)} \leq \text{lex} \ r_k^{B(p)}
\]

holds.

We consider three mutually exclusive cases: (i) \( q_k^{L(m)} > 0, 1 \leq s_k^{L(m)} < m \); (ii) \( q_k^{L(m)} > 0, s_k^{L(m)} = m \); and (iii) \( q_k^{L(m)} = 0 \) according to the realization of the system under the policy \( L(m) \). Since \( L(m) \) is a deterministic policy, given a sample path of \( \{r_n, \sigma_n, V_n, n = 1, 2, \ldots\} \), the realization of the system under this policy is also deterministic. So, one of the three cases above occurs with probability one and the other two with probability zero. Therefore, we can use the induction hypothesis in each case.

We first observe from (2) that for a Bernoulli policy,

\[
r_n^{R(p)} + x_n \leq r_{n+1}^{R(p)} \quad n = 1, 2, \ldots
\]
Here, we have used the fact that if \( q_n^{B(p)} = 0 \) then the server must take at least one vacation, i.e., \( r_n^{B(p)} + 1 \leq r_{n+1}^{B(p)} \); otherwise, \( r_n^{B(p)} = r_n^{B(p)} + x_n \).

**Case (i) \( q_k^{L(m)} > 0, 1 \leq s_k^{L(m)} < m \):**

In this case, we have \( r_{k+1}^{L(m)} = r_k^{L(m)} \) from (3). It then follows from the induction hypothesis and (9) that

\[
T_{k+1}^{L(m)} = T_k^{L(m)} \leq_{icx} r_k^{B(p)} \leq_{icx} r_{k+1}^{B(p)}.
\]

**Case (ii) \( q_k^{L(m)} > 0, s_k^{L(m)} = m \):**

Since necessarily \( k \geq m \), we can apply (9) \( m \) times to obtain

\[
r_k^{B(p)} + \sum_{j=k+1-m}^{k} x_j \leq r_{k+1}^{B(p)}. \tag{10}
\]

The enforced relation (6) implies that \( E[\sum_{j=k+1-m}^{k} x_j] = 1 \), and so by (F2) we see that

\[
1 \leq_{icx} \sum_{j=k+1-m}^{k} x_j.
\]

Since \( r_{k+1-m}^{B(p)} \) is independent of \( \{x_j : j = k + 1 - m, \ldots, k\} \), we conclude from (F3), (10) and the induction hypothesis that

\[
r_{k+1-m}^{L(m)} + 1 \leq_{icx} r_{k+1}^{B(p)}.
\]

The desired inequality (8) then follows since here we have \( r_{k+1-m}^{L(m)} + 1 = r_{k+1}^{L(m)} \) from (3).

**Case (iii) \( q_k^{L(m)} = 0 \):**

In this case \( r_{k+1}^{L(m)} \leq r_{k+1}^{B(p)} \) by Lemma 4.1 which readily implies (8).

We are now in a position to prove the main result of this section.

**Theorem 4.1** Consider a vacation model with deterministic vacation periods, i.e.,

\[
V_n = V, \quad n = 1, 2, \ldots \tag{11}
\]

for some constant \( V \). For policies \( B(p) \) and \( L(m) \) satisfying (6), the comparison

\[
W_n^{L(m)} \leq_{icx} W_n^{B(p)} \quad n = 1, 2, \ldots \tag{12}
\]

holds.

**Proof:** From (1) and (11), we conclude that for \( i = B(p), L(m) \)

\[
D_n^i = \sum_{j=1}^{n} \sigma_j + V n_r, \quad n = 1, 2, \ldots .
\]

Let us consider a sample path of \( \{\tau_n, \sigma_n, n = 1, 2, \ldots\} \). We see from Lemma 4.2 and (F3) that, conditioned on this sample path, we have \( D_n^{L(m)} \leq_{icx} D_n^{B(p)} \). Since the waiting time of \( C_n \) can be expressed as

\[
W_n^i = D_n^i - \sigma_n - A_n \quad i = B(p), L(m); \quad n = 1, 2, \ldots ,
\]

we again obtain from (F3) that \( W_n^{L(m)} \leq_{icx} W_n^{B(p)} \). Unconditioning with respect to \( \{\tau_n, \sigma_n, n = 1, 2, \ldots\} \) completes the proof. \( \square \)
5 The Comparison in The Steady-State Regime

In this section, the comparison result derived in the previous section is extended to the steady-state regime. We assume that under both $B(p)$ and $L(m)$ (with $p$ and $m$ related by (6)) the vacation model is stable, i.e.,

$$ W_n^{B(p)} \xrightarrow{D} W^{B(p)} \quad \text{and} \quad W_n^{L(m)} \xrightarrow{D} W^{L(m)}, $$

(13)

where $W^{B(p)}$ and $W^{L(m)}$ are almost surely finite and $\xrightarrow{D}$ denotes convergence in distribution. It is well known [5,6] that the necessary and sufficient condition for this stability is given by

$$ \bar{\sigma} + (1-p)V = \bar{\tau} + \frac{1}{m}V < \bar{\tau}, $$

where $\bar{\sigma} = E[\sigma]$, and $\bar{\tau} = E[\tau]$.

Theorem 5.1 For the vacation model of Theorem 4.1 under the stability condition (13), the comparison

$$ W_n^{L(m)} \preceq_{\text{lex}} W_n^{B(p)} $$

(14)

holds.

Before we prove the theorem above, we first establish some general results stated in the following two lemmas.

Lemma 5.1 Let a modified vacation model $\{\hat{\tau}_n, \sigma_n, n = 1, 2, \ldots\}$ be constructed from the random variables $\{\tau_n, \sigma_n, x_n, n = 1, 2, \ldots\}$ where $\hat{\tau}_n$ and $\sigma_n$ are given by

$$ \hat{\tau}_n = \tau_n \quad \hat{\sigma}_n = \sigma_n + x_nV, \quad n = 1, 2, \ldots \quad \text{(15)} $$

and the length of each vacation period is given by $V$. Then, the waiting time $\hat{W}_n^E$ of the $n$th customer in this vacation model under the exhaustive service policy is identical to that of the original vacation model under the Bernoulli policy which corresponds to the sequence $\{x_n, n = 1, 2, \ldots\}$, i.e.,

$$ \hat{W}_n^E = W_n^{B(p)}, \quad n = 1, 2, \ldots \quad \text{(16)} $$

Proof: The proof proceeds by induction. Since in both systems the waiting time of the first customer is simply the remaining vacation when that customer arrives, (16) trivially holds for $n = 1$. We take as induction hypothesis that

$$ \hat{W}_n^E = W_n^{B(p)} =; W_n, \quad n = 1, \ldots, k $$

and show that

$$ \hat{W}_{k+1}^E = W_{k+1}^{B(p)} \quad \text{(17)} $$

For the policy $B(p)$, we have

$$ W_{k+1}^{B(p)} = \begin{cases} W_k + \sigma_k + x_kV - \tau_{k+1} & \text{if } W_k + \sigma_k - \tau_{k+1} \geq 0 \\ W_k + \sigma_k - \tau_{k+1} + j_k^B V & \text{otherwise,} \end{cases} $$
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where
\[ j_k^B = \min \{ j \geq 0 : W_k + \sigma_k - \tau_{k+1} + jV \geq 0 \}. \] (18)

From the description of the exhaustive policy and (15), \( \hat{W}_{k+1}^E \) is given by
\[ \hat{W}_{k+1}^E = W_k + \sigma_k + x_k V - \tau_{k+1} + j_k^E V, \] (19)

where
\[ j_k^E = \min \{ j \geq 0 : W_k + \sigma_k + x_k V - \tau_{k+1} + jV \geq 0 \}. \] (20)

Since \( x_k \geq 0 \), we have \( W_k + \sigma_k + x_k V - \tau_{k+1} \geq 0 \) whenever \( W_k + \sigma_k - \tau_{k+1} \geq 0 \), and so \( \hat{W}_{k+1}^E \) can be expressed as
\[ \hat{W}_{k+1}^E = \begin{cases} W_k + \sigma_k + x_k V - \tau_{k+1} & \text{if } W_k + \sigma_k - \tau_{k+1} \geq 0 \\ W_k + \sigma_k - \tau_{k+1} + (x_k + j_k^E)V & \text{otherwise.} \end{cases} \]

To obtain (17), it remains only to show that
\[ x_k + j_k^E = j_k^B. \]

But, this is apparent from (18) and (20) upon examining the cases where \( x_k = 0 \) and \( x_k = 1 \) separately. \( \square \)

**Lemma 5.2** Let \( \{X_n, n = 1, 2, \ldots\} \) and \( X \) be nonnegative random variables and suppose that \( X_n \overset{D}{\rightarrow} X \). If there exists an integrable nonnegative random variable \( Y \) such that
\[ X_n \leq_{icx} Y, \quad n = 1, 2, \ldots, \] (21)
then \( X \) is also integrable and moreover
\[ \lim_{n \to \infty} E[X_n] = E[X]. \] (22)

**Proof:** Taking \( f(x) = x \) in the definition of icx ordering, we obtain from (21) that
\[ E[X_n] \leq E[Y], \quad n = 1, 2, \ldots. \]

Since \( X_n \overset{D}{\rightarrow} X \), it follows by [1, Theorem 5.3] that
\[ E[X] \leq \liminf_n E[X_n]. \]

Combining these inequalities yields
\[ E[X] \leq E[Y] < \infty, \]
and so \( X \) is integrable. For each \( a \geq 0 \), define a mapping \( f_a : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) by
\[ f_a = \begin{cases} x & \text{if } 0 \leq x < a \\ a & \text{if } x \geq a. \end{cases} \]

Since \( f_a \) is bounded and continuous, part (iii) of [1, Theorem 5.2] thus yields
\[ \lim_{n \to \infty} E[f_a(X_n)] = E[f_a(X)]. \]
Combining this fact with
\[ E[X_n] = E[f_a(X_n)] + E[(X_n - a)^+] \]
and
\[ E[X] = E[f_a(X)] + E[(X - a)^+] \]
we obtain
\[ \limsup_n |E[X_n] - E[X]| \leq \sup_n E[(X_n - a)^+] + E[(X - a)^+] \].
But, by (F1), we have from (21) that
\[ E[(X_n - a)^+] \leq E[(Y - a)^+], \quad n = 1, 2, \ldots, \]
and so
\[ \limsup_n |E[X_n] - E[X]| \leq E[(Y - a)^+] + E[(X - a)^+] \].

The proof of (22) is now completed by letting \( a \to \infty \) and using the fact that both \( X \) and \( Y \) are integrable. \( \square \)

**Proof of Theorem 5.1:** Only the case where \( E[W_{B(p)}^B] < \infty \) needs to be considered since \( E[W_{B(p)}^B] = \infty \) trivially implies (14). By Proposition 1.3.2 of [9], (14) directly follows if we can show that the limits
\[ \lim_{n \to \infty} E[W_{n}^{B(p)}] = E[W_{B(p)}^B] \quad \text{and} \quad \lim_{n \to \infty} E[W_{n}^{L(m)}] = E[W^{L(m)}] \] (23)
hold true and finite. To that end, we shall make use of Lemmas 5.1 and 5.2.

Doshi [2] established a sample path comparison between a vacation model under the exhaustive policy and its corresponding \( GI/GI/1 \) queue (the same system with no vacations). Using this result, \( \bar{W}_{n}^{E} \) can be decomposed into the waiting time \( \bar{W}_{n} \) of the \( n \)th customer in the corresponding \( GI/GI/1 \) queue and a term \( Y_{n} \) that corresponds to the vacations. The term \( Y_{n} \) is always smaller than the last vacation period taken, and so
\[ \bar{W}_{n}^{E} \leq \bar{W}_{n} + V, \quad n = 1, 2, \ldots, \] (24)

Note that under the stability assumption, the corresponding \( GI/GI/1 \) queue is also stable, i.e., \( W_{n} \xrightarrow{D} W \) for some nondefective \( W \). Moreover, since \( E[W_{B(p)}^B] \) is finite, so is \( E[\bar{W}] \). Theorem 5.1.1 of [9] thus yields
\[ \bar{W}_{n} \leq_{\text{lex}} \bar{W}, \quad n = 1, 2, \ldots. \]
This inequality, together with (16) and (24) implies that
\[ W_{n}^{B(p)} \leq_{\text{lex}} \bar{W} + V, \quad n = 1, 2, \ldots. \] (25)
Subsequently, a use of Theorem 4.1 yields
\[ W_{n}^{L(m)} \leq_{\text{lex}} \bar{W} + V, \quad n = 1, 2, \ldots. \] (26)

By Lemma 5.2, the lex-ordering bounds (25) and (26), together with (13) readily imply (23), and so the proof of Theorem 5.1 is complete. \( \square \)
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