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In the recent past, a wide variety of algorithms have been developed for a class of intersection graphs, called interval graphs. As a generalization of interval graphs, circular-arc graphs have also been studied extensively. Another category of graphs, namely containment graphs, has recently received some attention. In particular, interval containment graphs have been studied recently and several optimal algorithms have been developed for this class of graphs.

In this thesis we introduce a new class of containment graphs called circular-arc containment graphs. A circular-arc containment graph is a generalization of an interval containment graph and is defined as follows: A graph $G_A = (V_A, E_A)$ is called a circular-arc containment graph for a family $A = \{A_1, \ldots, A_n\}$ of arcs on a circle, if for each $v_i \in V_A$, there is an arc $A_i \in A$, and $(v_i, v_j) \in E_A$ if and only if one of $A_i$ and $A_j$ contains the other.

We characterize this class of graphs by establishing its equivalence to another relatively new class of intersection graphs, called circular permutation graphs. Given a circular-arc containment graph in the form of a family of arcs on a circle, we develop efficient algorithms for finding a maximum clique, a maximum independent set, and a minimum coloring of the graph.
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Chapter 1

Introduction

1.1. Motivation

In the recent past, a wide variety of algorithms have been developed for a class of intersection graphs, called interval graphs [8,10]. As a generalization of interval graphs, circular-arc graphs have also been studied extensively [10,13]. Another category of graphs, namely containment graphs, has recently received some attention [9]. In particular, interval containment graphs were studied by Masuda and Nakajima [12]. Several optimal algorithms for this class of graphs are provided in [12].

In this thesis, we introduce a new class of containment graphs called circular-arc containment graphs. They are a generalization of interval containment graphs. We define this class of graphs and show its equivalence to another relatively new class of intersection graphs, called circular permutation graphs, which was introduced by Rotem and Urrutia [15].

The problems of finding a maximum clique, a maximum independent set, and a minimum coloring are NP-hard for an arbitrary graph [5]. However, these problems are solvable in polynomial time for various special classes of graphs [3,5,6,7,8,10,16]. In particular, Masuda and Nakajima [12] presented optimal \(O(n \log n)\) time algorithms for all the above problems for an interval containment graph. Their algorithms are based on Fredman’s algorithm [4] for finding longest increasing subsequences of a sequence of distinct integers.

In this thesis, we extend Masuda and Nakajima’s techniques to find a solution to the each of the above problems for a circular-arc containment graph.

Besides being of theoretical interest, circular-arc containment graphs can
be foreseen to have some practical applications as well. Interval graphs have found many practical applications [14,17,18]. As the next step to intersection of segments on the real line, the problem of reporting intersections of rectangles has captured the attention of many researchers, among them being Bentley and Wood [2], and is seen to have bearing on many aspects of VLSI design. Algorithms for another category of graphs concerning containment of rectangular regions on a two-dimensional plane, to be called rectangle containment graphs, have the potential to provide valuable insight into approaches to VLSI design and can be envisaged to be of importance. The the problem of rectangle containment subsumes the problem of interval containment. Circular-arc containment graphs as a generalization of interval containment graphs may provide some insight into this problem in the future.

1.2. Outline

In the remainder of this chapter we define the graph terminology needed for dealing with a circular-arc containment graph, and introduce the notation we use in the particular context of the circular-arc containment graph.

Chapter 2 gives the definition of a canonical family of arcs and outlines a procedure to convert any arbitrary family into canonical form. It also describes an algorithm to construct a circular-arc containment graph from a given family of arcs in canonical form. Finally we describe an algorithm due to Fredman [4] for finding longest increasing subsequences of a sequence of distinct integers. The last two algorithms are used in later chapters.

In Chapter 3 we establish the equivalence of a circular-arc containment graph and a circular permutation graph by means of a constructive proof. This implies that a circular-arc containment graph can be recognized in polynomial time since a polynomial time recognition algorithm for a circular permutation
graph has been developed by Rotem and Urrutia [15].

Chapter 4 describes an optimal algorithm for finding a maximum clique of a circular-arc containment graph. In Chapter 5 we present an efficient algorithm for finding a maximum independent set while Chapter 6 is devoted to the development of a fast algorithm to get a minimum coloring. These algorithms are in turn applicable to a circular permutation graph.

Finally Chapter 7 summarizes the contributions of this thesis and future directions for research.

1.3. Graph Terminology and Definitions

A graph is a pair \( G = (V, E) \), where \( V \) is a finite set of elements called vertices and \( E \subseteq \{(x, y) \mid x, y \in V, x \neq y\} \) is a set of unordered pairs of vertices called edges. For an edge \((x, y)\), \( x \) and \( y \) are said its to the endpoints. For distinct vertices \( x \) and \( y \) we say that \( x \) is adjacent to \( y \) and vice versa, if \((x, y) \in E\); otherwise they are said to be independent.

An adjacency set of a vertex \( v \) in \( G = (V, E) \), denoted by \( Adj_G(v) \), is the set \( \{y \mid (v, y) \in E\} \). The degree of \( v \), denoted by \( d_G(v) \), is the cardinality of its adjacency set. An adjacency list of a vertex \( v \) is a list of all the edges which have \( v \) as one endpoint.

A set \( V' \subseteq V \) of vertices is called an independent set if the vertices in \( V' \) are pairwise independent. A maximum independent set (abbreviated as MIS ) of \( G \) is a set with the maximum cardinality among all independent sets of \( G \). A family \( Q = \{Q_i\}_{i=1}^k \) of sets of vertices is called a coloring if \( Q_i \cap Q_j = \emptyset \) for \( i \neq j \), \( \bigcup_{i=1}^k Q_i = V \), and \( Q_i \) is an independent set for each \( i = 1, 2, \ldots, k \).

A minimum coloring of \( G \) is one with the minimum cardinality among all colorings of \( G \).

A set \( V' \subseteq V \) of vertices is called a clique if the vertices in \( V' \) are pairwise
adjacent. A maximum clique of $G$ is one with the maximum cardinality among all cliques of $G$. A covering by cliques of $G$ is a family $R = \{R_i\}_{i=1}^k$ of sets of vertices such that $R_i \cap R_j = \emptyset$ for all $i \neq j$, $\bigcup_{i=1}^k R_i = V$, and $R_i$ is a clique for each $i = 1, 2, \ldots, k$. A minimum covering by cliques of $G$ is one with the minimum cardinality among all coverings by cliques of $G$.

A sequence of edges $<(v_{i_1}, v_{i_2}), (v_{i_2}, v_{i_3}), \ldots, (v_{i_{k-1}}, v_{i_k})>$ is defined to be a path from $v_{i_1}$ to $v_{i_k}$. A set of edges $M \subseteq E$, of a graph $G = (V, E)$, is called a matching if every vertex in $V$ is the endpoint of at most one edge in $M$. A path in $G$ that has alternate edges in $M$ and not in $M$ is called an alternating path.

A graph $G = (V, E)$ is called an intersection graph for a family of sets $F = \{F_i\}_{i=1}^n$ if there is a one-to-one correspondence between $V$ and $F$ such that two vertices are adjacent in $G$ if and only if the corresponding sets have a nonempty intersection. If $F$ is a family of intervals on the real line, $G$ is called an interval graph. If $F$ is a family of arcs on a circle, $G$ is called a circular-arc graph. The class of interval graphs is properly contained in the class of circular-arc graphs.

A graph $G = (V, E)$ is called a containment graph for a family of sets $F = \{F_i\}_{i=1}^n$ if there is a one to one correspondence between $V$ and $F$ such that two vertices are adjacent in $G$ if and only if one of the corresponding sets in $F$ is a subset of the other. In this thesis the containment graph for a particular family $F$ is denoted by $G_F = (V_F, E_F)$. If $F$ is a set of intervals on the real line, $G_F$ is called an interval containment graph (abbreviated as ICG). If $F$ is a family of arcs on a circle, the graph $G_F$ is called a circular-arc containment graph (abbreviated as CACG). We elaborate on an ICG and a CACG in the next section.
Let \( \pi \) be a permutation of numbers \( 1, 2, \ldots, n \) and let \( L_1 \) and \( L_2 \) be two parallel lines. Let \( n \) points be labeled on \( L_1 \) by \( 1', 2', \ldots, n' \) and on \( L_2 \) by \( \pi(1), \pi(2), \ldots, \pi(n) \), respectively, from left to right. A **permutation diagram** consists of the labeled lines \( L_1 \) and \( L_2 \) and a set of segments of lines \( \{l_1, l_2, \ldots, l_n\} \), such that \( l_i \) joins point \( i' \) on \( L_1 \) to point \( i \) on \( L_2 \), \( 1 \leq i \leq n \). A graph is called a **permutation graph** if it represents at least one permutation diagram.

Let \( \pi \) be a permutation of numbers \( 1, 2, \ldots, n \) and let \( C_p \) and \( C_q \) be two concentric circles, \( C_p \) contained in \( C_q \). Let \( n \) points be labeled on the inner circle \( C_p \) as \( 1', 2', \ldots, n' \) and let \( \pi(1), \pi(2), \ldots, \pi(n) \) be labeled on the outer circle \( C_q \). Let \( n \) chords \( W_1, W_2, \ldots, W_n \) be drawn in the annular region between \( C_p \) and \( C_q \) such that chord \( W_i \) joins \( i' \) on \( C_p \) to \( i \) on \( C_q \). Two chords may intersect, but no more than once. The two concentric circles with \( n \) points on each, along with the \( n \) chords together constitute a **circular permutation diagram** (abbreviated as \( CPD \)). Note that \( i' \) and \( i \) can be joined in many ways. A CPD contains only one such connection for each pair \( (i, i') \). For the same permutation \( \pi \) with different choices of connections, different CPD's can be obtained. Also permutations which are cyclic shifts of one another can yield the same CPD. A graph \( G_D = (V_D, E_D) \) represents a CPD \( D \) if the vertices of \( G_D \) can be labeled \( v_1, v_2, \ldots, v_n \) such that \( (v_i, v_j) \in E_D \) if and only if chords \( W_i \) and \( W_j \) in \( D \) intersect each other. A graph \( G \) is called a **circular permutation graph** (abbreviated as \( CPG \)) if it represents at least one CPD.

### 1.4. Notation For ICGs and CACGs

Let \( I = \{I_1, I_2, \ldots, I_n\} \) be a family of \( n \) intervals on the real line. Each interval in \( I \) has two endpoints, and each endpoint is assigned a positive integer which corresponds to its co-ordinate on the real line. Among the two
endpoints, the one which is encountered earlier while traversing the interval from left to right is called the head and the other is called the tail. Each interval is thus uniquely represented by the ordered pair \([h, t]\), where \(h\) and \(t\) are the co-ordinates of the head and tail, respectively.

For every two intervals \(I_j\) and \(I_k\), we say that \(I_j\) contains \(I_k\), denoted by \(I_j \supset I_k\), or alternately \(I_k \subset I_j\), if the set of points on \(I_k\) is a proper subset of the set of points on \(I_j\). Otherwise, \(I_j\) and \(I_k\) are said to be independent of each other. Let \(I' = \{I_{j_1}, \ldots, I_{j_k}\}\) be a subfamily of \(I\). \(I'\) is called an interval containment family if for every pair of intervals \(I_{j_i}, I_{j_l}\), \(1 \leq i, l \leq k\), either \(I_{j_i} \subset I_{j_l}\) or \(I_{j_l} \subset I_{j_i}\). A maximum interval containment family is one with the maximum cardinality among all interval containment families of \(I\). \(I'\) is called an independent interval family if the intervals of \(I'\) are pairwise independent. A maximum independent interval family is one with the maximum cardinality among all independent interval families of \(I\). An interval coloring is an assignment of colors to the intervals of \(I\) such that every two intervals, one of which contains the other are assigned distinct colors. A minimum interval coloring of \(I\) is a coloring that uses the fewest number of colors. As defined earlier, a graph is called an interval containment graph for \(I\), which we denote by \(G_I = (V_I, E_I)\), if for each \(v_j \in V_I\), there is an arc \(I_j\) in \(I\), and \((v_j, v_k) \in E_I\) if and only if one of \(I_j\) and \(I_k\) contains the other. The vertices corresponding to an interval containment family (resp., independent interval family) of \(I\) form a clique (resp., independent set) of \(G_I\).

A family of \(n\) intervals is said to be in canonical form if all endpoints of the intervals in the family are assigned distinct integer co-ordinates between 1 and \(2n\).

Let \(C\) be a circle. Let \(A = \{A_1, A_2, \ldots, A_n\}\) be a family of \(n\) arcs
on this circle. For every two arcs $A_i$ and $A_j$, we say that $A_i$ \textit{contains} $A_j$, denoted by $A_i \supset A_j$, or alternately $A_j \subset A_i$, if the set of points on $A_j$ is a proper subset of the set of points on $A_i$. Otherwise, $A_i$ and $A_j$ are said to be \textit{independent} of each other. Let $A' = \{A_{i_1}, \ldots , A_{i_k}\}$ be a subfamily of $A$. $A'$ is called an \textit{arc containment family} if for every pair of arcs $A_{i_j}, A_{i_l}$, $1 \leq j, l \leq k$, either $A_{i_j} \subset A_{i_l}$ or $A_{i_l} \subset A_{i_j}$. A \textit{maximum arc containment family} is one with the maximum cardinality among all arc containment families of $A$. $A'$ is called an \textit{independent arc family} if the arcs of $A'$ are pairwise independent. A \textit{maximum independent arc family} is one with the maximum cardinality among all independent arc families of $A$. An \textit{arc coloring} is an assignment of colors to the arcs of $A$ such that every two arcs, one of which contains the other, are assigned distinct colors. A \textit{minimum arc coloring} of $A$ is a coloring that uses the fewest number of colors. As defined earlier, a graph is called a circular-arc containment graph for $A$, which we denote by $G_A = (V_A, E_A)$ for a particular family $A$, if for each $v_i \in V_A$, there is an arc $A_i$ in $A$, and $(v_i, v_j) \in E_A$ if and only if one of $A_i$ and $A_j$ contains the other. The vertices corresponding to an arc containment family (resp., independent arc family) of $A$ form a clique (resp., independent set) of $G_A$.

Each arc in $A$ has two endpoints, and each endpoint is assigned a positive integer which corresponds to its co-ordinate on the circumference of the circle. Among the two endpoints, the one which is encountered earlier while traversing the arc in the clockwise direction is called the \textit{head} and the other is called the \textit{tail}. Each arc is thus uniquely represented by the ordered pair $[h, t]$, where $h$ and $t$ are the co-ordinates of the head and tail, respectively.

A family of $n$ arcs is said to be in \textit{canonical} form if:

1. All endpoints of the arcs in the family are assigned distinct integer co-
ordinates between 1 and 2n.

2. No single arc covers the circle by itself.

3. The co-ordinate assigned to the head of arc $A_i$ in the family is the positive integer 1 and all other endpoints are assigned co-ordinates in ascending order in the clockwise direction.

In a canonical family of arcs, an arc is said to be a forward arc if $h < t$, otherwise it is said to be a backward arc.

For an arc $A_i \in A$ and for an endpoint $j$ of another arc in a canonical family $A$, we say that $A_i$ contains the point $j$ if one of the following three conditions holds:

1. $1 \leq h_i < j < t_i \leq 2n$.

2. $1 \leq t_i < h_i < j \leq 2n$.

3. $1 \leq j < t_i < h_i \leq 2n$.

Later in Chapter 2 we show how to convert any family of arcs into canonical form.

1.5. Summary

In this chapter we have established the basic framework needed to deal with the new class of graphs that we have introduced as circular-arc containment graphs. We have described in brief our motivation for undertaking the study of these graphs and defined the terminology and notation to be used in the course of the following chapters.
Chapter 2

Preliminaries

2.1. Overview

It is convenient to define a standard form for a family $A$ of arcs on a circle that we use to represent the circular-arc containment graph $G_A$. This form was defined as the canonical form in Chapter 1. In this chapter we describe three algorithms that are useful in the later chapters. The first is an $O(n \log n)$ algorithm to convert any family of $n$ arcs into canonical form. The second obtains a CACG $G_A$ corresponding to a family $A$ of arcs in canonical form. The third finds a longest increasing subsequence of a finite sequence of distinct integers and is due to Fredman [4].

2.2. Canonical Family of Arcs

A given family $A$ of $n$ arcs can always be converted into a canonical family $A^c$ in $O(n \log n)$ time in such a fashion that the two CACG’s $G_A = (V_A, E_A)$ and $G_{A^c} = (V_{A^c}, E_{A^c})$ are exactly identical. The $O(n \log n)$ bound conforms to the bound for sorting the endpoints of arcs which is the operation involved in the conversion. Since the time complexity of all our algorithms will be $O(n \log n)$ or higher, without loss of generality we can subsequently assume that the family is already available in its canonical form.

Theorem 2.1. For any family $A$ of $n$ arcs on a circle, one can construct, in $O(n \log n)$ time, a canonical family $A^c$ such that the circular-arc containment graphs $G_A$ and $G_{A^c}$ are identical.

The theorem can be proven by showing that for a given family $A$ the following procedure correctly constructs a new family $A^c$, which is canonical.
Procedure 2.1.

1. $n \leftarrow |A|.$

2. Construct a list of indices $L_h = (i_1, \ldots, i_n)$ such that one of the following is true for every pair of indices $i_k$ and $i_{k+1}:

   (a) $h_{i_k} < h_{i_{k+1}}.$
   (b) $h_{i_k} = h_{i_{k+1}}$ and $A_{i_k}$ is a backward arc and $A_{i_{k+1}}$ is a forward arc.
   (c) $h_{i_k} = h_{i_{k+1}}$ and $A_{i_k}$ and $A_{i_{k+1}}$ are forward arcs and $t_{i_k} > t_{i_{k+1}}.$
   (d) $h_{i_k} = h_{i_{k+1}}$ and $A_{i_k}$ and $A_{i_{k+1}}$ are backward arcs and $t_{i_k} > t_{i_{k+1}}.$

3. Construct a list of indices $L_t = (i_1, \ldots, i_n)$ such that one of the following is true for every pair of indices $i_k$ and $i_{k+1}:

   (a) $t_{i_k} < t_{i_{k+1}}.$
   (b) $t_{i_k} = t_{i_{k+1}}$ and $A_{i_k}$ is a forward arc and $A_{i_{k+1}}$ is a backward arc.
   (c) $t_{i_k} = t_{i_{k+1}}$ and $A_{i_k}$ and $A_{i_{k+1}}$ are forward arcs and $h_{i_k} > h_{i_{k+1}}.$
   (d) $t_{i_k} = t_{i_{k+1}}$ and $A_{i_k}$ and $A_{i_{k+1}}$ are backward arcs and $h_{i_k} > h_{i_{k+1}}.$

4. for $k \leftarrow 1$ to $2n$
   
   $p \leftarrow$ the first element of $L_t$
   
   if $L_h = \phi$
   
   then
   
   remove $p$ from $L_t$
   
   $t_{p'} \leftarrow k$
   
   else
   
   $q \leftarrow$ the first element of $L_h$
   
   if $h_q \leq t_p$
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then
\[ \begin{align*}
\text{remove } q \text{ from } L_h \\
h_{q'} &\leftarrow k \\
\text{else} \\
\text{remove } p \text{ from } L_t \\
t_{p'} &\leftarrow k.
\end{align*} \]

5. for \( k \leftarrow 1 \) to \( n \)
\[ A_k' \leftarrow [h_k', t_k']. \]

6. \( A^{c} \leftarrow \{A_1', A_2', \ldots A_n'\}. \]

\( \square \)

Proof of Theorem 2.1: Consider two arcs \( A_j \) and \( A_k \) in \( A \). There are two possible cases. Either one of them contains the other or they are independent of each other.

Suppose one contains the other. Without loss of generality we can assume that \( A_j \subset A_k \). We will show that in all the following exhaustive subcases, \( A_j' \subset A_k' \).

1. Both \( A_j \) and \( A_k \) are forward arcs or both \( A_j \) and \( A_k \) are backward arcs.

In this subcase, we have three possibilities:

(a) \( h_j = h_k \) and \( t_j < t_k \). The procedure numbers \( h_k' \) before \( h_j' \) and \( t_j' \) before \( t_k' \) in this case. Thus \( h_k' < h_j' \) and \( t_j' < t_k' \), and hence \( A_j' \subset A_k' \).

(b) \( h_k < h_j \) and \( t_j = t_k \). The procedure numbers \( t_j' \) before \( t_k' \) and \( h_k' \) before \( h_j' \) in this case. Thus \( h_k' < h_j' \) and \( t_j' < t_k' \), and hence \( A_j' \subset A_k' \).
(c) \( h_k < h_j \) and \( t_j < t_k \). In this case, \( h_k' < h_j' \) and \( t_j' < t_k' \) in the new numbering, and hence \( A_j' \subset A_k' \).

2. \( A_j \) is a forward arc and \( A_k \) is a backward arc. There are four possibilities:

(a) \( 0 < t_k < h_k = h_j < t_j \leq 2n \). Procedure 2.1 numbers \( h_k' \) before \( h_j' \) in Case 2(b). Hence \( 0 < t_k' < h_k' < h_j' < t_j' \leq 2n \) and \( A_j' \subset A_k' \).

(b) \( 0 < h_j < t_j = t_k < h_k \leq 2n \). Procedure 2.1 numbers \( t_j' \) before \( t_k' \) in Case 3(b). Thus \( 0 < h_j' < t_j' < t_k' < h_k' \leq 2n \) and \( A_j' \subset A_k' \).

(c) \( 0 < t_k < h_k < h_j < t_j \leq 2n \). In this case in the new numbering,
\( 0 < t_k' < h_k' < h_j' < t_j' \leq 2n \), and hence \( A_j' \subset A_k' \).

(d) \( 0 < h_j < t_j < t_k < h_k \leq 2n \). In this case in the new numbering,
\( 0 < h_j' < t_j' < t_k' < h_k' \leq 2n \), and hence \( A_j' \subset A_k' \).

Fig. 2.1 illustrates how the new numbering preserves containment.

Suppose \( A_j \) and \( A_k \) are independent of each other. Then \( h_j \neq h_k \) and \( t_j \neq t_k \). The procedure simply preserves the relative order of the co-ordinates of \( A_j \) and \( A_k \) and hence \( A_j' \) and \( A_k' \) are also independent of each other.

We have shown that for any two arcs \( A_i \) and \( A_j \) in \( A \), the relation between them is the same as the relation between \( A_i' \) and \( A_j' \) in \( A' \). That is, for the corresponding vertices, \( (v_i, v_j) \in E_A \) if and only if \( (v_i', v_j') \in E_{A'} \). Thus \( G_A \) is identical to \( G_{A'} \).

**Remark 2.1.** Steps 2 and 3 of Procedure 2.1 involve sorting that takes \( O(n\log n) \) time. The procedure further scans the two lists \( L_A \) and \( L_t \) and renumbers the co-ordinates in Step 4 that takes \( O(n) \) time. Hence the total time required for Procedure 2.1 is \( O(n\log n) \).
Fig. 2.1. Effect of Procedure 2.1. on a Pair of Arcs

Fig. 2.2 shows a non-canonical family $A$ of arcs. Fig. 2.3 shows the conversion of family $A$ to a canonical family $A^c$ using the above procedure.

2.3. Construction of a CACG

In this section we outline an $O(nlogn + e)$ algorithm to construct a CACG $G_A = (V_A, E_A)$ from a given family $A$ of $n$ arcs, where $e = |E_A|$. This algorithm can be used later in order to identify a minimum degree vertex of the CACG.

Procedure 2.2. Construction of a CACG

Input: A family $A = \{A_1, \ldots A_n\}$ of arcs, in canonical form, with the arcs sorted in ascending order of their head co-ordinates.
Fig. 2.2. A Non-Canonical Family $A$ of Arcs on a Circle

Output: The CACG $G_A = (V_A, E_A)$.

Method:

1. Push the indices of all the backward arcs into a stack $ST$ in increasing order of their head co-ordinates.

2. Starting with the point marked 1, traverse the circle in the clockwise direction. As soon as a head co-ordinate $h_j$ of an arc $A_j$, is encountered, push the index $j$ into the stack $ST$. When a tail point $t_j$ of an arc $A_j$ is
Fig. 2.3. A Converted into a Canonical Family $A^c$

encountered,

(a) Delete the index $j$ from the stack.

(b) For each index $k$ below the index $j$ in the stack, add $(v_k, v_j)$ to the
adjacency list of $v_k$, and also add $(v_j, v_k)$ to the adjacency list of $v_j$.

3. Continue in this manner till the entire circle is traversed and the point 1
is encountered again. At this point, ignore the contents of the stack and
output the CACG in the form of the adjacency lists of the vertices. $\Box$

Remark 2.2. The procedure takes a total of $O(n + e)$ time, if the arcs are
already sorted, otherwise it takes $O(n \log n + e)$ time, as each of the $n$ arcs makes an entry in the stack at most twice, and the adjacency lists are updated $O(e)$ times. Since initially all the backward arc indices are loaded in the stack, the edges between the vertices corresponding to the backward arcs will be added to the adjacency lists when the backward arc tail co-ordinates are encountered. Subsequently the forward arcs will make an entry into the stack when their head co-ordinates are encountered and the adjacency lists involving them are updated on encountering their tail co-ordinates. The backward arcs in effect enter the stack twice, once at the start of the algorithm and again when their head co-ordinates are actually encountered during the traversal of the circle. They remain in the stack until the last step of the algorithm.

2.4. Longest Increasing Subsequences

Let $S = < x_1, x_2, \ldots, x_k >$ be a sequence of $k$ distinct numbers. An increasing subsequence of $S$ is defined to be a sequence $S' = < x_{i_1}, \ldots, x_{i_h} >$ such that $x_{i_1} < x_{i_2} < \ldots < x_{i_h}$ and $1 \leq i_1 < \ldots < i_h \leq k$. A longest increasing subsequence is one with the maximum number of elements among all increasing subsequences of $S$. A method for computing the first row of the Young tableau was devised by Knuth [11]. By modifying Knuth's method Fredman [4] suggested a solution to the longest increasing subsequence problem that takes $O(k \log k)$ time. He also proved that the algorithm is optimal. We describe Fredman's algorithm. We subsequently use it to compute a maximum clique, a maximum independent set, and a minimum coloring of an ICG.

Algorithm 1 (Fredman [4]).

Input : A sequence of distinct integers $S = < x_1, x_2 \ldots, x_k >$.

Output : A longest increasing subsequence $S'$ of $S$.

Method :
1. Create an empty stack $ST_1$ and push $x_1$ into it. $h \leftarrow 1$.

2. for $j \leftarrow 2$ to $k$

   if the top element of stack $ST_h$ is larger than $x_j$

      then

         Find the first stack $ST_p$ whose top element

         is larger than $x_j$.

         Push $x_j$ into stack $ST_p$.

         if $p \neq 1$ then

            $PRE(x_j) \leftarrow$ the top

            element of stack $ST_{p-1}$.

         else

            $h \leftarrow h + 1$

            Create a new empty stack $ST_h$

            and push $x_j$ into it.

            $PRE(x_j) \leftarrow$ the top

            element of stack $ST_{h-1}$.

3. $x_{i_h} \leftarrow$ any element in $ST_h$.

4. Output a sequence $S' = <x_{i_1}, x_{i_2}, \ldots, x_{i_h}>$ such that $x_{i_t} \leftarrow PRE(x_{i_{t+1}})$ for $t = 1, 2, \ldots, h - 1$.

Remark 2.3. By maintaining the top elements of the stacks at any time using appropriate data structures, we can find stack $ST_p$ of Step 2, if one exists, in $O(k\log k)$ time by a binary search for each $j = 2, 3, \ldots, k$. Therefore, Algorithm 1 runs in $O(k\log k)$ time and is optimal to within a constant factor.
2.5. Summary

In this chapter we have outlined three basic algorithms that will be used in some of the later chapters. The first obtains a canonical form of any given family of arcs. The second is a procedure to get the CACG $G_A$ corresponding to a family $A$ of arcs in canonical form. The third finds a longest increasing subsequence of a sequence of distinct integers.
Chapter 3

Equivalence of a CACG and a CPG

3.1. Overview

It is known that every ICG is a permutation graph and vice versa [9]. In this chapter we establish the same relationship between a CACG and a CPG. We present a constructive proof for this equivalence. Since Rotem and Urrutia [15] developed a polynomial time algorithm for testing whether a graph is a CPG or not, a CACG can be recognized in polynomial time. Furthermore, all the algorithms for a CACG which we present in this thesis are immediately applicable to a CPG.

Recall that a graph $G$ is a CPG if there exists at least one CPD $D$ such that $G$ is the intersection graph for $D$. Similarly a graph $G$ is a CACG if there exists at least one family $A$ of arcs such that $G$ is the containment graph for $A$. In order to establish the equivalence of a CACG and a CPG, it suffices to show that for every canonical family $A$ of arcs on a circle there exists a CPD $D$ and vice versa, satisfying the following properties:

1. For every arc $A_i$ in $A$ there is a chord $W_i$ in $D$ and vice versa.

2. For every pair of arcs $A_i$ and $A_j$, one of which contains the other, there is a pair of chords $W_i$ and $W_j$ which intersect each other, and vice versa.

We say that such $A$ and $D$ are functionally equivalent.

In Section 3.2, we describe how to construct such a CPD $D$ from a given canonical family $A$. In Section 3.3, we show how to convert a CPD $D$ into a canonical family $A$ of arcs. The results of the two sections establish the equivalence of a CACG and a CPG.
Fig. 3.1. A CPD from a Family of Arcs

3.2. Conversion from a Family of Arcs to a CPD

For every canonical family $A$ of arcs on a circle $C$, represented by a CACG $G_A$, the following procedure constructs a CPD $D$:

**Procedure 3.1.**

1. Draw two circles $C_p$ and $C_q$ concentric with the circle $C$. Both $C_p$ and $C_q$ are smaller in diameter than $C$, $C_p$ having a smaller diameter than $C_q$.

2. For every arc $A_k = [h_k, t_k]$ project $h_k$ radially onto the inner circle $C_p$ and call the point on it $p_k$. Project $t_k$ radially onto the outer circle $C_q$.
and call the point on it \( q_k \).

3. In the annular region between \( C_p \) and \( C_q \) draw a chord \( W_k \) in the clockwise sense, joining \( p_k \) with \( q_k \).

Fig. 3.1 illustrates the procedure.

We observe that in the circular permutation diagram thus constructed, \( W_i \) and \( W_j \) intersect each other if and only if one of \( A_i \) and \( A_j \) contains the other.

Therefore, we have shown that for every family \( A \) of arcs on a circle there is a corresponding CPD \( D \) such that the CACG \( G_A \) is exactly identical to the CPG \( G_D \). Thus we have the following theorem:

**Theorem 3.1.** *Every CACG is a CPG.*

**Remark 3.1.** The above conversion apparently takes \( O(n) \) time since two endpoints \( h_k \) and \( t_k \) of an arc \( A_k \) are radially projected to points \( p_k \) and \( q_k \), respectively, on two concentric circles \( C_p \) and \( C_q \). A chord is drawn in the clockwise sense joining \( p_k \) to \( q_k \). Thus each arc is converted into a chord in the CPD in constant time, and for \( n \) arcs the procedure takes \( O(n) \) time.

3.3. Conversion from a CPD to a Family of Arcs on a Circle

The CPD obtained from the family of arcs by Procedure 3.1 consists of only clockwise sensed chords in the annular region. We call a CPD with all the chords oriented in the same sense (either clockwise or counterclockwise), a monosense CPD. A chord in a CPD that spans more than \( 2\pi \) radians and hence appears to overlap itself is called an \( XL \)-chord. Fig. 3.2 shows an XL-chord. A CPD without XL-chords is called a proper CPD. The application of
Fig. 3.2. An XL-Chord

Procedure 3.1 in reverse order to a proper monosense CPD yields a family $A$ of arcs such that $D$ and $A$ are functionally equivalent.

Let $D$ be a CPD with chords arbitrarily oriented in both senses. If $D$ can be transformed into a proper monosense CPD, then one can prove that every CPG is a CACG. We show that by the execution of the following two steps $D$ can be converted into a proper monosense CPD. The first step converts $D$ to a monosense CPD. In the second step we convert the monosense CPD to a proper monosense CPD.

Step 1: Conversion to a monosense CPD

Let $W_k$ be the largest counterclockwise sensed chord in $D$. Keeping the endpoints of all the chords on the inner circle $C_p$ in their positions, shift all the other endpoints of the chords on the outer circle $C_q$ in the clockwise
direction until $q_k$ passes $p_k$. We call this intermediate diagram $D_i$. With $q_k$ in a new position on $C_q$, $W_k$ is now a clockwise sensed chord. By virtue of this operation, all counterclockwise chords become clockwise, since $W_k$ was the largest counterclockwise chord. Thus $D_i$ is monosense. Note that all clockwise chords become even more clockwise, and some may even turn into XL-chords. Note however, that none of the intersections were affected, and that no two chords intersect at more than one point. Fig. 3.3 illustrates an example of the execution of Step 1 on a CPD.

**Step 2**: *Conversion to a proper monosense CPD*

Now that all chords are clockwise, the problem is to fix the chords in $D_i$, ...
Fig. 3.4. An XL-Chord and Other Chords Relative to It

that have got longer than necessary as they were stretched in the clockwise direction. Consider one such XL-chord $W_{XL}$ shown in Fig. 3.4.

As shown in the figure this chord creates a region between the two points $p_{XL}$ and $q_{XL}$ where the chord essentially appears to overlap itself. We denote this overlap region by $OV$. A chord which is not an XL-chord can not be completely contained in $OV$, since if it were, it would intersect $W_{XL}$ twice, which is not legitimate. Thus there are four kinds of chords possible relative to $W_{XL}$ as shown in Fig. 3.4. Chords such as $W_t$ have their tail points in the region $OV$ but the head points outside it. Chords such as $W_h$ have their head points in region $OV$, but the tail points outside it. The third kind of chords
such as \( W_o \) lie entirely outside region \( OV \). The fourth kind of chords such as \( W_s \) spiral in and out of region \( OV \) but are not completely contained in the region \( OV \).

If we were to slide the point \( q_{XL} \) in the counterclockwise direction, along with all other points on the circumference of the outer circle in the region \( OV \) so that \( q_{XL} \) would just get past \( P_{XL} \), we would in effect be only shrinking some chords. In no event will this operation create a counterclockwise chord. Note that none of the other chords are adversely affected. Chords such as \( W_t \) and \( W_s \) only shrink a little, still remaining clockwise and chords such as \( W_h \) and \( W_o \) are unaffected. Fig. 3.5 shows the shrinking of the XL-chord of Fig. 3.4.

As for the other XL-chords, we shrink them too one by one. We show
that given two XL-chords which are to be shrunk, the order in which the
shrinking is done is entirely inconsequential. Let \( B_1 \) and \( B_2 \) be two arbitrary
XL-chords with respective overlap regions \( OV_1 \) and \( OV_2 \). The following three
possibilities arise:

1. \( OV_1 \) is contained in \( OV_2 \).

2. \( OV_1 \) and \( OV_2 \) are disjoint.

3. \( OV_1 \) and \( OV_2 \) have a non-empty intersection region.

As is evident from Figs. 3.6, 3.7, and 3.8, the order in which two XL-chords
are shrunk is not consequential in all three cases. Therefore, by shrinking all
the XL-chords, one by one, we eventually obtain a proper monosense CPD.
Fig. 3.6. $OV_1$ is Contained in $OV_2$. 
Fig. 3.7. $OV_1$ and $OV_2$ are Disjoint.

Shrinking of one
does not affect the other
May be shrunk in any order
Fig. 3.8. $OV_1$ and $OV_2$ have a Non-empty Intersection.
By applying Procedure 3.1 in reverse order, we can convert this CPD into a family of arcs on a circle. This family of arcs may be further converted into a canonical family as shown in Section 2.2. Thus, we have established the following:

**Theorem 3.2.** Every CPG is a CACG.  

**Remark 3.2.** In the above conversion, Step 1 takes $O(n)$ time, since it involves shifting all the endpoints of chords on $C_q$. Step 2 needs $O(n)$ time to shrink each XL-chord, and there are at most $n$ XL-chords. Thus it requires a total of $O(n^2)$ time. Finally, Procedure 3.1 in reverse order takes $O(n)$ time to execute. Conversion of the family of arcs into a canonical family takes $O(n \log n)$ time as shown in Section 2.2. Therefore, the conversion of a CPD to a canonical family of arcs on a circle can be done in $O(n^2)$ time.

**3.4. Summary**

We have shown the equivalence of a CACG and a CPG by a constructive proof. Since Rotem and Urrutia [15] have given an $O(n^2)$ recognition algorithm for a CPG, a CACG can be recognized in $O(n^2)$ time. The algorithms that we present later in this thesis are all applicable to a CPG.
Chapter 4

Maximum Clique of a CACG

4.1. Overview

In this chapter, we show that a maximum arc containment family of a family $A$ of arcs on a circle, or equivalently a maximum clique of the CACG $G_A$, can be found in polynomial time. Our approach is to open out the arc family $A$ into a family $I$ of intervals on the real line in a special way. We show that a maximum clique of the CACG $G_A$ can be obtained by finding a maximum clique of the ICG $G_I$.

4.2. Conversion of a Family of Arcs into a Family of Intervals

Let $A = \{A_1, A_2, \ldots, A_n\}$ be a family of $n$ arcs on a circle. We assume that $A$ is given in canonical form, for if not, we can always convert it into its canonical form by Procedure 2.1 in $O(n \log n)$ time. We transform the family $A$ of arcs into a family $I$ of intervals on the real line in the following manner:

1. For each backward arc $A_j = [h_j, t_j]$, where $h_j > t_j$, create an interval of type $\text{back}$, denoted by $I^b_j = [h_j, t_j + 2n]$.

2. For each forward arc $A_k = [h_k, t_k]$, where $h_k < t_k$, create two intervals of types $\text{fwd}$ and $\text{fwd - dup}$, denoted by

   $I^f_k = [h_k, t_k]$ and $I^{fd}_k = [h_k + 2n, t_k + 2n]$, respectively.

Thus, if there are $b$ backward arcs and $f$ forward arcs in $A$ ($n = b + f$), we have a total of $m = 2f + b$ intervals in $I$. $2f$ of these intervals correspond to the $f$ forward arcs and $b$ of the intervals correspond to the $b$ backward arcs.
4.3. Maximum Interval Containment Family of a Family of Intervals

Given a family \( I \) of intervals on the real line, Masuda and Nakajima [12] presented a method for finding a maximum interval containment family of \( I \), or equivalently a maximum clique of the ICG \( G_I \). It utilizes the Fredman algorithm for finding a longest increasing subsequence of a sequence of integers [4]. We briefly outline their method here.

Algorithm 2 [12].

Input: A family \( I = \{I_1, \ldots, I_n\} \) of \( n \) closed intervals, in canonical form, with each interval represented by an ordered pair \( I_k = [h_k, t_k] \).

Output: A maximum interval containment family of \( I \).

Method:

1. Renumber the intervals to get a family \( I' = \{I'_1, I'_2, \ldots, I'_n\} \) such that \( h'_1 < h'_2 < \cdots < h'_n \).

2. Construct a sequence of indices of the intervals \( S = [i_1, i_2, \ldots, i_n] \) such that \( t'_{i_1} > t'_{i_2} > \ldots > t'_{i_n} \).

3. Find a longest increasing subsequence \( X \) of \( S \) by using Algorithm 1 of Section 2.4.

4. Output the set of intervals \( I^X \) which corresponds to \( X \).

Masuda and Nakajima [12] showed that the above algorithm runs in \( O(n\log n) \) time. The sorting at Step 2 can be done in \( O(n) \) time by bucket sort [1] because all co-ordinates are integers 1 through 2n. In Step 3, Algorithm 1 of Section 2.4 can find \( I^X \) in \( O(n\log n) \) time. They also gave a proof that \( I^X \) is indeed a maximum interval containment family of \( I \).
Fig. 4.1. CACG for the family $A^c$ of Fig. 2.3.

4.4. Maximum Arc Containment Family of a Family of Arcs on a Circle

We now describe an algorithm for finding a maximum arc containment family of a given family of arcs on a circle.

Algorithm 3.

Input : A family $A = \{A_1, \ldots, A_n\}$ of $n$ arcs on a circle, in canonical form, with each arc represented by an ordered pair $A_k = [h_k, t_k]$.

Output : A maximum arc containment family of $A$.

Method :

1. Convert the $n = b + f$ arcs in $A$ into $m = b + 2f$ intervals in $I$ on the real line as described in Section 4.2. Renumber the $m$ intervals $I_1, \ldots, I_m$.
in ascending order of their head co-ordinates. For every backward arc $A_j$, for which the interval $I_j^b$ is assigned the index $l$, create an ordered pair $(j, l)$. For every forward arc $A_j$, for which the two intervals $I_j^f$ and $I_j^{fd}$ are assigned indices $k^f$ and $k^{fd}$ respectively, create two ordered pairs $(j, k^f)$ and $(j, k^{fd})$. Let $T$ be the set of ordered pairs thus created.

2. Proceed to Step 3 of Algorithm 2 and find a set $X$ of indices of the intervals which corresponds to a maximum interval containment family of $I$.

3. Form the set $Z$ of arcs $A_z$ such that

$$Z = \{A_z \mid (z, x) \in T \land x \in X \}.$$  

We prove that the set $Z$ is a maximum arc containment family of $A$. Fig. 4.1 shows the CACG $G_{A^c}$ for the canonical family $A^c$ shown in Fig. 2.3. Fig. 4.2 shows the conversion of the family $A^c$ to a family $I$ of intervals. The sequence $S$ of Algorithm 2 and the maximum arc containment family obtained by Algorithm 3 are depicted in Fig. 4.3.
Fig. 4.2. Conversion of $A^e$ into a Family of Intervals

$$S = < 14, 6, 11, 13, 7, 12, 5, 8, 10, 9, 2, 4, 3, 1 >$$

Maximum Interval Containment Family =

$$\{I6, I7, I8, I9\}$$

Maximum Arc Containment Family =

$$\{A8, A9, A6, A7\}$$

Fig. 4.3. Illustration of the Execution of Algorithm 3
Lemma 4.1. Every interval containment family of $I$ corresponds to an arc containment family of $A$.

Proof: Every interval in $I$ is derived from a unique arc in the family $A$ of arcs. Let $I_p$ and $I_q$ be two intervals in $I$. $I_p$ and $I_q$ are derived from arcs $A_i = [h_i, t_i]$ and $A_j = [h_j, t_j]$, respectively, for some $i, j \in \{1, 2, \ldots, n\}$. Suppose that one of the two intervals $I_p$ and $I_q$ contains the other, say $I_p \supset I_q$. Note that since $I_p$ contains $I_q$, it is not possible that $A_i$ is a forward arc and $A_j$ is a backward arc. There are three cases to consider.

1. Both $I_p$ and $I_q$ are derived from backward arcs. In this case, $I_p = [h_i, 2n + t_i]$ and $I_q = [h_j, 2n + t_j]$. If $I_p \supset I_q$, then $h_i < h_j$ and $t_i > t_j$, and hence $A_i \supset A_j$.

2. Both $I_p$ and $I_q$ are derived from forward arcs. In this case, since $I_p \supset I_q$, either $I_p = [h_i, t_i]$ and $I_q = [h_j, t_j]$ or $I_p = [h_i + 2n, t_i + 2n]$ and $I_q = [h_j + 2n, t_j + 2n]$. In either case, $h_i < h_j$ and $t_i > t_j$, and hence $A_i \supset A_j$.

3. $I_p$ is derived from a backward arc and $I_q$ from a forward arc. In this case, $I_p = [h_i, 2n + t_i]$ and either $I_q = [h_j, t_j]$ or $I_q = [h_j + 2n, t_j + 2n]$. In either event, since $I_p$ contains $I_q$, $A_i \supset A_j$.

In all three cases, if $I_p \supset I_q$, then $A_i \supset A_j$. Since this is true for every pair of intervals in $I$, an interval containment family of $I$ corresponds to an arc containment family of $A$. □

Lemma 4.2. Every arc containment family of $A$ corresponds to one or two interval containment families of $I$.

Proof: Let $A^2 = \{A_{j_1}, \ldots, A_{j_t}\}$ be an arc containment family of $A$. Without loss of generality, we can assume that $A_{j_1} \supset A_{j_2} \supset \ldots \supset A_{j_t}$.
There are three cases to consider:

1. $A^Q$ consists of backward arcs only.

2. $A^Q$ consists of forward arcs only. In this case there are two interval containment families of $I$ which correspond to $A^Q$.

3. $A^Q$ consists of both forward and backward arcs.

In Case 1, since $h_{j_i} < h_{j_k}$ and $t_{j_i} > t_{j_k}$, for $1 \leq i < k \leq l$, $h_{j_i} < h_{j_k}$ and $t_{j_i} + 2n > t_{j_k} + 2n$ for $1 \leq i < k \leq l$, $I^b_{j_1} \supset I^b_{j_2} \supset \ldots \supset I^b_{j_l}$. Therefore, an interval containment family of the same cardinality $l$ exists in $I$.

In Case 2, since $h_{j_i} < h_{j_k}$ and $t_{j_i} > t_{j_k}$, and $h_{j_i} + 2n < h_{j_k} + 2n$ and $t_{j_i} + 2n > t_{j_k} + 2n$ for $1 \leq i < k \leq l$, $I^f_{j_1} \supset I^f_{j_2} \supset \ldots \supset I^f_{j_l}$ and also, $I^{fd}_{j_1} \supset I^{fd}_{j_2} \supset \ldots \supset I^{fd}_{j_l}$, respectively. Thus two interval containment families of cardinality $l$ exist in $I$.

As for Case 3, let $A^Q$ consist of $s$ backward arcs and $r$ forward arcs. Since no forward arc contains a backward arc, it is clear that $A_{j_1}, \ldots, A_{j_s}$ are backward arcs and $A_{j_{s+1}}, \ldots, A_{j_{s+r}}$, where $s + r = l$, are forward arcs. Then we have either

(a) $t_{j_s} < \ldots < t_{j_1} < h_{j_1} < \ldots < h_{j_s} < h_{j_{s+1}} < \ldots < h_{j_{s+r}} < t_{j_{s+r}} < \ldots < t_{j_{s+1}}$

or

(b) $h_{j_{s+1}} < \ldots < h_{j_{s+r}} < t_{j_{s+r}} < \ldots < t_{j_{s+1}} < t_{j_s} < \ldots < t_{j_1} < h_{j_1} < \ldots < h_{j_s}$

If (a) is true, then $I^b_{j_1} \supset I^b_{j_2} \supset \ldots \supset I^b_{j_s} \supset I^b_{j_{s+1}} \supset \ldots \supset I^b_{j_{s+r}}$.

If (b) is true, then $I^f_{j_1} \supset I^f_{j_2} \supset \ldots \supset I^f_{j_s} \supset I^{fd}_{j_{s+1}} \supset \ldots \supset I^{fd}_{j_{s+r}}$.

In either case, $l$ intervals also form an interval containment family of $I$. 
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Thus every arc containment family of $A$ corresponds to one or two interval containment families of $I$. 

\begin{footnotesize}
\begin{flushright}
$\square$
\end{flushright}
\end{footnotesize}

**Theorem 4.1.** Let $Z$ be an output of Algorithm 3. $Z$ is a maximum arc containment family of $A$.

**Proof:** Let $I^Q_m$ be a maximum interval containment family of $I$ obtained by Algorithm 2. After the execution of Algorithm 3 we have $Z = A^Q_m = \{ A_p \mid (p, c) \in T \land I_c \in I^Q_m \}$. 

By Lemma 4.1 $A^Q_m$ is an arc containment family of $A$ and $|I^Q_m| = |A^Q_m|$. We now prove that $A^Q_m$ is a maximum arc containment family of $A$. 

Suppose that it is not a maximum. Then there is a proper superset $A^Q_{m'}$ of $A^Q_m$ that is also an arc containment family of $A$. By Lemma 4.2 $A^Q_{m'}$ corresponds to at least one interval containment family $I^Q_{m'}$ of $I$ such that $|A^Q_{m'}| = |I^Q_{m'}|$. As a consequence, $|I^Q_{m'}| > |I^Q_m|$. Hence $I^Q_m$ can not be a maximum interval containment family of $I$, a contradiction. Therefore, the set $Z = A^Q_m$ obtained by Algorithm 3 is indeed a maximum arc containment family of $A$. 

\begin{footnotesize}
\begin{flushright}
$\square$
\end{flushright}
\end{footnotesize}

The conversion of the family $A$ of arcs on a circle to a family $I$ of intervals on the real line in Step 1 of Algorithm 3 takes $O(m)$ time. Since $m \leq 2n$, it is $O(n)$. In Step 2 we essentially execute Algorithm 2 and it takes $O(mlogm) = O(nlogn)$ time. Step 3 is a lookup from the set $T$ and requires $O(n)$ time. Thus, Algorithm 3 takes $O(nlogn)$ time to compute a maximum arc containment family of $A$. Therefore, we have the following theorem:

**Theorem 4.2.** Given a family $A$ of $n$ arcs on a circle, Algorithm 3 finds, in $O(nlogn)$ time, a maximum arc containment family of $A$, or equivalently a maximum clique of the CACG $G_A$. 

\begin{footnotesize}
\begin{flushright}
$\square$
\end{flushright}
\end{footnotesize}
Remark 4.1. It was shown by Masuda and Nakajima [12] that $O(n\log n)$ is the lower time bound for finding a maximum clique of an ICG. Since every ICG is a CACG, Algorithm 3 is optimal to within a constant factor.

4.5. Summary

In this chapter we have developed an optimal $O(n\log n)$ algorithm to find a maximum arc containment family of a family $A$ of arcs on a circle. The algorithm opens out the family $A$ of arcs into a family $I$ of intervals on the real line and in turn finds a maximum interval containment family of $I$. In Theorem 4.1 we proved that it suffices to find a maximum interval containment family of $I$ in order to find a maximum arc containment family of $A$. 
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Chapter 5

Maximum Independent Set of a CACG

5.1. Overview

In this chapter we present a polynomial time algorithm for finding a maximum independent set of a CACG. Given a family $A$ of $n$ arcs, our algorithm finds a maximum independent arc family of $A$ in $O(\delta n \log n + e)$ time, where $\delta$ is the minimum vertex degree for the corresponding CACG $G_A = (V_A, E_A)$ and $e = |E_A|$. We first describe how to find in $O(n \log n)$ time a maximum independent arc family containing a given arc. We then use the result to obtain a maximum independent arc family of $A$.

5.2. Maximum Independent Arc Family Containing a Given Arc

Let $A_k$ be an arc in a given family $A$ of arcs. We denote by $Y_{A_k}$, a maximum independent arc family of $A$ which contains $A_k$. Consider an arc $A_k$ and other arcs relative to it as shown in Fig. 5.1. Those arcs that are either contained in $A_k$ or that contain $A_k$ are not independent of $A_k$ and can clearly be disregarded in the computation of $Y_{A_k}$.

All the other arcs on the circle can be classified into the following categories:

1. Arcs such as $A_h$ where only the head $h$ is contained in $A_k$.

2. Arcs such as $A_t$ where only the tail $t$ is contained in $A_k$.

3. Arcs such as $A_d$ which are entirely disjoint from $A_k$.

4. Arcs such as $A_s$ where the head $h$ and the tail $t$ are both contained in $A_k$ but the arc $A_s$ itself is not contained in $A_k$.  
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Fig. 5.1. An Arc $A_k$ and Other Arcs with Respect to It

Notice that after those arcs that are not independent of $A_k$ are removed, the circle can be *split open*, in $O(n)$ time, by the steps outlined below, transforming each of the remaining arcs into an interval so that:

1. The tail of arc $A_k$ becomes the starting reference, and the head of $A_k$ becomes the ending reference.

2. All arcs such as $A_h$ are opened with their heads to the left of the starting reference and all arcs such as $A_i$ are opened with their tails to the right of the ending reference. Arcs such as $A_d$ appear between the reference marks while arcs such as $A_s$ are stretched out with their heads to the left of the starting reference and their tails to the right of the ending.
The above operations result in a family of closed intervals along the real line, derived from those arcs that are independent of $A_k$. The circle split open is shown in Fig. 5.2. We denote this family of intervals by $I^k$.

Masuda and Nakajima [12] have developed an algorithm for finding a maximum independent interval family in $O(n \log n)$ time, given a family of $n$ intervals on the real line. Their algorithm is based on Algorithm 1 for obtaining a longest increasing subsequence of a sequence of integers. We can obtain a maximum independent interval family of $I^k$ in $O(n \log n)$ time using Masuda and Nakajima's algorithm. Let it be denoted by $Y_{I^k}$. Let $Y^k$ be the family of arcs in $A$ that correspond to the family $Y_{I^k}$. Since every arc which corresponds to an interval in $I^k$ is independent of $A_k$ by our construction, a maximum independent arc family of $A$ containing the arc $A_k$ is given by

$$Y_{A_k} = Y^k \cup \{A_k\}.$$
5.3. Maximum Independent Arc Family of $A$

We can obtain $G_A = (V_A, E_A)$ from a family of $n$ arcs $A$ on a circle in $O(n + e)$ time, by using Procedure 2.2, where $e = |E_A|$. Let $v_\alpha$ be a vertex of $G_A$ with the minimum degree $\delta$. Let $A_\alpha$ be the arc corresponding to $v_\alpha$. $\delta$ is thus the cardinality of $\text{Adj}_{G_A}(v_\alpha)$, or equivalently the number of those arcs that are not independent of $A_\alpha$.

Let $Y$ be a maximum independent arc family of $A$. There are two possibilities:

1. $Y$ contains the arc $A_\alpha$ in it, that is, $Y = Y_{A_\alpha}$.

2. $Y$ does not contain the arc $A_\alpha$.

As we have shown in the preceding section, we can find $Y_{A_\alpha}$ in $O(n \log n)$ time. Therefore, in Case (1) a maximum independent arc family $Y$ of $A$ can be computed in $O(n \log n)$ time.

Now consider the second case. $Y$ does not contain $A_\alpha$. Therefore, it must contain at least one of the arcs that are not independent of $A_\alpha$. If this were not the case, all arcs in $Y$ would be independent of $A_\alpha$ and we could easily add the arc $A_\alpha$ itself to the family $Y$ to obtain a larger family, thus contradicting the maximality of $Y$. Thus, in the second case, $Y$ must contain at least one of the $\delta$ arcs that are not independent of $A_\alpha$. For each of these arcs $A_{i_1}, A_{i_2}, \ldots, A_{i_k}, \ldots, A_{i_\delta}$, we can find a maximum independent arc family $Y_{A_{i_k}}$ in $O(n \log n)$ time by splitting open the circle as shown earlier.

A maximum independent arc family $Y$ is then given by $Y_{A_\gamma}$ where $\gamma \in \{\alpha, i_1, \ldots, i_\delta\}$ and

$|Y_{A_\gamma}| = \max \{|Y_{A_\alpha}|, |Y_{A_{i_1}}|, \ldots, |Y_{A_{i_\delta}}|\}$.

The above approach thus takes a total of $O(\delta n \log n)$ time. Given a family
A of arcs on a circle, it takes $O(n \log n + e)$ time to obtain $G_A$ and determine a minimum degree vertex $v_\alpha$. Thus the entire maximum independent arc family algorithm runs in $O(\delta n \log n + e)$ time. We have the following theorem:

**Theorem 5.1.** Given a family $A$ of $n$ arcs on a circle, one can find, in $O(\delta n \log n + e)$ time, a maximum independent arc family of $A$, or equivalently, a maximum independent set of the corresponding CACG $G_A = (V_A, E_A)$ where $e = |E_A|$ and $\delta$ is the minimum vertex degree of $G_A$. 

5.4. Summary

In this chapter we have presented an algorithm to find a maximum independent set of a CACG. When the graph is given in the form of its corresponding family $A$ of arcs, the algorithm runs in $(\delta n \log n + e)$ time where $\delta$ is the minimum vertex degree of $G_A$, and $e$ is the number of edges in $G_A$. 
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Chapter 6

Minimum Coloring of a CACG

6.1. Overview

A graph $G = (V, E)$ is called a comparability graph if its edges can be oriented in such a way that for $x, y, z \in V$, $<x, y> \in E$ and $<y, z> \in E$, imply $<x, z> \in E$, where $<x, y>$ denotes an ordered pair of vertices $x$ and $y$. It is easy to show that a CACG is a comparability graph. It is known that the cardinality of a maximum clique of a comparability graph is the same as the minimum number of colors required to color the graph [8]. Therefore, the problem of finding a minimum coloring of a CACG is closely related to the problem of finding a maximum clique of the graph.

We have already described an optimal $O(n \log n)$ algorithm to find a maximum clique of a CACG in Chapter 4. In this chapter we present an efficient algorithm to find a minimum coloring of a CACG, or more precisely, a minimum coloring of its corresponding family of arcs. The technique we employ here is similar to that used in the algorithm to find a maximum arc containment family. We open out a family $A$ of arcs on a circle into a family $I$ of intervals along the real line in exactly the same manner as described in Section 4.2. We first find a minimum coloring of $I$. We then derive a coloring of $A$ from that of $I$ by way of a special auxiliary graph.

6.2. Minimum Coloring of $I$ and $A$

Masuda and Nakajima [12] showed that a minimum coloring for a family $I$ of intervals on the real line is obtained in the following manner. Applying Steps 1 and 2 of Algorithm 2 to $I$, we generate a set of $\omega$ stacks,
\{ST_1, \ldots, ST_n\}. We then assign color \(c_i\) to the intervals whose indices lie in stack \(ST_i\), for \(i = 1, \ldots, n\). We have already seen in Chapter 4 how a maximum interval containment family of \(I\) stretches horizontally across these \(\omega\) stacks. Since all the intervals whose indices lie in the same stack are independent of each other, the above procedure produces a minimum coloring of \(I\). Let \(\text{color}(I_j)\) denote the color \(c_i\) assigned in this way, to interval \(I_j\).

Let \(\omega(G)\) (resp., \(\chi(G)\)) denote the cardinality of a maximum clique (resp., minimum coloring) of a graph \(G\). Since \(G_I\) and \(G_A\) are both comparability graphs, \(\omega(G_I) = \chi(G_I)\) and \(\omega(G_A) = \chi(G_A)\). In obtaining \(I\) from the family \(A\) of arcs we duplicate the forward arcs. \(I\) has \(m = b + 2f\) intervals, while \(A\) has \(n = b + f\) arcs. We have already shown in Chapter 4 that \(\omega(G_I) = \omega(G_A)\). Therefore, the size of a minimum coloring of \(I\) is the same as that of a minimum coloring of \(A\).

In the remainder of this chapter we show that we can find a minimum coloring of \(A\) from that of \(I\). The basic idea is as follows. A backward arc \(A_p\) is assigned a unique color from its corresponding interval \(I_p\). However, for a forward arc \(A_q\), there may be a choice between \(\text{color}(I_q^f)\) and \(\text{color}(I_q^{fd})\). We claim that exactly one of the colors can be selected to color every forward arc \(A_q\) without creating a conflict. To make such a selection we use an auxiliary graph.

### 6.3. Construction of an Auxiliary Graph \(G^*\)

From the family \(I\) of intervals and its coloring, we construct an auxiliary graph \(G^* = (V^*, E^*)\) in the manner described below. With each vertex \(v \in V^*\) we associate a property called \(\text{type}(v)\) derived from the type of the interval which it represents.

1. \(V^*\) consists of \(b + 2f\) vertices.
We have a vertex \( N^b_k \) for each interval \( I^b_k \), with \( \text{type}(N^b_k) = \text{back} \). We have vertices \( N^f_k \) and \( N^{fd}_k \), respectively, for each pair of intervals \( I^f_k \) and \( I^{fd}_k \), with \( \text{type}(I^f_k) = \text{fwd} \) and \( \text{type}(I^{fd}_k) = \text{fwd} - \text{dup} \). There are \( b \) vertices of type \( \text{back} \) and \( f \) vertices each of type \( \text{fwd} \) and \( \text{fwd} - \text{dup} \) in \( G^* \).

2. \( E^* \) consists of two kinds of edges.

   (a) For every pair of vertices \( N^f_k \) and \( N^{fd}_k \), we create an edge \((N^f_k, N^{fd}_k)\) in \( E^* \).

   (b) The remaining edges are created as follows:

   i. \((N^b_j, N^f_k) \in E^* \) if \( \text{color}(I^b_j) = \text{color}(I^f_k) \) and \( I^b_j \supset I^{fd}_k \).

   ii. \((N^b_j, N^{fd}_k) \in E^* \) if \( \text{color}(I^b_j) = \text{color}(I^{fd}_k) \) and \( I^b_j \supset I^f_k \).

   iii. \((N^f_j, N^{fd}_k) \in E^* \) if \( \text{color}(I^f_j) = \text{color}(I^{fd}_k) \) and either \( I^f_j \supset I^f_k \) or \( I^f_j \subset I^f_k \).  

   \( \square \)

Fig. 6.1 shows an example of an auxiliary graph \( G^* \) obtained from the family of intervals \( I \) shown in Fig. 4.2. Fig. 4.3 showed the stacks which correspond to a coloring of \( I \).

Note that \( G^* \) does not contain any edge whose endpoints are of the same type. Namely, \((N^b_j, N^b_k) \notin E^* \), \((N^f_j, N^f_k) \notin E^* \), and \((N^{fd}_j, N^{fd}_k) \notin E^* \) for any \( j, k \in \{1, \ldots, n\} \).

6.4. Properties of \( G^* \)

In this section we study some properties of the auxiliary graph \( G^* = (V^*, E^*) \) constructed as above. We show that \( G^* \) does not contain any cycle. Using this property, we can partition the set \( V^* \) of vertices into two mutually disjoint independent sets \( Y^* \) and \( Z^* \) such that \( Y^* \) contains all the \( b \) vertices
Fig. 6.1. An Example of an Auxiliary Graph $G^*$.

of type back and $f$ vertices of type fwd and/or fwd – dup while $Z^*$ contains $f$ vertices of type fwd and/or fwd – dup only. We begin with the following lemma:

Lemma 6.1. Let $a, b, c$ and $d$ be four numbers which appear in a sequence $S$ in this order, such that $a < b$ and $c < d$. When Algorithm 1 is applied to $S$, it is never possible that $a$ and $d$ occur in the same stack and simultaneously $b$ and $c$ appear in the same stack.

Proof: Suppose that $a$ appears in stack $ST_i$. Since $b > a$, $b$ appears in stack $ST_j$, where $j > i$. $c$ appears in stack $ST_j$ if and only if the top element of each stack $ST_k$, for $k = 1, 2, \ldots, j - 1$, is less than $c$. Since $c < d$, $d$ can never appear in stack $ST_k$ with $k < j$. Thus $d$ can never appear in $ST_i$. □

We now proceed to describe and justify some properties of $G^* = (V^*, E^*)$. 
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Without loss of generality, we can assume that the intervals in $I$ are already sorted in the ascending order of their head co-ordinates.

**Property 6.1.** If $(N^f_k, N^t_k) \in E^*$, then $(N^f_d, N^t_l) \not\in E^*$, and if $(N^f_k, N^t_j) \in E^*$, then $(N^f_l, N^t_l) \not\in E^*$, for any $j, k, l \in \{1, \ldots, n\}$.

*Proof:* Suppose that $(N^f_k, N^t_j) \in E^*$ and $(N^f_l, N^t_l) \in E^*$ for some $j, k, l \in \{1, \ldots, n\}$, as shown in Fig. 6.2(a). By construction of $G^*$, $I^t_j \supset I^f_d$, $I^t_l \supset I^f_d$, $\text{color}(I^t_j) = \text{color}(I^t_l)$, and $\text{color}(I^t_l) = \text{color}(I^t_d)$. Consider the sequence $S$ obtained during the process of obtaining a minimum coloring of $I$. The four indices $j, k^f, l$ and $k^f$ must appear in this order in $S$. The hypothetical situation shown in Fig. 6.2(a) holds only if $k^f$ and $j$ appear in the same stack and $k^f$ and $l$ appear in the same stack. Clearly this is impossible due to Lemma 6.1. \hfill \Box
Fig. 6.2. Property 6.1.
A generalized version of Property 6.1 is:

**Property 6.1.G.** If \((N_{j}^{b}, N_{k_{1}}^{l}) \in E^{*}\), and there exists a path \(< (N_{k_{1}}^{l}, N_{k_{1}}^{d}), (N_{k_{1}}^{d}, N_{k_{2}}^{l}), \ldots, (N_{k_{p-1}}^{d}, N_{k_{p}}^{l}), (N_{k_{p}}^{l}, N_{k_{p}}^{d}) \rangle \) in \(G^{*}\), then \((N_{k_{p}}^{d}, N_{l}^{b}) \not\in E^{*}\) for any \(j, k_{1}, \ldots, k_{p}, l \in \{1, \ldots, n\}\).

**Proof:** Suppose that \((N_{j}^{b}, N_{k_{1}}^{l}) \in E^{*}\), \(< (N_{k_{1}}^{l}, N_{k_{1}}^{d}), (N_{k_{1}}^{d}, N_{k_{2}}^{l}), \ldots, (N_{k_{p-1}}^{d}, N_{k_{p}}^{l}), (N_{k_{p}}^{l}, N_{k_{p}}^{d}) \rangle \) is a path in \(G^{*}\), and \((N_{k_{p}}^{d}, N_{l}^{b}) \in E^{*}\) for some \(j, k_{1}, \ldots, k_{p}, l \in \{1, \ldots, n\}\) as shown in Fig. 6.2(b). From the construction of \(G^{*}\), \(color(I_{k_{q}}^{f_{d}}) = color(I_{k_{q+1}}^{l})\) for \(q = 1, \ldots, p - 1\). Furthermore, it can be easily shown that \(I_{k_{1}}^{l} \subset I_{k_{2}}^{l} \subset \ldots \subset I_{k_{p}}^{l} \subset I_{k_{p}}^{d}\). Hence \(k_{1}^{l} > k_{2}^{l} > \ldots > k_{p}^{l}\) and \(k_{1}^{d} > k_{2}^{d} > \ldots > k_{p}^{d}\). Also, \(j < k_{1}^{d}\). The four numbers \(j, k_{1}^{d}, k_{2}^{l}\), and \(k_{1}^{l}\) occur in this order in \(S\). By Lemma 6.1 it is not possible that \(j\) and \(k_{1}^{l}\) appear in the same stack as well as \(k_{2}^{l}\) and \(k_{1}^{d}\) appear in the same stack. Hence, the hypothetical situation shown in Fig. 6.2(b) does not hold.

**Property 6.2.** If \((N_{j}^{b}, N_{j}^{d}) \in E^{*}\) and \((N_{k}^{b}, N_{l}^{l}) \in E^{*}\), then \((N_{j}^{l}, N_{j}^{d}) \not\in E^{*}\), for any \(j, k, l \in \{1, \ldots, n\}\).

**Proof:** Suppose that \((N_{k}^{b}, N_{j}^{d}) \in E^{*}\), and \((N_{k}^{b}, N_{l}^{l}) \in E^{*}\), for some \(j, k, l \in \{1, \ldots, n\}\) as shown in Fig. 6.3(a). Without loss of generality we can assume that \(j < k < l\). Evidently, \(0 < h_{k}^{b} < h_{j}^{l} < t_{j}^{l} < 2n < h_{l}^{d} < t_{l}^{d} < t_{k}^{b}\). Hence, \(I_{j}^{l}\) and \(I_{l}^{d}\) have no region in common, and by construction of \(G^{*}\), \((N_{j}^{l}, N_{l}^{d}) \not\in E^{*}\).
Fig. 6.3. Property 6.2.
A generalized version of Property 6.2 is:

**Property 6.2.G** If \((N^b_k, N^{fd}_{p_1}) \in E^*, (N^b_k, N^f_{q_1}) \in E^*, < (N^{fd}_{p_1}, N^f_{p_1}), (N^f_{p_1}, N^{fd}_{p_2}), \ldots, (N^f_{p_{j-1}}, N^{fd}_{p_j}), (N^{fd}_{p_j}, N^f_{p_j}), > < (N^f_{q_1}, N^{fd}_{q_1}), (N^{fd}_{q_1}, N^f_{q_1}), \ldots, (N^{fd}_{q_{i-1}}, N^f_{q_i}), (N^f_{q_i}, N^{fd}_{q_i}), \) are paths in \(G^*\), for any \(k, p_1, \ldots, p_j, q_1, \ldots, q_i \in \{1, \ldots, n\}\) then \((N^f_{p_j}, N^{fd}_{q_i}) \notin E^*\).

**Proof:** Suppose that \((N^b_k, N^{fd}_{p_1}) \in E^*, (N^b_k, N^f_{q_1}) \in E^*, < (N^{fd}_{p_1}, N^f_{p_1}), (N^f_{p_1}, N^{fd}_{p_2}), \ldots, (N^f_{p_{j-1}}, N^{fd}_{p_j}), (N^{fd}_{p_j}, N^f_{p_j}), > < (N^f_{q_1}, N^{fd}_{q_1}), (N^{fd}_{q_1}, N^f_{q_1}), \ldots, (N^{fd}_{q_{i-1}}, N^f_{q_i}), (N^f_{q_i}, N^{fd}_{q_i}), \) are paths in \(G^*\), as shown in Fig. 6.3(b). \(\{I^f_{p_1}, \ldots, I^f_{p_j}\}\) is an interval containment family and so do \(\{I^f_{q_1}, \ldots, I^f_{q_i}\}\). By an argument similar to that used in the proof of Property 6.2, we can conclude that \((N^f_{p_j}, N^{fd}_{q_i}) \notin E^*\). \(\square\)

**Property 6.3.** If \((N^f_j, N^{fd}_k) \in E^*, (N^{fd}_j, N^f_k) \notin E^*\), for any \(j, k \in \{1, \ldots, n\}\).

**Proof:** Suppose that \((N^f_j, N^{fd}_k) \in E^*\) and \((N^{fd}_j, N^f_k) \in E^*\), for some \(j, k \in \{1, \ldots, n\}\) as shown in Fig. 6.4(a). \((I^f_j, I^f_k) \in E_I\). Without loss of generality we can assume that \(I^f_j \subset I^f_k\). The indices \(k^{fd}, j^{fd}, k^f, j^f\) must occur in this order in the sequence \(S\) obtained during the coloring step of \(I\). Since \(k^{fd} < j^{fd}\), and \(k^f < j^f\), by Lemma 6.1, we can conclude that the hypothetical situation shown in Fig. 6.4(a), wherein \(k^{fd}\) and \(j^{fd}\) appear in the same stack and \(j^{fd}\) and \(k^f\) appear in the same stack is not possible. \(\square\)
Fig. 6.4. Property 6.3.
A generalized version of Property 6.3 is:

**Property 6.3.G** If \( <(N_{j_1}^{f_d}, N_{j_2}^{f_d}), (N_{j_2}^{f_d}, N_{j_2}^{f}), \ldots, (N_{j_{p-1}}^{f_d}, N_{j_p}^{f_d}), (N_{j_p}^{f_d}, N_{j_p}^{f})> \) is a path in \( G^* \), then \( (N_{j_1}^{f_d}, N_{j_p}^{f}) \notin E^* \), for any \( j_1, \ldots, j_p \in \{1, \ldots, n\} \).

**Proof:** Suppose that \( <(N_{j_1}^{f_d}, N_{j_2}^{f_d}), (N_{j_2}^{f_d}, N_{j_2}^{f}), \ldots, (N_{j_{p-1}}^{f_d}, N_{j_p}^{f_d}), (N_{j_p}^{f_d}, N_{j_p}^{f})> \) is a path in \( G^* \) as shown in Fig. 6.4(b) for some \( j_1, \ldots, j_p \in \{1, \ldots, n\} \). The arcs \( I_{j_1}^f, \ldots, I_{j_p}^f \) form a containment family. By an argument similar to that in the proof of Property 6.3 one can conclude that the hypothetical situation shown in Fig. 6.4(b) is not possible.

Using the above properties we establish the following theorem:

**Theorem 6.1.** \( G^* \) does not have any cycle.

**Proof:** Suppose that \( G^* \) has a cycle \( B \). There are two cases to consider.

1. \( B \) consists of vertices of type \( fwd \) and \( fwd-dup \) only.

   Since no edge connecting vertices of the same type exists in \( G^* \), \( B \) must contain an edge \( (N_j^f, N_k^{f_d}) \) for some \( j, k \in \{1, \ldots, n\} \). \( B \) must consist of a path between \( N_j^f \) and \( N_k^{f_d} \) passing vertices of type \( fwd \) and \( fwd-dup \) alternately. By Property 6.3.G this is impossible.

2. \( B \) contains some vertices of type \( back \).

   (a) \( B \) contains at least one vertex \( N_j^b \) such that \( (N_j^b, N_k^f) \in E^* \) and \( (N_j^b, N_k^{f_d}) \in E^* \), for some \( j, k, l \in \{1, \ldots, n\} \). The existence of \( B \) contradicts Property 6.2.G.

   (b) \( B \) does not contain any vertex \( N_j^b \) such that \( (N_j^b, N_k^f) \in E^* \) and \( (N_j^b, N_k^{f_d}) \in E^* \) for some \( j, k, l \in \{1, \ldots, n\} \). By Property 6.1.G, all vertices of type \( back \) in \( B \) must be connected exclusively either to vertices of type \( fwd \) or \( fwd-dup \), but not both. Since no two
vertices of the same type have an edge between them in $G^*$, $B$ cannot exist.

This completes the proof of Theorem 6.1. \qed

By construction, all vertices of type $back$ are independent of each other in $G^*$. Starting with these vertices, we perform a breadth-first-search [1] on $G^*$. Since $G^*$ has no cycle by Theorem 6.1, the breadth-first-search results in a partition of $V^*$ into two mutually disjoint independent sets $Y^*$ and $Z^*$ such that $Y^*$ contains all the vertices of type $back$ and $f$ vertices of type $fwd$ and/or $fwd – dup$, and $Z^*$ contains vertices of type $fwd$ and/or $fwd – dup$ only. The breadth-first-search can be performed in $O(m + |E^*|)$ time.

6.5. Minimum Coloring Algorithm for a Family of Arcs

Using the auxiliary graph $G^*$ of Section 6.3, the following algorithm finds a minimum coloring of $A$.

Algorithm 4.

**Input:** A family $A$ of arcs on a circle representing a CACG $G_A$.

**Output:** A minimum coloring of $A$.

**Method:**

1. Convert the family $A$ of $n = b + f$ arcs into a family $I$ of $m = b + 2f$ intervals on the real line as described in Section 4.2.

2. Find a minimum coloring of $I$ using Masuda and Nakajima’s algorithm [12].

3. Construct an auxiliary graph $G^*$ from $I$ and its coloring by the method described in Section 6.3.
4. Find an independent set \( Y^* \) of \( G^* \) of size \( b + f \) as described in Section 6.4.

5. (a) Assign \( \text{color}(I_k^b) \) to every backward arc \( A_k \).

(b) As for each forward arc \( A_j \), if \( N_j^f \in Y^* \), then assign \( \text{color}(I_j^f) \) to \( A_j \), else if \( N_j^{fd} \in Y^* \) then, assign \( \text{color}(I_j^{fd}) \) to \( A_j \).

Step 1 of Algorithm 4 takes \( O(n) \) time to obtain a family \( I \) of intervals on the real line from a given family \( A \) of arcs. Step 2 takes \( O(n \log n) \) time to obtain a minimum coloring of \( I \). Step 3 constructs an auxiliary graph \( G^* = (V^*, E^*) \) in \( O(n + e) \) time, where \( e = |E_A| \) for the CACG \( G_A = (V_A, E_A) \). \( Y^* \) can be found in \( O(m + |E^*|) \) time, where \( |E^*| \leq f + |E_A| \). Step 5 is a simple lookup and takes \( O(n) \) time. Thus the overall complexity of Algorithm 4 is \( O(n \log n + e) \). \qed

Lemma 6.2. The independent set \( Y^* \) of \( G^* \) induces a coloring of \( A \).

Proof: We prove that the assignment of colors made with the help of \( Y^* \) produces a coloring of \( A \). Let \( A_j \) and \( A_k \) be two arcs in \( A \) such that \( A_j \supset A_k \).

There are three cases to consider separately.

1. Both \( A_j \) and \( A_k \) are backward arcs. Since no backward arcs were duplicated in \( I \), and \( I_j^b \supset I_k^b \), \( \text{color}(I_j^b) \neq \text{color}(I_k^b) \). Thus, \( A_j \) and \( A_k \) are assigned different colors.

2. Both \( A_j \) and \( A_k \) are forward arcs. Suppose that \( \text{color}(I_j^f) = \text{color}(I_k^{fd}) \).

Since \( I_j^f \supset I_k^f \), \( (N_j^f, N_k^{fd}) \in E^* \), and so both \( N_j^f \) and \( N_k^{fd} \) do not appear together in \( Y^* \). Thus, \( A_j \) and \( A_k \) are never assigned the same color as that assigned to \( I_j^f \) and \( I_k^{fd} \).
3. $A_j$ is a backward arc and $A_k$ is a forward arc. There are two subcases to consider.

(a) $\text{color}(I_j^b) = \text{color}(I_k^f)$ and $I_j^b \supset I_k^f$. Since $(N_j^b, N_k^f) \in E^*$, both $N_j^b$ and $N_k^f$ do not appear together in $Y^*$. As a result, $A_j$ and $A_k$ are never assigned the same color as that assigned to $I_j^b$ and $I_k^f$.

(b) $\text{color}(I_j^b) = \text{color}(I_k^f)$ and $I_j^b \supset I_k^f$. Since $(N_j^b, N_k^f) \in E^*$, both $N_j^b$ and $N_k^f$ do not appear together in $Y^*$. As a result, $A_j$ and $A_k$ are never assigned the same color as that assigned to $I_j^b$ and $I_k^f$.

In all the cases, $A_j$ and $A_k$ are assigned distinct colors. Since the $b$ vertices of type \textit{back} and the $f$ vertices of type \textit{fwd} and/or \textit{fwd – dup} in $Y^*$ correspond to all the $b$ backward arcs and $f$ forward arcs, respectively, in $A$, all the arcs in $A$ get colors. Furthermore, we have shown above that if an arc contains another, they are assigned distinct colors. This completes the proof. \hfill \Box

Lemma 6.2 and the above discussion lead us to the final theorem:

\textbf{Theorem 6.2.} Given a family $A$ of $n$ arcs on a circle, Algorithm 4 finds correctly, in $O(n \log n + e)$ time, a minimum coloring of the CACG $G_A = (V_A, E_A)$, where $e = |E_A|$.

\hfill \Box

6.6. Summary

In this chapter we have presented an $O(n \log n + e)$ time algorithm to obtain a minimum coloring of a CACG. The method first opens out a given family $A$ of arcs into a family $I$ of intervals on the real line. It then finds a minimum coloring of $I$ and constructs a special auxiliary graph $G^*$. The algorithm uses $G^*$ to find a coloring scheme for $A$ from the minimum coloring of $I$. 
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Chapter 7

Conclusion

In this thesis we have introduced a new class of containment graphs, called circular-arc containment graphs (CACGs). A CACG is a containment graph for a family of arcs on a circle. A CACG is a generalization of an interval containment graph (ICG) which is a containment graph for a family of intervals on the real line.

The problems of finding a maximum clique, a maximum independent set, a minimum coloring and a minimum covering by cliques, are NP-hard for a general graph. However, they are solvable in polynomial time for certain special classes of graphs. In particular, Masuda and Nakajima [12] have presented optimal algorithms for all of the above four problems for an interval containment graph. Using their results, we have derived efficient algorithms for the solution of the first three problems for our new graph. The problem of finding a minimum covering by cliques is solvable in polynomial time for a comparability graph [8]. Since a CACG is a comparability graph, the same result also applies to it. The task of finding a more efficient algorithm for finding a minimum covering by cliques for a CACG remains open.

Recently, Rotem and Urrutia [15] introduced and characterized circular permutation graphs (CPGs) as a generalization of permutation graphs. They also gave a polynomial time recognition algorithm for a CPG. However, algorithms for the above four problems have not been developed to date for a CPG. In this thesis we have established the equivalence of a CACG and a CPG by means of a constructive proof. Therefore, all the algorithms described here are applicable to a CPG as well.
A graph representing the containment relation between rectangular regions on a two-dimensional plane can be expected to have some interesting applications in the realm of VLSI design. Some insight into this class of graphs may be obtained from our current knowledge of interval containment graphs and circular-arc containment graphs. A future direction of research might involve the study of rectangle containment graphs.
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