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Abstract

In distributed query processing, the semijoin is used as an effective operator in reducing relations referenced in the query and thus reducing the total amount of data transmission. A semijoin is associated with two quantities: cost and benefit. These two quantities of semijoins are the useful ingredients in many heuristic algorithms proposed to generate a semijoin program which is a sequence of semijoins and is executed as a query pre-processing strategy. In this paper, in addition to the cost and benefit, we associate a semijoin with the third quantity: reduction propagation. It measures the propagation of reduction effects of a semijoin to other semijoins. We define this propagation in the context of distributed query processing and by precisely quantifying it, we present a heuristic algorithm to generate a semijoin program. The simulation results show that the new algorithm provides a considerable improvement over those based only on the cost and benefit.
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1. Introduction

In a distributed database system, processing a query involves data transmission among the different sites of the computer network. In a system where the communication cost is a dominant factor among the costs of system resources, that is, the local processing cost is negligible compared to the data transmission cost, it is essential to reduce the total amount of data transmission in processing a query. The optimization amounts to the minimization of the total amount of data transmission.

The costly operation which involves data transmission in distributed query processing is the join between two relations at different sites. When such join is required in the query, instead of joining the two directly which involves costly transmission of one relation to the other site, semijoins [Bernstein and Chiu 81] can be used. A semijoin reduces a relation by transmitting the joining attribute only and eliminating tuples which are not joinable. The final join is computed with the reduced relations. In general, for a query with arbitrary complexity, a semijoin program which is a sequence of semijoins can be executed as a query pre-processing strategy to reduce relations referenced in the query. The query is answered with the reduced relations.

The algorithms to generate the optimal processing strategy have been proposed for some restricted class of queries such as simple query [Hevner 79], chain query [Chiu et al. 84], tree query [Yu et al. 80] [Chiu and Ho 80] and star query [Chen and Li 84a,b]. However, for general queries with arbitrary complexity, it has been proved that even for queries with very primitive complexity, the problem of generating the optimal processing strategy is NP-hard [Hevner 79][Yu et al. 82]. Therefore, the computationally feasible algorithms to generate the processing strategies for general queries depend on heuristics. The semijoin takes a significant relevance to those heuristic algorithms [Wong 77][Bernstein et al. 81][Black and Luk 82][Hevner and Yao 79] [Apers et al. 83][Cheung 82][Chang 82][Yu et al. 82][Yu and Chang 83].

A semijoin is associated with two quantities: cost and benefit. Consider a semijoin from $R_i$ to $R_j$ on attribute $A$ denoted as $R_i \rightarrow_A R_j$ where $R_i$ and $R_j$ are at different sites. The cost of $R_i \rightarrow_A R_j$ is the transmission cost for $R_i[A]$ and the benefit is the reduction done to $R_j$, 
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that is, the reduction in the transmission cost for \( R_j \) when \( R_j \) is transmitted to some site where the query is answered. These two quantities of semijoins are the useful ingredients in many heuristic algorithms proposed to generate a semijoin program. The representative example among them is the algorithm in SDD-1 [Rothnie et al. 80] where only the cost-effective semijoins (benefit is greater than cost) are considered to be included in the semijoin program [Bernstein et al. 81].

In this paper, in addition to the cost and benefit, we associate a semijoin with the third quantity: reduction propagation (may be abbreviated to propagation, hereafter). It measures the propagation of reduction effects of a semijoin to other semijoins. Consider semijoins \( s: R_i \rightarrow R_j \) and \( t: R_j \rightarrow R_k \). After \( s \) reduces \( R_j \) to \( R_j' \), \( t \) is transformed into \( t': R_j' \rightarrow R_k \). More precisely, the reduction effects on \( R_j \) by \( s \) is propagated to \( t \) so that it is transformed into \( t' \). We show that given a semijoin, its propagation can be defined in the context of distributed query processing and can be precisely quantified according to the definition. This leads us to associate a semijoin with three quantities: cost, benefit and propagation. While the cost and benefit of a semijoin determines the cost-effectiveness of that particular semijoin itself, the propagation measures its effectiveness in terms of its interactions with other semijoins. Thus using these three quantities, more effective semijoin programs can be generated than those generated using the cost and benefit only. We present an algorithm based on the propagation as well as the cost and benefit. The simulation results show that the new algorithm provides a considerable improvement over the algorithm in SDD-1 which is based only on the cost and benefit.

In section 2 of this paper, we note that the effectiveness of a semijoin program depends on the propagation. In section 3, we review the heuristics on the propagation proposed in the past and we define the propagation as a quantity associated with a semijoin. In section 4, we present our algorithm and in section 5, we report the simulation results in detail. Conclusions are in section 6.

2. Effectiveness of Semijoin Program

The effectiveness of a semijoin program consists in two aspects: the cost-effectiveness of each semijoin in the program and the order of semijoins in the program. The cost-effectiveness of a
semijoin can be measured by its cost and benefit. If the benefit of a semijoin is greater than the cost, it is a cost-effective semijoin. The meaning the cost-effective semijoin has in distributed query processing is that it is always profitable to execute a cost-effective semijoin. To show this point, consider a cost-effective semijoin $R_1 \rightarrow R_2$ which would reduce $R_2$ to $R_2'$. Let the transmission cost of $R_2$ and $R_2'$ be $t$ and $t'$, respectively. Then, the benefit of $R_1 \rightarrow R_2$ is $b = t - t'$ and since $R_1 \rightarrow R_2$ is cost-effective, the cost $c < b$. We have $c + t' < t$. Thus, it is profitable to execute $R_1 \rightarrow R_2$.

As for the order of semijoins, there are two issues related. The first one is that given a semijoin program, by reordering some of semijoins, we can decrease the cost of the program without decreasing the benefit of the program [Bernstein et al. 81][Luk and Luk 83][Chen and Li 84c,d].\footnote{The cost of a semijoin program is the sum of costs of semijoins in the program and similarly, the benefit of a semijoin program is the sum of benefits of semijoins in the program.} For example, given a semijoin program $SJP : R_1 \rightarrow R_2, R_2 \rightarrow R_3, R_4 \rightarrow R_1$, we can improve it by executing $R_4 \rightarrow R_1$ first, that is, in the order of $SJP' : R_4 \rightarrow R_1, R_1 \rightarrow R_2, R_2 \rightarrow R_3$. Since $R_1$ is reduced by $R_4 \rightarrow R_1$ before $R_1 \rightarrow R_2$ is executed, the cost of $R_1 \rightarrow R_2$ in $SJP'$ is less than or at least equal to that of $R_1 \rightarrow R_2$ in $SJP$ and the benefit of $R_1 \rightarrow R_2$ in $SJP'$ is greater than or at least equal to that of $R_1 \rightarrow R_2$ in $SJP$. Similar improvements are applied to $R_2 \rightarrow R_3$ as well. This reordering technique can be used as the post optimization to a given semijoin program.

Another issue related to the order of semijoins can be expressed in the following question: in which sequence should semijoins be included in the semijoin program? For algorithms which generate the semijoin program by adding one semijoin at a time to the current program, this question is equivalent to which semijoin should be selected as the next semijoin in the semijoin program. In other words, when more than one semijoins are available to reduce relations, which should be the one to be executed prior to the rest. For example, when $R_1$ and $R_2$ can be reduced by each other, the question is which order is better, $R_1 \rightarrow R_2, R_2 \rightarrow R_1$ or $R_2 \rightarrow R_1, R_1 \rightarrow R_2$? This question can be answered by measuring the propagation of the reduction effects of a semijoin to other semijoins. We note that this issue is independent of the above semijoin reordering problem.
3. Reduction Propagation

3.1. Heuristics on Propagation

In previous research in the literature, the propagation of semijoins has been considered in generating the semijoin program. In SDD-1, among all the cost-effective semijoins, the most cost-effective semijoin is selected as the next semijoin in the semijoin program [Bernstein et al. 81]. This heuristic is concerned primarily with the effectiveness of each semijoin in the program rather than with the propagation of the reduction effects of a semijoin to other semijoins. However, by selecting the most cost-effective semijoin each time, a reasonable propagation is likely to be achieved indirectly.

Black and Luk [1982] proposed an extended heuristic in the sense that the aspect of the propagation of the reduction effects of a semijoin is involved in selecting the next semijoin more directly than in SDD-1. Instead of the most cost-effective semijoin, their algorithm selects the semijoin whose sum \((c + p)\) is the smallest where \(c\) is the cost of the semijoin and \(p\) is the size of the joining attribute reduced by the semijoin. More precisely, suppose a semijoin \(R_1 \rightarrow A \rightarrow R_2\) would reduce \(R_2\) to \(R_2'\). Then for \(R_1 \rightarrow A \rightarrow R_2\), \(c = R_1[A]\) and \(p = R_2'[A]\). In \((c + p)\), the second term \(p\) is the prediction of the propagation of the reduction effects of a semijoin to other semijoins.

In other heuristic, the propagation can be achieved as follows: Relations referenced in the query with the common joining attributes are grouped together and for each group, a chain of relations is formed so that the first relation in the chain reduces the second, the second reduces the third and so on until all the reduction effects are fully propagated to the last relation and then the last relation is used to reduce back the others in the chain. The rationale behind this heuristic is that the last relation in the chain can be fully reduced within the group and therefore, reducing back the others in the chain is usually very effective. Various algorithms to generate the

\(^2\) The cost-effectiveness of a semijoin is quantified as the difference between the benefit \(b\) and the cost \(c\). The most cost-effective semijoin is, thus, the one whose difference \((b - c)\) is the greatest of all.
semijoin program based on this heuristic were proposed in [Apers et al. 83] [Cheung 82][Chang 82][Yu et al. 82].

However, none of the above three heuristics is either directly concerned with or precisely quantifying the propagation of semijoins in generating the semijoin program. In SDD-1, the weak point is that the most cost-effective semijoin does not necessarily have the furthest propagation. Black and Luk's heuristic is appropriate for queries with a single joining attribute but it does not adequately deal with queries joining relations over more than one attributes. In the third heuristic, little attention is paid to the cost-effectiveness of each semijoin in the semijoin program. Besides, the heuristic does not precisely relate the reduction of a particular relation in one group with its reductions in other groups when it has more than one joining attributes.

3.2. Quantification of Propagation

In this subsection, we define the propagation of a semijoin in the context of distributed query processing and for a given semijoin, we precisely quantify its propagation according to the definition. Then given a semijoin, its propagation is associated with it as one of its unique quantity like the cost and benefit.

For a semijoin \( s \), let \( C_s \) and \( B_s \) be the cost and the benefit of \( s \), respectively. Consider semijoins \( s : R_i \rightarrow R_j \) and \( t : R_j \rightarrow R_k \). We have the following property about interactions between \( s \) and \( t \).

**Property** Suppose \( s \) reduces \( R_j \) to \( R_j' \) and let \( t' \) be \( R_j' \rightarrow R_k \).

Then, \( C_t \geq C_{t'} \) and \( B_t \geq B_{t'} \).

In words, \( t \) is improved into \( t' \) in the sense that \( t' \) can have more or at least equal benefit and pay less or at least equal cost than \( t \) in reducing \( R_k \). Thus, if \( t \) is cost-effective, then \( t' \) is more or at least as much cost-effective. If \( t \) is not cost-effective, \( t' \) may be cost-effective or at least improved over \( t \). We note that \( t \) is improved into \( t' \) because the reduction effects on \( R_j \) by \( s \) is propagated to \( t \). Similarly, the reduction effects on \( R_j \) by \( s \) is propagated to all other semijoins of type \( t \) with respect to \( s \). We have the following definition.
Definition  The propagation of the reduction effects of a semijoin $s$ to other semijoins is the total improvements in all interacting semijoins of type $t$ with respect to $s$. The improvements in a semijoin consist of the decrease of its cost and of the increase of its benefit.

Consider a semijoin $R_1 \rightarrow R_2$. The propagation of $R_1 \rightarrow R_2$ is defined as the measurement on how much the reduction of $R_2$ improves other semijoins which interacts with $R_1 \rightarrow R_2$. The propagation of a semijoin can be quantified according to the above definition as follows: Given a semijoin $s : R_i \rightarrow R_j$, suppose $s$ would reduce $R_j$ to $R_j'$. Let $n$ be the number of all semijoins of type $t : R_j \rightarrow R_k$ and let $t_i$ be one of such semijoins $R_j \rightarrow R_k_i$ and $t_i'$ be $R_j' \rightarrow R_k_i, i = 1, ..., n$. Then, the propagation of $s$ is

$$p = \sum_{i=1}^{n} \left[ (C_{t_i} - C_{t_i'}) + (B_{t_i'} - B_{t_i}) \right]$$

(1)

The term $(C_{t_i} - C_{t_i'})$ quantifies the cost decrease of $t_i$ and the term $(B_{t_i'} - B_{t_i})$ quantifies the benefit increase of $t_i, i = 1, ..., n$.

4. Heuristic Algorithm

Since the propagation of a semijoin is the quantity measuring how much the reduction of a relation by the semijoin improves other semijoins, it is a useful ingredient like the cost and benefit in generating the semijoin program. In this section, we present a heuristic algorithm based on the propagation of semijoins as well as their cost and benefit.

Our algorithm generates a semijoin program by selecting one semijoin at a time. It considers cost-effective semijoins only. Each time among all cost-effective semijoins, the semijoin which maximize the following weighted formula is selected as the next semijoin in the semijoin program.

$$w_1 \times (b - c) + w_2 \times p$$

where $w_1$ and $w_2$ are the weights of the cost-effectiveness and of the propagation of the semijoin, respectively. Since only cost-effective semijoins are considered, $p$ in the above formula includes cost-effective semijoins only. That is, the equation (1) for $p$ in the previous section is modified as
\[ p = \sum_{i=1}^{n} \left[ (C_{t_i} - C_{t_i'}) + (B_{t_i'} - B_{t_i}) \right], \quad B_{t_i'} > C_{t_i'}, \]

The condition \( B_{t_i'} > C_{t_i'} \) excludes the semijoins \( t_i' \) which are not cost-effective when the improvements in \( t_i \) are summed up, \( i = 1, \ldots, n \).

Our algorithm balances between the cost-effectiveness and the propagation of semijoins. One extreme of our algorithm is when \( w_2 = 0 \). In this extreme, our algorithm is the same as that in SDD-1 and based only on the cost and benefit. The other extreme is when \( w_1 = 0 \). In this extreme, it is based only on the propagation. Inbetween the two, various pair of \((w_1, w_2)\) values can be used. When \( w_2 = 0 \), we denote our algorithm as SDD-1. When \( w_1 = 0 \), we denote our algorithm as \( P \). When \( w_1 \neq 0 \) and \( w_2 \neq 0 \) and some weight \( w = \frac{w_2}{w_1} \) is used, we denote our algorithm as \( P(w) \).\(^3\) A formal description of our algorithm can be found in Appendix.

5. Simulation

The algorithms SDD-1, \( P \) and \( P(w) \) are compared by simulation. We consider randomly generated general queries joining \( n \) relations over \( a \) joining attributes. Queries generated are with arbitrary complexity and also realistic in the sense that their join patterns are meaningful as much as in practical queries. Values of \( a \) and \( n \) used are in Table 1.

<table>
<thead>
<tr>
<th>( a )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2, 3, 4</td>
</tr>
<tr>
<td>2</td>
<td>3, 4, 5, 6</td>
</tr>
<tr>
<td>3</td>
<td>4, 5, 6, 7</td>
</tr>
<tr>
<td>4</td>
<td>5, 6, 7</td>
</tr>
</tbody>
</table>

Table 1

The database profile which contains statistics on relations and on domains of the joining attributes is generated using a random number generator as follows: Let \( U[i, j] \) represent a uniform distribution over the range \([i, j]\). For each domain of a joining attribute, the cardinality,

\(^3\) P stands for propagation.
that is, the number of all possible values is $U[100,10000]$; the average size of a value is $U[4,20]$.

For each relation, the cardinality, that is, the number of tuples is $U[100,10000]$; the size of a tuple is the sum of the size of joining attributes and the size of non-joining attributes where the size of non-joining attributes is $U[0,100]$; the selectivity of each joining attribute which is the ratio of the number of unique values occurred in the attribute to the cardinality of its domain is $U[0,1]$. These parameters are summarized in Table 2 and 3.

<table>
<thead>
<tr>
<th>Joining Domain</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cardinality</td>
<td>$U[100,10000]$</td>
</tr>
<tr>
<td>size of a value</td>
<td>$U[4,20]$</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Relation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cardinality</td>
<td>$U[100,10000]$</td>
</tr>
<tr>
<td>size of non-joining attribute</td>
<td>$U[0,100]$</td>
</tr>
<tr>
<td>selectivity</td>
<td>$U[0,1]$</td>
</tr>
</tbody>
</table>

Table 3

For each pair of values $(n, a)$, 500 queries and database profiles are generated and, for each query and database profile, semijoin programs are generated by algorithms SDD-1, P and $P(w)$ for various $w$ values ranging from 1 to 200 and their costs are computed, respectively. Then, the average cost of those 500 semijoin programs are computed for SDD-1, P and $P(w)$, respectively. In what follows, comparisons are done and improvements are measured in terms of these average costs.

In all cases, P and $P(w)$ show improvements over SDD-1. There are two patterns for the relationship among P, $P(w)$ and SDD-1. In one, P is better than $P(w)$ for all $w$ values and in the other, $P(w)$ is better than P for almost all $w$ values. In Figure 1 and 2, each pattern is depicted.

---

* The unit for the size of data is byte.
The improvements by $P(w)$ over SDD-1 is measured as follows:

$$\frac{cost(SDD-1) - cost(P(w))}{cost(P(w))} \times 100 \%(\%)$$

For queries with only one joining attribute ($s = 1$), a slight improvement (0.3% to 1.3%) is shown but for queries with more than one joining attributes ($s = 2, 3, 4$), a considerable improvement (15% to 45%) is shown. In Figure 3, these improvements by $P(w)$ over SDD-1 is shown for various values of $w$ ranging from 0 to 200 and for all pair of values ($n, s$). We can see that for more complicated queries, the higher improvements are shown.

While $P$ and $P(w)$ show a considerable improvement over SDD-1, there is virtually no difference shown between $P$ and $P(w)$. Since $P$ is based only on the propagation of semijoins and not on their cost-effectiveness, this result implies that the propagation is much more important factor to be considered in generating semijoin programs than the cost-effectiveness factor. In Figure 4, for all pair of values ($n, s$), SDD-1, $P$ and $P(w)$ are compared in terms of the cost of their semijoin programs where $P(w)$ is taken as the minimum among $P(w)$'s for all $w$ values.

We also measured the length of semijoin programs generated by SDD-1, $P$ and $P(w)$, respectively where the length of a semijoin program is defined as the number of semijoins in the program. This is to see how different in length of semijoin programs when semijoins in them are selected based on different heuristics and thus in different orders. Figure 5 shows the comparison where MAX is the maximum number of semijoins in the program assuming that a semijoin may be included in the program at most once and, $P(w)$ is the length when the cost of its semijoin program is the minimum among $P(w)$'s for all $w$ values. We can see almost no difference in length among $P$, $P(w)$ and SDD-1. This indicates that the difference in the order of semijoins in the semijoin program can make a considerable difference in the amount of reduction of relations with almost the same number of semijoins. Therefore, the propagation of semijoins should be considered in generating the semijoin program.
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6. Conclusion

We defined the reduction propagation (the propagation of the reduction effects of a semijoin to other semijoins) in the context of distributed query processing and given a semijoin, we precisely quantified its propagation according to the definition. Thus, a semijoin is now associated with three quantities: cost, benefit and propagation. Based on these three quantities of semijoins, we presented a heuristic algorithm to generate a semijoin program. The simulation results showed that the new algorithm provided a considerable improvement over the algorithm in SDD-1 which is based only on the cost and benefit of semijoins. Other results from the simulation indicates that the propagation of semijoins should be considered in generating the semijoin program.

In this paper, we considered only positive aspect of reduction propagation, that is, the propagation to other semijoins was quantified as the sum of improvements in other semijoins. However, there is also the negative aspect of reduction propagation. Consider semijoins $s : R_i \rightarrow R_j$ and $t : R_k \rightarrow R_j$. After $s$ reduces $R_j$ to $R_j'$, $t$ is transformed into $t' : R_k \rightarrow R_j'$. We note that $t$ is degenerated into $t'$ in the sense that their costs remain the same but the benefit of $t'$ is less than or at most equal to that of $t$. More general heuristic could consider both the positive and the negative aspects of the reduction propagation.

By considering the propagation of a semijoin as a factor of it like the cost and benefit, we showed a direction toward the generalization of the framework for the heuristic algorithms which select one semijoin at a time in generating semijoin programs. Each semijoin can be compared to each other in terms of several factors such as the cost, benefit, propagation and so on to be selected as the next semijoin in the semijoin program. The more factors are available, the more effective semijoin program can be generated. Further factors of a semijoin and the interrelationship among those need be investigated. We also need to study the tradeoff between the overhead in computing those factors and the effectiveness of resulting semijoin programs.
Appendix: Algorithm P(w)

For a query Q, let J_Q be the set of join clauses of Q, and let J_Q+ be the transitive closure of J_Q, that is, the set of all the join clauses inferred by J_Q. A join clause \( R_i . A = R_j . A \) in J_Q+ is associated with two semijoins: \( R_i \leftarrow A \rightarrow R_j \) and \( R_j \leftarrow A \rightarrow R_i \). For a query Q, let S_Q be the set of all the possible semijoins associated with J_Q+. S_Q is partitioned into two subsets \( S_Q^+ \) and \( S_Q^- \). where \( S_Q^+ \) is the set of all the cost-effective semijoins and \( S_Q^- \) is \( S_Q \) \( \setminus \) \( S_Q^+ \).

For a semijoin \( s \), let \( C_s \) and \( B_s \) be the cost and the benefit of \( s \), respectively. Given a semijoin \( s: R_i \rightarrow R_j \), suppose \( s \) would reduce \( R_j \) to \( R_j' \). Let \( n \) be the number of all semijoins of type \( t: R_j \rightarrow R_k \) and let \( t_i \) be one of such semijoins \( R_j \rightarrow R_k \) and \( t_i' \) be \( R_j' \rightarrow R_k \), \( i = 1, ..., n \).

Let \( P_s \) be

\[
P_s = \sum_{i=1}^{n} \left[ (C_{t_i} - C_{t_i'}) + (B_{t_i'} - B_{t_i}) \right], \quad B_{t_i'} > C_{t_i'}
\]

For some value \( w \) used in algorithm P(w), let the function \( f_w \) of a semijoin \( s \) be

\[
f_w(s) = (B_s - C_s) + w \times P_s
\]

Then, algorithm P(w) is described as follows:

**Algorithm P(w)**

**input:** query Q  
**output:** semijoin program SJP

**begin**

\( SJP \leftarrow \text{null}. \)

initialize \( S_Q^+ \).

**while** ( \( S_Q^+ \neq \emptyset \) ) **do**

**begin**

select \( s' \) such that \( f_w(s') = \max_{s \in S_Q^+} f_w(s) \).

\( SJP \leftarrow SJP \oplus <s'> \).

\(*\ text{append } s' \text{ at the end of } SJP */\)

update \( S_Q^+ \).

**end**

**end**
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